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Using an Artificial intelligence chatbot to critically review the scientific 
literature on the use of Artificial intelligence in Environmental impact 
assessment
Alan Bond a,b, Dirk Cilliers b, Francois Retief b, Reece Alberts b, Claudine Roos b 

and Jurie Moolman b

aSchool of Environmental Sciences, University of East Anglia, UK; bUnit for Environmental Sciences and Management, North-West 
University, South Africa

ABSTRACT
There is considerable uncertainty about the role that Artificial Intelligence (AI) might play in 
Environmental Impact Assessment (EIA), including into research. AI large language model 
(LLM) chatbots have the potential to increase the efficiency of EIA research, but their outputs 
can create concerns. This paper investigates the potential time savings achievable using LLM 
chatbots to undertake a critical review of literature focussing on the use of AI in EIA. Using 
a combination of ChatGPT and Elicit, literature was reviewed to identify 12 key issues asso-
ciated with the use of AI in EIA and this paper was prepared in three and a half days from initial 
conception. A protocol is developed to assist researchers in fact checking evidence delivered 
through Elicit (or other machine learning tools) which serves as a novel outcome of this 
research. Using comments from three peer reviewers allowed some more objective reflection 
on the credibility of the LLM chatbot-derived output, on the appropriateness of the time 
savings, and on the future research needed on the application of LLM chatbots in this context.
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1. Introduction

Artificial Intelligence (AI) is a form of digital technology 
that can be applied in a variety of fields to add value to 
assessment exercises (Dupps 2023). One type of AI is 
a large language model (LLM) which is an algorithm 
capable of carrying out language processing tasks. But 
there is also considerable concern that the use of LLMs 
could ‘undermine academic integrity’ (Eke 2023, 
p. 100060). Dupps (2023, p. 655) quotes J.K. Rowling 
in considering the role of LLMs in academic publishing: 
‘Never trust anything that can think for itself if you can’t 
see where it keeps its brain – J.K. Rowling, Harry Potter 
and the Chamber of Secrets, 1998’. The underlying issue 
being that users do not know how it works, which 
raises questions about the validity of findings. These 
same concerns were raised by the reviewers of this 
paper as explained in the conclusions.

Impact Assessment (IA) ‘is the process of identifying 
the future consequences of a current or proposed action’ 
(International Association for Impact Assessment  
undated). In the field of IA, the increasing application 
of AI, specifically AI chatbots that answer questions 
posed to them, has led to the International 
Association for Impact Assessment (IAIA) beginning 
the task of developing best practice principles for the 

use of AI in IA. This will supplement the existing suite of 
best practice principles to inform IA practitioners (see 
https://www.iaia.org/best-practice.php). Academic lit-
erature is already beginning to refer to the potential 
for the use of AI in IA (whether good or bad) (see, for 
example, Bice and Fischer 2020; Bond and Dusík 2020; 
Curmally et al. 2022; Sandfort et al. 2024). Our research 
has focused on project-level environmental impact 
assessment (EIA) specifically. This can be justified by 
EIA being the only form of IA that is globally mandated 
(Morgan 2012; Glasson and Therivel 2019), and also by 
the fact that there are over a hundred different types of 
impact assessment (Vanclay 2015), which significantly 
complicates any analysis if not simplified. Therefore, 
a pertinent question raised is what are the issues asso-
ciated with the use of AI in EIA? This question provides 
the case example for our paper where we aim to 
demonstrate the potential for the use of AI (LLM chat-
bots specifically) in an academic context:

(1) to reduce the length of time taken to perform 
a critical evaluation of literature; and

(2) to synthesise current learning and engage in 
debate about the issues that researchers and 
practitioners need to take into account when 
considering the use of AI in EIA.
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Whilst no novel outcomes are expected from the appli-
cation of LLMs to this literature review, the research does 
aim to examine whether a credible literature review can 
be conducted as the launching point for further research, 
and whether this task can be completed more efficiently 
using such forms of AI. The next section sets out the 
approach we have used and, more importantly, explains 
how we have been transparent about the use of AI and 
the specific text and analysis that has been generated by 
AI, and how this is distinguished from the text and inter-
pretation of the authors. Section 3 then details the 
ChatGPT-based analysis of the issues associated with 
the use of AI in EIA and includes a network diagram 
illustrating one level of issues with the use of AI in EIA 
and a second level of evidence for those issues, as iden-
tified by ChatGPT. Section 4 modifies the output from 
section 3 to resolve circular arguments and inconsisten-
cies in the ChatGPT output. This section includes 
a summary figure which is the key output of this research. 
Section 5 provides our conclusions and suggestions for 
ways forward both in terms of the use of LLMs to help 
academic research efficiency related to EIA, and in terms 
of the issues inherent in the use of AI in EIA that need to 
be addressed moving forward. The section benefits from 
the comments of three reviewers of an initial manuscript 
that enabled the authors to be more objective about the 
value of the ChatGPT output.

2. Methods

A number of different AI tools are available to assist in 
this work. The most commonly known tool (Au Yeung 
et al. 2023) is OpenAI’s ChatGPT which is a large lan-
guage model (LLM) that generates text-based responses 
to queries typed into a web-based interface (called 
a chatbot) (Kim et al. 2023), with responses based on 
a database of knowledge available on the web up to 
a point in time. A number of alternatives to ChatGPT 
exists, including Google Bard, Microsoft Bing, Perplexity 
AI, amongst others (Krause 2023; Goto and Katanoda  
2023). Our approach was not to test a broad range of AI 
tools, or to synthesise understanding of the issues asso-
ciated with the use of AI in EIA across a range of AI tools. 
Instead, it was to develop understanding quickly and 
efficiently. This helps to demonstrate the ability of LLM 
chatbots to generate a timely analysis (which we would 
argue is important in a fast-developing field), and helps 
to ensure EIA researchers are aware of some of the key 
potential issues before they start to use AI. Thus, we 
focused on ChatGPT, and used the latest version 
(ChatGPT 4.0) at the time of writing, acknowledging 
that a significant limitation of this version is that the 
knowledge base went up to September 2021 (this short-
coming has since been resolved), and was behind 
a paywall at the time of writing. In a fast-moving field, 

this meant that two years of knowledge was missing 
when the research was undertaken.

ChatGPT was accessed at https://openai.com/gpt-4 
and the following question was asked: ‘What are the 
issues associated with the use of Artificial Intelligence in 
Environmental Impact Assessment’. For this query and all 
subsequent queries, the opportunity to regenerate, 
whereby ChatGPT has a further opportunity to answer 
the same question, was not used. After identifying sev-
eral issues (level 1 issues), a further round of queries was 
entered into ChatGPT to ask, ‘what is the evidence for 
[issue x] being an issue associated with the use of artificial 
intelligence in environmental impact assessment?’ This 
provides a series of level 2 evidence factors deemed 
by ChatGPT to justify the identification of the issues.

The authors were aware of the ethical conundrum 
associated with the use of AI to develop text that is 
then submitted for peer review. Researchers are already 
using LLM chatbots extensively to help to write academic 
papers, and ChatGPT often now appears as an author 
(Stokel-Walker 2023). This practice is creating challenges 
for academic publishers who are responding in different 
ways, some embracing it as inevitable, others banning 
the practice (Sample 2023). For this paper, submitted to 
a Taylor & Francis journal, the policy was clarified in 
February 2023 and includes the statement ‘AI tools must 
not be listed as an author. Authors must, however, acknowl-
edge all sources and contributors included in their work. 
Where AI tools are used, such use must be acknowledged 
and documented appropriately’ (Taylor & Francis 2023). 
The editor in chief of the journal Nature is attributed as 
saying that the ‘use of AI-generated text without proper 
citation could be considered plagiarism’ (Stokel-Walker  
2023, p. 620). We therefore had to decide whether to 
use ChatGPT to generate results which we then entirely 
synthesised and interpreted, or to use the text generated 
verbatim; we chose the latter, again in the interests of 
transparency, and in the following section (and in sup-
plementary data) any text in Box 2 (and evidence factors 
in Boxes 2.1–2.12 in supplementary data – see section 3) 
is a direct quote from the ChatGPT responses to our 
questions. This separates ChatGPT input from our own 
analysis – which is all the text outside Box 2 (and all sub- 
boxes 2.1–2.12). The one exception to this rule relates to 
citations to provide evidence of the credibility of claims 
made inside the boxes. Here again we chose to make use 
of AI to assist in identifying suitable evidence to further 
promote the potential for timeliness of AI-assisted 
research. ChatGPT currently produces fake references 
which cannot be used as evidence (Day 2023), so we 
used the AI machine learning tool Elicit (Ought 2023) 
for this purpose, with co-authors checking to ensure 
that the results did indeed provide credible evidence for 
the issue claim made. However, it quickly became appar-
ent that the sources identified by Elicit were frequently 
unsuitable. Box 1 provides an example of such an 
inaccuracy.
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Thus, to verify the validity of the issues identified by 
ChatGPT a protocol was developed as follows:

(1) Refer to the supplementary data file and use the 
ChatGPT question designed to identify level 2 
factors in Elicit. For example, typing the question 
in the search box within Elicit ‘what is the evi-
dence for [level 1 issue x] being an issue associated 
with the use of artificial intelligence in environ-
mental impact assessment?’

(2) Use keywords in Elicit: ‘[AI issue]’ AND ‘artificial 
intelligence’ AND ‘environmental impact 
assessment’.

(3) Use the same key words in Scopus and/or 
Google Scholar.

(4) Adapted human intelligence (authors) search 
using any or all of Elicit, Scopus and Google 
Scholar, using additional search terms and/or 
strings that seem appropriate and recording 
which search terms and/or strings and which 
databases found the evidence.

To work efficiently, the human co-authors subdivided the 
issues between them, and each worked through the 
Protocol.

In order to synthesise the results from ChatGPT in 
a digestible format, we develop a network diagram link-
ing all the issues identified. This diagram was drawn by 
the authors using Miro, https://miro.com/app/dash 
board/ simply as a tool to link together the ChatGPT 
output. We then use our own knowledge and under-
standing to modify this network diagram, removing cir-
cular references (where evidence provided that a level 2 
factor is associated with the use of AI in EIA is simply 
a repeat of a level 1 issue, or where level 2 factors are 
repeated across more than one level 1 issue) and inter-
preting the linkages, to develop our own understanding 
of the issues associated with the use of AI in EIA; that is, 
we use the ChatGPT output as a starting point, but have 
to interpret it to address the inability of ChatGPT to 
recognise the circular references.

Also, as explained in the introduction, one of the 
limitations of using ChatGPT to undertake this kind of 

research is that the algorithms it uses are not known, nor 
are the databases. Therefore, the completeness of the 
results remains questionable. No systematic process was 
undertaken to verify the AI-generated results as this 
would run counter to the objective of producing timely 
research in as short a time period as possible. Instead, 
using processes of snowballing where evidence in the 
articles identified through the use of the search protocol 
pointed to other issues, and also through the authors’ 
own knowledge of AI issues identified from wider read-
ing associated with other fields of enquiry, adaptations 
were made of the AI-generated results.

Thus, we develop two network diagrams – one 
which is entirely generated from ChatGPT output and 
not interpreted in any way by the authors, and 
a second which addresses the limitations of the output 
apparent to the authors.

Whilst one key aim of this paper is to provide valuable 
knowledge on the issues associated with the use of AI in 
EIA, we also set out to produce a timely analysis of the 
issues associated with the use of AI in EIA as efficiently as 
possible. However, a systematic evaluation of efficiency 
gains is problematic given that time sheets are not usually 
associated with academic research. That is, the time taken 
to write papers on particular topics is highly variable, and 
the quality of the product tends to vary considerably also. 
Instead, we set ourselves a target of writing and submit-
ting a paper in the shortest possible time without com-
promising quality. A final element of the method for the 
paper was standard peer review. Whilst this process 
would be undertaken in any case, for this paper we 
have used it more reflectively to assist in the writing of 
the conclusions – to stimulate discussion about the use of 
AI in EIA. Thus, we highlight key issues raised by reviewers 
in the conclusions and give our own thoughts on them.

3. ChatGPT results

Box 2 provides the ChatGPT output for the initial 
question asked (see title of Box 2); this represents 
level 1 issues associated with the use of AI in EIA. 
Supplementary data is contained in Boxes 2.1-2.12 
which provide the ChatGPT responses associated 

Box 1. Issues with the use of AI to find evidence to support the credibility of AI issues in EIA using ‘Elicit’

Using ‘Elicit’ to identify scientific literature to support the identification of these issues was problematic. For example, taking the first identified 
issue and using the query ‘What is the evidence that over-reliance on artificial intelligence is an issue associated with the use of Artificial Intelligence in 
Environmental Impact Assessment?’ produced a range of references with the following text-based argument: ‘The papers suggest that over-reliance 
on artificial intelligence (AI) is an issue associated with the use of AI in environmental impact assessment’ (Ought, 2023). This was further justified with 
the text: ‘Pachot and Patissier (2022) notes that while AI can be a valuable tool in the fight against environmental degradation, it is paradoxical that an 
energy-consuming technology is being used to address ecological challenges. Ligozat et al. (2022) highlights the negative environmental impacts of AI 
for Green, including greenhouse gas emissions and energy consumption. The authors suggest that assessing the complete net environmental impacts of 
AI solutions for the environment is crucial. Cortés et al. (2000) discusses the integration of AI techniques into Environmental Decision Support Systems 
(EDSS) and highlights the importance of quality information for effective environmental protection. Dostatni et al. (2023) examines the use of AI for 
assessing the pro-environmental practices of companies and suggests that AI-based analysis can reveal significant differences in environmental 
practices between small, medium, and large enterprises’. However, it is clear on reading these references that none directly link EIA with AI, and none 
substantiate the claim, other than very indirectly at best.
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with a request to find evidence that the issue is 
credible; this represents level 2 factors associated 
with the issues identified with the use of AI in EIA.

The protocol outlined in section 2 above was fol-
lowed in order to verify the level 1 issues identified by 
ChatGPT, the output of following this protocol is 
detailed in Table 1 (along with an indication of which 
step in the protocol was reached before a credible 
reference was found), and the citations that appear in 
Box 2 are the product of this process. These citations 
represent the only text in the boxes that is not taken 
verbatim from the ChatGPT output (ChatGPT 4.0 does 
not provide citations to support the text delivered, and 
when prompted only provided questionable citations). 
No attempt was made to also verify the level 2 factors 
as it was considered to be superfluous in terms of 
meeting the objectives of the research.

All the issues identified by ChatGPT have been sum-
marised in a network diagram illustrated in Figure 1. 
This represents the unedited output from the use of AI 
and indicated a large number of circular references, 

that is, when asked for evidence that specific issues are 
associated with the use of AI in EIA, the output tends to 
repeat issues already identified.

4. Modified ChatGPT results

A considerable amount of data was generated by 
ChatGPT, as summarised in Figure 1. Despite the level 
1 issues being verified by evidence identified through 
literature review, it quickly became apparent that there 
were problems with the level 2 factors. These could be 
placed into one of three categories:

(1) Circular arguments – a level 1 issue is repeated 
as a level 2 factor.

(2) Repetition – the same level 2 factor is repeated 
under two or more level 1 issues.

(3) Bullshit (after Costello 2023)1 – issues or factors 
identified by ChatGPT are not issues or factors 
per se, instead they are statements of fact.

Box 2. ‘What are the issues associated with the use of Artificial Intelligence in Environmental Impact Assessment’

Environmental Impact Assessment (EIA) involves evaluating the potential environmental impacts of a proposed project or development to aid 
decision-making processes. Integrating Artificial Intelligence (AI) into EIA processes can offer improved efficiency, predictability, and deeper 
insights. However, the use of AI in EIA also presents several challenges and issues:

(1) **Data Quality and Availability**: AI relies on large datasets for training and analysis. If the data used is incomplete, outdated, or biased, 
the AI’s predictions and insights could be flawed (Cortés et al. 2000). In the context of EIA, poor quality data can lead to incomplete 
assessments and misinformed decisions (Schibuola and Byer 1991; Wang et al. 2006; Nadeem and Hameed 2008).

(2) **Transparency and Interpretability**: Many advanced AI algorithms, especially deep learning models, can be seen as ‘black boxes’ 
(Wischmeyer 2020; de Fine Licht and de Fine Lichtde Fine Licht 2020). It can be challenging to understand how they derive specific results. 
In an EIA context, this can make it hard for stakeholders to trust or understand the AI’s conclusions (Curmally et al. 2022; Chapter 9: 
Artificial intelligence solutions for environmental and social impact assessments; Stahl and Leach 2023).

(3) **Over-reliance on AI**: There’s a risk that decision-makers might overly rely on AI’s conclusions without critical evaluation (Broussard  
2018; Campolo and Crawford 2020; Khan and Nawaz Chaudhry 2023). EIA is a complex process that involves not only data but also local 
knowledge, socio-cultural considerations, and ethical judgments.

(4) **Loss of Expert Intuition**: Automated processes can potentially reduce the need for human expertise in specific tasks. Over time, this 
could erode the base of experienced professionals who bring crucial intuition and judgment to the EIA process (Spector and Shanshan  
2019; Khan and Nawaz Chaudhry 2023).

(5) **Ethical Considerations**: AI can unintentionally introduce or perpetuate biases. For instance, if training data for the AI does not 
adequately represent all ecological or community contexts, the system might not account for them adequately in its assessments 
(McGovern et al. 2022).

(6) **Data Security and Privacy**: As with all digital solutions, AI systems are vulnerable to cyber threats. Data breaches can expose sensitive 
environmental and community information (Di Minin et al. 2021).

(7) **Economic and Social Impacts**: The integration of AI might lead to job losses in certain routine areas of EIA, leading to potential 
economic and social repercussions (Gurstein 1985; Aghion et al. 2018; Hagerty and Rubinov 2019; Bonab et al. 2021; Uren and Edwards  
2023).

(8) **Regulatory and Legal Issues**: Existing EIA regulations and guidelines might not account for the introduction of AI tools. This can lead 
to legal ambiguities and challenges in integrating AI outputs into legally binding documents or decisions (Giuffrida 2019; Lozo and 
Onishchenko 2021; Makhkamov 2022; Pagallo et al. 2022).

(9) **Standardization and Validation**: AI models vary widely in their architectures and training processes. Ensuring standardized methods 
for AI integration in EIA and validating their effectiveness becomes crucial (Curmally et al. 2022; Kaur et al. 2022; McGovern et al. 2022; 
Schwartz et al. 2022; Um et al. 2022; Koyamparambath et al. 2022).

(10) **Environmental Misrepresentations**: A poorly trained AI might not recognize rare or uncommon environmental phenomena, leading 
to underestimations or misrepresentations of potential impacts (Cortés et al. 2000; Galaz et al. 2021; Alemohammad et al. 2023).

(11) **Temporal and Spatial Challenges**: AI models trained on past data might not always predict future environmental changes effectively, 
especially in the context of rapidly changing environmental conditions, such as those driven by climate change (Rizzoli and Young 1997; 
Cortés et al. 2000).

(12) **Scalability and Transferability**: AI models trained for specific contexts or regions might not be directly transferable to other scenarios 
or geographies without additional training or adjustment (Liu and Chih-Wei 2009; Francini et al. 2023; Mustak et al. 2023).

Given these challenges, it’s crucial to strike a balance between leveraging AI’s capabilities in EIA and ensuring that human judgment, expertise, 
and local context continue to play pivotal roles in the assessment process.

Note: this text is all verbatim from the ChatGPT results based on the query except for the citations – these were added by the authors after 
following the protocol outlined in section 2.
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To achieve objective 2, the results summarised in Figure 1 
need to be amended by the authors to remove circular 
arguments, repetition and bullshit. Boxes 3 to 5 explain 
how this was done in turn, for each of these three cate-
gories, by providing some examples of the decision mak-
ing of the author team. Box 3 provides two examples of 
how this task was undertaken for circular arguments, 
Box 4 provides two examples of how this task was under-
taken for repetition, and Box 5 provides two examples of 
how this task was undertaken for bullshit.
These three problem categories were all dealt with 
consistently for each category as detailed in boxes 3 
to 5, but summarised for each of the categories below:

(1) Circular arguments – a level one issue is 
repeated as a level 2 factor. In this case the 

Table 1. The protocol outputs for each of the issues identified in Box 2 (note that the citations identified all appear in Box 2).

AI Issue Valid citations

Which step you got to in order to find citations; If step 4, what 
keywords, in what database (Scopus or Google Scholar) found 

citation

Data Quality and 
Availability

Cortés et al. (2000); Nadeem and Hameed (2008); 
Schibuola and Byer (1991); Wang et al. (2006)

Step 4 (in Elicit search string “What is the evidence that in the 
context of EIA, poor quality data can lead to incomplete 
assessments and misinformed decisions”.

Transparency and 
Interpretability

Curmally et al. (2022); de Fine Licht and de Fine Lichtde 
Fine Licht (2020); Stahl and Leach (2023); Wischmeyer 
(2020)

Step 4: in Elicit, used “transparency” AND “black boxes” AND 
“artificial intelligence” to get Wischmeyer (2020) and also de 
Fine Licht and de Fine Lichtde Fine Licht (2020). 

Then in Google Scholar, using “environmental impact assessment” 
AND “trust” AND “artificial intelligence” to find Stahl and Leach 
(2023) and also Curmally et al. (2022).

Over-reliance on AI Broussard (2018); Campolo and Crawford (2020); Khan and 
Nawaz Chaudhry (2023)

Step 4: in Google Scholar and Scopus using “artificial intelligence” 
AND “over-reliance” OR “trust” and following citations in papers 
identified.

Loss of Expert 
Intuition

Khan and Nawaz Chaudhry (2023); Spector and Shanshan 
(2019)

Step 4: using Elicit and more general keywords “artificial 
intelligence” AND “expert input” OR “intuition” OR “critical 
thinking” and following citations in papers identified.

Ethical 
Considerations

McGovern et al. (2022) Step 1.

Data Security and 
Privacy

Di Minin et al. (2021) Step 4: using Google Scholar with “data security and privacy” AND 
“artificial intelligence” AND “conservation”.

Economic and Social 
Impacts

Aghion et al. (2018); Bonab et al. (2021); Gurstein (1985); 
Hagerty and Rubinov (2019); Uren and Edwards (2023)

Step 4: using Scopus, Google Scholar and Elicit with “economic and 
social Impacts” AND “artificial intelligence”.

Regulatory and Legal 
Issues

Giuffrida (2019); Lozo and Onishchenko (2021); 
Makhkamov (2022); Pagallo et al. (2022)

Makhkamov (2022) obtained through step 1. 
Lozo and Onishchenko (2021) and Pagallo et al. (2022) found using 

step 4 and Elicit with “legal issues” AND “artificial intelligence” 
AND “environmental impact assessment”. 

Giuffrida found using step 4 and Elicit and “legal implications of AI 
use in decision making”.

Standardization and 
Validation

Curmally et al. (2022); Kaur et al. (2022); McGovern et al. 
(2022); Schwartz et al. (2022); Um et al. (2022); 
Koyamparambath et al. (2022)

McGovern et al. (2022) found using Step 1. 
Schwartz et al. (2022); Kaur et al. (2022); Um et al. (2022) found 

using Step 3 with Google Scholar. 
Curmally et al. (2022); Koyamparambath et al. (2022) found using 

Step 4 using Google Scholar with “data standardization” AND 
“data validation” AND “artificial intelligence” AND 
“environmental impact assessment”.

Environmental 
Misrepresentations

Cortés et al. (2000); Galaz et al. (2021); Alemohammad 
et al. (2023)

Cortés et al. (2000) found using Step 1. 
Galaz et al. (2021) found using Step 3 and Google Scholar. 
Alemohammad et al. (2023) already known to authors (addition 

outside the Protocol)
Temporal and Spatial 

Challenges
Cortés et al. (2000); Rizzoli and Young (1997) Step 4: Google Scholar. Adapted the key words “temporal and 

spatial challenges” AND “artificial intelligence” AND 
“environmental impact assessment” to “temporal and spatial 
challenges of artificial intelligence in environmental impact 
assessment”.

Scalability and 
Transferability

Francini et al. (2023); Liu and Chih-Wei (2009); Mustak et al. 
(2023)

Liu and Chih-Wei (2009 found using Step 1). 
Other references found using Step 3 and Google Scholar.

Box 3. Dealing with circular arguments in ChatGPT findings – 
two examples of author interventions

The supplementary data file provides the level 2 factors identified 
by ChatGPT. Two examples of where some of these level 2 factors 
replicate level 1 issues (and are therefore circular) are:

(1) The level 1 issue ‘loss of expert intuition’ (see Box 2) has 
associated with it as a level 2 factor ‘ethical and cultural 
sensitivity’ (Box 2.4, supplementary data). However, there 
is already a level 1 issue ‘ethical considerations’ (see 
Box 2). In this case, the level 2 factor was deleted, and 
Figure 1 amended to create a link between level 1 issues 
‘loss of expert intuition’ and ‘ethical considerations’. See 
Figure 2.

(2) The level 1 issue ‘data quality and availability’ (see Box 2) 
has associated with it as a level 2 factor ‘temporal varia-
bility’ (see Box 2.1, supplementary data). In this case, the 
level 2 factor was deleted, and Figure 1 amended to create 
a link between level 1 issues ‘data quality and availability’ 
and ‘temporal and spatial challenges’. See Figure 2.
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Figure 1. AI issues in EIA as identified by ChatGPT, without author interpretation. The inner green circles represent level 1 issues, 
connection shown to all level 2 factors (yellow rounded boxes) with dashed lines.

Box 4. Dealing with repetition in ChatGPT findings – two examples of author interventions

The supplementary data file provides the level 2 factors identified by ChatGPT. Two examples of where some of these level 2 factors replicate level 1 
issues (and are therefore circular) are:

(1) The level 1 issue ‘over-reliance on AI’ (see Box 2) has associated with it as a level 2 factor ‘public perception and trust’ (see Box 2.3, 
supplementary data); the level 1 issue ‘ethical considerations’ (see Box 2) also has associated with it as a level 2 factor ‘public perception and 
trust’ (see Box 2.5, supplementary data). In this case, the surplus level 2 factor was deleted from Figure 1 and an additional link added such 
that both ‘over-reliance on AI’ and ‘ethical considerations’ link to one level 2 factor ‘public perception and trust’ (see Figure 2) (Note – there 
are other duplicates of this same level 2 factors that have been dealt with in the same way).

(2) The level 1 issue ‘temporal and spatial challenges’ (see Box 2) has associated with it as a level 2 factor ‘interdisciplinary challenges’ (see Box 2.11, 
supplementary data); the level 1 issue ‘standardisation and validation’ (see Box 2) also has associated with it as a level 2 factor ‘interdisciplinary 
challenges’ (see Box 2.9, supplementary data). In this case, the surplus level 2 factor was deleted from Figure 1 and an additional link added such 
that both ‘temporal and spatial challenges’ and ‘standardisation and validation’ link to one level 2 factor ‘temporal and spatial challenges’ (see 
Figure 2).
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superfluous level 2 factor is deleted, with 
a connection instead made between the level 
1 issue of the same name and the level 1 issue 
that hosted the repeated level 1 issue name as 
a level 2 factor. In the revised figure, these cir-
cular argument replacements are all illustrated 
with solid lines that are not linear.

(2) Repetition – the same level 2 factor is repeated 
under two or more level 1 issues. In this case all 
the repeated level 2 factors are aggregated into 
a single level 2 factor which has multiple links to 
the level 1 issues that connect to them illu-
strated by solid, straight lines.

(3) Bullshit – issues identified by ChatGPT are not 
issues or factors per se, instead they are state-
ments of (often unsubstantiated) fact. These 
issues are simply deleted from Figure 2.

These three problem categories would also be experi-
enced through human researcher coding approaches, 
which progress on the basis of iteration – identifying 
circular arguments, overlaps, and clearly inappropriate 
codes.

Figure 2 makes it clear that ChatGPT interprets an 
‘issue’ to be a challenge, or potentially uncertainty, as 
might be expected. Nevertheless, it remains an impor-
tant point that ChatGPT was not asked to identify 

positive aspects of the use of AI, and this has had 
consequences for the negative framing of the issues 
identified.

Whilst the Figure 2 caption explains how the rela-
tionships can be interpreted, the key learning point is 
that the level 1 factors (the inner green circles) are 
categories of issues. As such, they remain somewhat 
vague and need further explanation. The level 2 factors 
(yellow circles) are the more precisely defined issues 
that might lend themselves to specific research tasks in 
the future, for example, one could ask ‘what is the 
potential for over-automation to create ethical issues 
in relation to the use of LLM chatbots in IA?’.

5. Conclusions

The research set out to achieve two objectives:

(1) to reduce the length of time taken to perform 
a critical evaluation of literature; and

(2) to synthesise current learning and engage in 
debate about the issues that researchers and 
practitioners need to take into account when 
considering the use of AI in EIA.

For the first of these, we set out to try and use AI tools 
(ChatGPT4.0. and Elicit) to produce output useful to the IA 

Box 5. Dealing with bullshit in ChatGPT findings – two examples of author interventions

The supplementary data file provides the level 2 factors identified by ChatGPT. Two examples of where some of these level 2 factors are duplicated 
for more than one level 1 issue are:

(1) ‘Case studies’ is a level 2 factor associated with four separate level 1 issues with the following descriptions:
a. Level 1 issue ‘data quality and availability’ with level 2 factor: **Case Studies**: Many AI projects that have failed or have not achieved 

desired performance can be traced back to issues with the data used for training or validation. For instance, a project aiming to predict 
habitat destruction based on satellite images might not perform well if the training data does not adequately capture the range of 
habitats in a region or if the data contains many inaccuracies (see supplementary data Box 2.1). The case studies are not specifically 
specified so the evidence base cannot be confirmed.

b. Level 1 issue ‘loss of expert intuition’ with level 2 factor: ‘**Case Studies**: Specific case studies, especially those where AI-driven 
assessments were later revised or corrected following expert reviews, highlight the complementary nature of AI and human intuition. 
They serve as evidence that while AI can augment the EIA process, it can’t replace the nuanced understanding and judgment of human 
experts’ (see supplementary data Box 2.4). The case studies are not specifically specified so the evidence base cannot be confirmed.

c. Level 1 issue ‘standardization and validation’ with level 2 factor: ‘**Case Studies**: Real-world examples where AI-driven EIA processes 
produced conflicting or inaccurate results highlight the challenges posed by a lack of standardization and validation’ (see supple-
mentary data Box 2.9). Again, the case studies are not specifically specified so the evidence base cannot be confirmed.

d. Level 1 issue ‘environmental misrepresentations’ with level 2 factor: ‘**Case Studies**: There have been instances where AI-driven 
assessments or simulations have provided misleading results due to factors like data issues, model limitations, or improper parameter 
settings’ (see supplementary data Box 2.10). Here a case study is not a specific factor – it is simply a statement of fact that AI-related 
issues lead to problems which can be identified through case studies.

(2) ‘Scientific literature’ is a level 2 factor associated with 10 separate level 1 issues with the following descriptions:
a. Level 1 issue ‘data quality and availability’ with level 2 factor: ‘**Scientific Literature**: Research papers and publications often 

emphasize the importance of quality data. Numerous studies have showcased that models trained on limited or poor-quality data lead 
to misinterpretations or mispredictions’ (see supplementary data Box 2.1). Here the unspecified scientific literature simply points to an 
AI-related data quality issue rather than being specific evidence.

b. Level 1 issue ‘transparency and interpretability’ with level 2 factor: ‘**Scientific Literature**: Many research papers and articles have 
pointed out the opacity of certain AI models. For example, research on using AI for species identification or habitat assessment has 
shown that while models can be accurate, understanding precisely why they make specific predictions can be challenging’ (see 
supplementary data Box 2.2). Here again the scientific literature is not specified and therefore the evidence cannot be verified.

c. Level 1 issue ‘over-reliance on AI’ with level 2 factor: “**Scientific Literature**: Studies and articles discussing the implementation of AI 
in various disciplines often highlight the importance of human oversight. The consensus in many research papers is that while AI can 
augment decision-making processes, it shouldn’t entirely replace human judgment (see supplementary data Box 2.3). Here again the 
scientific literature is not specified and therefore the evidence cannot be verified.

d. The same issue is repeated for seven other level 1 issues, all of which identify scientific literature incompletely as a factor (see Boxes 2.4, 
2.5, 2.6, 2.8, 2.9, 2.10, 2.11).
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community in as short a time period as possible. The article 
was submitted three and a half days after the research 
began (although we acknowledge that additional time 
has been taken up later during the review process, and it 
is not clear whether the time taken for revision is different 
than it would have been had AI not been used). However, 
in using AI to improve the time efficiency of the research, 
we have been careful not to simply accept results at face 
value, but to find evidence for the ChatGPT outputs. 
Engaging with AI tools ChatGPT and Elicit took up a small 
proportion of the time used. The majority of human input 
was spent on identification of evidence to support the 
ChatGPT claims where Elicit was found to be flawed, but 
still in many cases a useful means of identifying some 
relevant literature. The protocol developed to assist 
researchers in fact checking evidence delivered through 

Elicit (or other machine learning tools) is a novel outcome 
of this research which can assist future researchers. The 
other significant use of time was drawing the network 
diagram (using Miro, https://miro.com/app/dashboard/), 
and then interpreting the resulting network diagram to 
remove inconsistencies and circular references. This inter-
pretation step duplicates standard coding of academic 
literature by human researchers which involves an iterative 
process of checking and improving the codes. Whilst we 
have no control experiment to use as a benchmark for time 
taken, it remains the shortest time taken by any of the 
authors to get from idea to output by a significant margin. 
Subject to the veracity of the results, this suggests AI tools, 
such as ChatGPT, can improve the efficiency of research 
tasks significantly. A question that remains unanswered is 
the output that may have been produced through the use 

Figure 2. AI issues and factors in EIA as identified by ChatGPT, after author interpretation. There are three concentric circles: 1) the 
inner green circles represent level 1 issues, connection shown to all level 2 factors (yellow rounded boxes) with lines; connection to 
other level 1 issues have replaced circular arguments to the same issue that had been listed in level 2; 2) the middle yellow 
rounded boxes are level 2 factors that are connected to more than one level 1 issue using solid lines; 3) the outer yellow rounded 
boxes are level 2 factors that connect to a single level 1 issue using dashed lines.
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of systematic literature review based on the use of aca-
demic databases. Future research along these lines could 
help to add clarity over the scale of time saving possible 
and, more importantly, compare the findings of ‘traditional’ 
versus AI-assisted literature review approaches.

Thus, the key shortcoming of the use of AI relate to the 
confidence of the user in the findings given the uncer-
tainty over the approach taken by ChatGPT. This does 
point to an interesting future research area related to 
a comparison of the outcomes of literature reviews 
when undertaken by AI as opposed to when undertaken 
by human researchers. LLMs conduct the initial coding on 
an unknown, dataset, using unknown algorithms. Yet 
human researchers are both fallible and resource con-
strained, and are subject to database access issues, and 
cognitive limitations when it comes to synthesis. 
Determining which approach is better is a task in itself, 
as is determining which approach gains most confidence 
of readers. Additional questions raised include:

(1) how well a researcher needs to know the litera-
ture before the use of an LLM chatbot to assist 
becomes credible (or even whether knowledge 
of the literature is needed?);

(2) what kind of knowledge does a researcher 
require in order to be able to critically assess 
LLM chatbot output?

Reviewers of the initial manuscript expressed some 
discomfort with the rapid approach to writing the 
paper. In particular, concerns were raised that:

● A focus on rapid output can compromise the 
quality of research and therefore its robustness.

● The automated nature of analysis that saves time 
undermines the value of human thinking and 
therefore threatens the level of insight and knowl-
edge advancement.

● Time saving associated with finding references 
risks some publishing outlets being privileged 
over others (with no way of knowing whether 
this is taking place).

We acknowledge that these are valid concerns. Some 
could potentially be overcome with different questions 
being asked of the chatbots. But concerns over the lack 
of insights and unconscious bias towards outlets seem 
more difficult to simply avoid. These are issues that 
researchers need to actively consider as they under-
take their studies.

On the second objective, subject to the caveat that 
we cannot say whether a more traditional approach 
would have yielded the same (or more, or less, compre-
hensive) findings, Figure 2 strikes us as being a useful 
starting point for those wishing to engage with, or 
manage, the use of AI in both EIA research and practice. 

Our independent evidence checks for the veracity of the 
level 1 issues gives us confidence that these are credible, 
acknowledged issues. Whilst there was repetition and 
circularity of evidence, these have been addressed in 
producing Figure 2. This strikes us as representing the 
current limitations of LLM chatbots used in this way, and 
it seems likely that LLMs will improve in the future and 
require less adjustment. Therefore, EIA researchers 
could begin to address these issues now; with Figure 2 
providing a research roadmap of issues that need either 
to be managed, or resolved.

Nevertheless, reviewers expressed some concerns 
over the output. In particular:

● Limiting the search for references that validate an 
issue misses any searches for counter-evidence 
that could undermine the findings.

● The fact that the authors had to revise the initial 
output of ChatGPT was highlighted by reviewers 
as evidence that the initial output is unhelpful.

● There was some criticism that the output, in terms 
of identified issues, was not further processed in 
terms of the meaning it might have in practice.

● There is a disconnect between the identification of 
‘issues’ and the consequences these might have for 
planning and commissioning processes for IA.

● The idea that the learning from ChatGPT was in 
any way valuable was questioned as being super-
ficial. In particular, the fact that a deeper under-
standing of the limitations and consequences of 
using AI to manage, for example, spatial data on 
environmental components, like species abun-
dance, distribution and connectivity, is simply 
missing at present.

● The AI-based output produced nothing new.

We would acknowledge these points having some 
validity. In particular, whilst we only set out to under-
take a literature review to identify issues with the use 
of AI in EIA rather than further consider the broader 
implications, the comment did lead the authors to 
reflect on a level of discomfort with the findings in 
that it is difficult to feel significant ownership of 
them. And without that ownership, there is some reti-
cence to further explore their meaning. This could well 
be problematic if the use of AI in EIA research expands, 
depending on what the objectives are in each case. We 
would argue that whilst nothing new will come from 
currently available chatbots, as they simply search 
existing knowledge, the same would be true of 
a literature review. In this case the listing of issues in 
a single publication might be regarded as being novel 
and useful in presenting a synthesis of knowledge that 
has not been published before – but the extent to 
which a reader will agree is subjective. We have no 
idea how ChatGPT has interpreted the term ‘AI’ – and 
so don’t know the boundaries placed around the 
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searches conducted. There remains, therefore, consid-
erable uncertainty over the issues identified as being 
associated with the use of AI in IA, because it is not 
known what Chat GPT has interpreted as being AI.

A last word on the ethics of what we have done. We 
have taken the view that the increasing use of AI in 
research in inevitable, and where the kind of efficiency 
gains in delivering timely research are possible 
through the application of AI, it seems foolish to dis-
miss it. However, we do believe that AI can be used 
ethically, subject to appropriate transparency, which 
we have tried to deliver in this paper. The real chal-
lenge going forward is knowing where AI has been 
used and not acknowledged – which is where the 
ethical lines are crossed. And one reviewer also com-
mented that project proponents already generate 
plenty of bullshit in EIA that does not adversely affect 
decision-making, asking whether a more critical lens is 
being used to view AI output than is directed at some 
stakeholders in the process – which is perhaps another 
potential future research area.

Other challenges in the use of AI in EIA-focussed 
research have been identified through the review pro-
cess. Perhaps as LLMs become more sophisticated, the 
criticisms in relation to time savings may become less of 
an issue, and the LLMs can create space for human 
thinking that is otherwise unavailable. Other issues raised 
by reviewers seem to relate to good research practice in 
general and ensuring that a reliance on LLMs is not 
leading to poor practice, like not searching for counter- 
evidence (which we are guilty of in this paper). Ultimately, 
the exercise points to the need to be aware of how AI can 
help, and how it can be a threat. There is surely some 
middle ground where the benefits can be felt without the 
very real threats highlighted by the reviewers.

Note

1. Bullshit is defined by the Cambridge Dictionary as 
being ‘a rude word for complete nonsense or something 
that is not true’ https://dictionary.cambridge.org/dic 
tionary/english/bullshit, and has been adopted by 
some scholars, like Costello (2023), as a philosophical 
concept.
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