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Abstract 

 In this thesis, I examine the role of effort, and school management as determinants of 

student achievement. In addition, I present evidence demonstrating the role of task complexity on 

confidence. 

 In chapter 1, I study the impact of a nationwide merit-based selection policy implemented 

in Romanian high schools. This policy saw high school principal posts opened for applications; 

the highest scoring candidate across a series of tests was selected for each post. Using a staggered 

difference-in-difference design, I identify the impact of the policy on student outcomes. I find that 

principals who move between posts (compared to those who retain their position) improve 

outcomes in low-to-average schools two years on. Improvements are related to the selection of 

students into school leaving exams. 

 In chapter 2, I examine the impact of the complexity of real effort tasks on subjects’ beliefs 

about performance. Here, I note that the choice of effort tasks used in many lab experiments is 

not trivial. Some evidence suggests that task complexity influences subject beliefs about 

performance, however little is known about this interaction when using standardised real effort 

tasks. I conduct an experiment to test the interaction between task complexity and beliefs about 

performance. I find that subjects are more confident about their relative performance, and make 

more accurate predictions about performance, when facing complex tasks. The findings of this 

chapter have ramifications for real-effort task choice within experimental economics. 

 In chapter 3, I explore the impact of ability tracking systems on effort using an online lab 

experiment. Evidence suggests that ability tracked classrooms allow teachers to better target 

teaching, however low ability students often suffer from studying alongside low ability peers. The 

mechanism of peer effects is well established in literature, but little is known about the impact of 

tracking on effort. Using an experiment, I find that when ability tracking is implemented so that 

subjects can frequently move between ability groups, effort increases overall. I show that increases 

in effort are due to high ability subjects increasing their effort, and further that low ability subjects 

do not reduce effort. I go further to show that differences are not driven by group composition 

or differences in ability. 
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Introduction 

This thesis examines issues related to education policy and is comprised of three 

independent essays. We utilise both empirical and experimental methodologies to analyse several 

determinants of student achievement. Initially, using a staggered difference-in-difference strategy 

we examine the role of school management on student outcomes. Secondly, we study the effect 

of task complexity on subjects’ ability to predict their performance in a laboratory setting. Finally, 

we shed light on the impact of different types of ability-tracking systems on subject effort. Taken 

together, the results from this thesis form the basis for future education policy suggestions. 

In chapter 1, we study the impact of the merit-based selection of Romanian high school 

principals. As gatekeepers of education, high school principals often manage the allocation of 

resources in an attempt to provide high quality learning and student performance. Relatively few 

studies provide evidence that principal management practises are linked to student outcomes (Di 

Liberto et al., 2015  Coelli and Green, 2011). Those that do, suggest that high quality principals 

improve outcomes (Bohlmark et al., 2016). As a result of this evidence, it is important to study the 

selection process of principals; attempts should be made to have the highest quality principals 

possible.  

Outside of high-income countries, hiring decisions are often made based on personal and 

political affiliations. In the Romanian university context, evidence suggests that the successful 

candidate is often known in advance of the application process (PEIS, 2007). In an attempt to 

remove the existing political influence in high school principals, a nationwide meritocratic selection 

policy was implemented in Romanian high schools in 2016/17. As a result of the policy 

implementation, all high school principal posts were opened, and candidates were required to 

undertake a series of exams, interviews and CV assessments; the highest scoring candidate for each 

post was appointed. We test empirically the impact of the meritocratic selection policy on student 

outcomes, using a staggered difference-in-difference strategy.  

We study the impact of competitively selected principals (compared to those appointed), 

and further the impact of new managers (compared to legacy managers who retain their positions). 

The average treatment effect is small and insignificant immediately after the policy. However, we 

provide evidence that new managers in low-to-average schools begin to improve outcomes two 

years on. The improvement is related to the selection of students into sitting the school leaving 

exam, but additional survey evidence also suggests that policy selected managers have more 

motivation towards their job. The evidence presented in this chapter suggests that merit-based 

selection policies have the scope to reduce the inequality in education. 

In chapter 2, we examine the impact of real-effort task complexity on the ability of subjects 

to predict their performance. Real-effort tasks are frequently used in experimental economic 

literature, and require subjects to exert a costly effort in the form of a working task. Examples of 

frequently used real-effort tasks include an arithmetic task in which subjects add 2-digit numbers 

together (Niederle and Vesterlund, 2007) and a matrix task which requires subjects to count the 

number of 0’s in a grid (Abeler et al., 2011). Typically, real-effort tasks used in the literature are 

simple, as this allows subjects to learn the task quickly, preventing changes in performance over 

time (Benndorf et al., 2019). However, evidence from psychology literature suggests that the 

confidence of a subject about their own performance is impacted by the complexity of the task 

(Moore & Healy, 2008). 
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Despite this, little is known about the impact of increasing task complexity for standard 

experimental economic real-effort tasks. The potential confidence related biases which may exist 

when subjects face simple tasks may impact behaviour which we measure in the lab. One important 

example is experiments in which subjects must choose between different incentive schemes; for 

example, Niederle and Vesterlund (2007) require subjects to pick between a piece rate and a 

tournament payment scheme. Here, the decision to enter a competitive incentive scheme is driven 

the ability of a subject to accurately predict their performance; overconfident subjects are shown 

to place stronger weight on success contingent payments (de la Rosa, 2011). If subjects are better 

able to predict their performance when facing more complex tasks, then they may make sub-

optimal incentive scheme choices when they face simpler tasks. 

We conduct an experiment to test the interaction between task complexity and the 

accuracy of predictions which subjects make about their performance. In our baseline, subjects are 

tasked with a simple arithmetic task in which they must add together three 2-digit numbers. Our 

treatments manipulate task complexity by introducing an additional grid search component. Before 

each round of the task, we ask subjects to predict their upcoming performance, and use this 

prediction to calculate a confidence measure (confidence = prediction – performance). We find 

that subjects are, on average, underconfident; their predictions are lower than their true 

performance. Despite this, our results show that subjects are better at predicting their performance 

when faced with more complex tasks. We provide further evidence that this effect persists across 

many rounds of the real-effort task. The findings of this chapter have ramifications for real-effort 

task choice within experimental economic literature, particularly where beliefs about performance 

play an important role. 

In chapter 3, we explore the impact of ability tracking systems on effort using an online 

lab experiment. Around the world, students are placed into ability tracked classrooms based on 

their performance in past exams. In some countries, students are placed into different schools and 

are limited in the subjects that they can continue to study. In the UK, students are placed into 

high- and low-ability classrooms for core subjects such as Mathematics and English. The use of 

ability-tracking is widespread, and is used in more than 95% of US schools (Fu and Mehta, 2018). 

Ability tracking enables teachers to better target their material to similar ability students (Duflo et 

al., 2011), and high-ability students are shown to benefit from studying alongside high-ability peers 

(McEwan, 2003). Despite this, low-ability students often become discouraged, experience a drop 

in self-confidence (Francis et al., 2019), and exert less effort (Jagacinski and Nicholls, 1990). 

Existing literature focuses heavily on the impact of ability tracking systems on student 

outcomes, and has spent little time addressing student effort as an important channel through 

which ability tracking impacts students. Often, ability tracking systems are very restrictive. Subjects 

move between tracks infrequently, and often through informal channels. When ability tracks are 

fixed, low-ability students have reduced incentives to continue to exert effort; despite how hard 

they work, they remain in the low-ability class. We propose an alternative ability tracking system, 

which allows students to frequently move between ability tracked groups. We define this ability 

tracking system as ‘retracking’. Theoretically, ‘retracking’ provides an incentive for high-ability 

students to exert effort to remain in the high-ability group, and also provides incentives for low-

ability students to exert effort in a bid to move into the higher ability track. 

In this paper, we implement an online laboratory experiment in which treatments 

manipulate the grouping strategy: mixed-ability groups; ability tracked groups; ability retracked 

groups. We find that ability tracking, when implemented such that individuals can move between 
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tracks, increases effort overall. Total output is significantly greater under our new retracking system 

than under a random ability grouping, and further when compared to ability tracking. We show 

that this increase is due to high-ability subjects increasing their effort, suggesting that retracking 

might benefit high-ability students. Importantly, we do not find evidence that low-ability subjects 

reduce their effort provision, highlighting the idea that retracking may not lead to inequality. We 

go further to show that differences are not driven by group composition or differences in ability. 
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1.1 Introduction 

Principals are the gatekeepers of education, exercising considerable authority in the 

allocation of material and human resources to ensure quality learning, equity and student 

performance. In 2017, pre-university education expenditure was, on average, 3.5% of the GDP in 

OECD countries (OECD, 2020). School principals manage a large share of the national education 

budgets; it is therefore critical that principals are able to ensure efficient use of resources and to 

support student attainment. A small number of recent studies show that principals’ management 

practises are linked to student outcomes (e.g. Jacob et al., 2018; Di Liberto et al., 2015; Coelli and 

Green, 2011); for example, Bohlmark et al. (2016) demonstrate that students in schools with higher 

quality principals have improved outcomes. 

As a result, the selection process of school principals is vitally important in order to ensure 

that capable and motivated individuals are entrusted with leadership roles. Despite this, many 

education systems outside high-income countries rely on discretionary appointments, either based 

on evaluative interviews (which can result in subjective and inconsistent assessments), or based on 

criteria such as nepotism and political affiliation, adversely affecting management performance.12 

Standardised and objective principal selection processes are an underexplored avenue for 

improving student learning and test scores. This is partly because meritocratic selection policies 

for principals utilising standardised testing are relatively rare. Moreover, national or state policies 

on principal (or more generally public sector) recruitment do not typically leave room for 

experimental variation in meritocratic or competitive selection processes.  

In our study, we examine the impact of a gradually introduced meritocratic selection of 

principals in Romanian secondary schools on student outcomes. In the economics literature, there 

is emerging evidence linking objective rule-based selection of teaching staff to improved job 

performance (Estrada, 2019). In the private sector, employee recruitment is known to deliver 

better quality hires when utilising objective meritocratic selection, than when using discretionary 

appointments (Hoffman et al., 2018). However, we are not aware of any studies causally linking 

the merit-based selection of school principals to management performance or student outcomes. 

Whilst some studies in education and public administration utilise survey techniques to provide 

descriptive evidence, to the best of our knowledge we are the first study to link merit-based 

selection of principals to student outcomes utilising a quasi-experimental design.  

Romania provides a relevant context because its post-communist education landscape has 

been marred by corruption and nepotistic appointments. For instance, in Romanian universities, 

23% of staff say that the person obtaining a job at the institution is often known before interviews 

are held (PEIS, 2007). Against this backdrop, a series of anti-corruption policies have been 

implemented since 2011, beginning with the introduction of CCTV monitoring of exams and 

tougher punishments for teachers and students (Borcan et al., 2017). Another recent reform was a 

nationwide meritocratic manager selection policy which ran between 2016 and 2017. The policy 

 
1 Whilst not the direct focus of this paper, for more information on patronage or nepotistic appointments see 
Colonnelli et al. (2018), Scoppa (2009), Huseyin and Mustafa (2008). 
2 For example, Gurmu (2020) documents that principalship in Ethiopia is often denied to those who have the relevant 
level of education, and suggests that political affiliation is the main criteria used for selecting principals into positions. 
Similarly, Walker and Kwan (2012) highlight the role of cultural and religious affiliation in the selection of principals 
in Hong Kong; despite this, prospective principals in Hong Kong are required to provide proof of a pre-principal 
certification and must undertake an interview (Walker and Kwan, 2012). In many districts of the US, evidence suggests 
that most principals perceive merit-based selection to be the main practise (Palmer and Mullooly, 2015); however, 
several participants still perceive inequality in the selection process (Palmer and Mullooly, 2015). 
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was a hurried attempt by a provisional technocrat government to purge schools of political 

influence and came as shock. In September 2016 all manager posts across the country were vacated 

and a national competition including standardised cognitive and management competency tests 

was open from October 2016. National elections in December saw a new political party in 

government, which halted the exam process before all schools were assigned principals, and 

postponed the competition over remaining schools until July 2017. A vast majority of principals 

who were eventually confirmed in a post in 2016 and 2017 (i.e., 87% of all principals), had to 

undergo the standardised exam, and were competitively selected based on their results. 

Using administrative data and an independently conducted survey, we study the effects of 

this policy on the student outcomes in the national school-leaving exam, the Baccalaureate. Since 

the policy took place in two waves (one in 2016, one in 2017), the traditional identification strategy 

is to use a two-way fixed effects difference-in-difference (TWFE DiD) model to assess the change 

in student outcomes in schools with and without an exam selected principal pre-/post-policy. This 

comparison of student outcomes between schools with an exam selected principal, and schools 

with an appointed principal forms our first treatment (T1). Since recent literature (Baker, Larcker 

and Wang, 2022) has highlighted the biases within the TWFE estimator, we use the estimator 

developed by Callaway and Sant’Anna (2021) which estimates group-time-specific treatment 

effects with the correct control groups. 

 This approach has the advantage that we can use all or a large part of the population of 

Romanian schools, since we know all schools which have had an exam selected principal. The 

interpretation of this treatment is limited by the fact that the policy has de facto changed only 

around 30% of principals. Therefore, using a sample for which we have additional information on 

principals, we also study the impact of a change in manager on student test scores. Specifically, we 

estimate the difference in student outcomes between schools with principals who retained their 

position (henceforth legacy managers) and those who replaced an existing principal as a result of 

the policy (new managers; this is our second treatment  - T2). 

 Initially we estimate the effect of T1, to understand whether the policy overall had any 

impact on student outcomes (by comparing schools with a principal selected by the policy with 

those schools who did not have a principal selected by the policy). We find overall zero average 

treatment effects of competitively selected principals in a large sample of Romanian schools. 3 This 

is likely to be due to the fact that a large share (~70%) of schools with exam selected principals 

retain their pre-policy manager. 

 We then estimate the effect of T2 by comparing student outcomes for new manager 

schools, compared with those with legacy managers post-policy. We find that new managers have 

a positive and significant impact on exam pass rates in the longer-term (3 years after the policy); 

as expected, these effects are very small and insignificant in the short-term (1 year after the policy). 

Importantly, we find that the average treatment effect doubles in magnitude when comparing 

treatment effects from 1 year after the policy to those 3 years after the policy. The ATTs of new 

managers in 2019, the last year in our data, are 0.07 of a SD for the final Baccalaureate score, and 

approximately 8 percentage points higher passing rates compared to students in schools with 

legacy managers in 2012-2016. These findings are in line with literature which suggests that it takes 

time for managers to have an impact on student outcomes (Coelli and Green, 2011). 

 
3 We discuss the definition of our working sample in section 4.1. 
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We also examine the policy impact across the distribution of school performance. We 

divide schools into three different percentile groups based on the schools’ pre-policy average 

Baccalaureate scores: poor performance schools (<25th percentile), midrange performance schools 

(25th-75th percentile), and top performance schools (>75th percentile). For new managers selected 

in 2017, we find a significant positive impact on student outcomes in mid-performing (25th-75th 

percentile) schools. Specifically mid-performing schools with a 2017 new manager see exam pass 

rates which are 11.3% greater than the control group mean (a 5.1 percentage point increase). We 

next turn to the potential mechanisms through which this change may be brought about. 

 Unlike in many countries, Romanian principals have almost no independence in staff 

recruitment; hiring and dismissal decisions are made centrally at the county level.4 Therefore, our 

results suggest that a change in school managers through merit-based selection can have an impact 

on student outcomes, even in education systems with little school autonomy. Even slight 

improvements in outcomes driven by new mangers in low- to mid-performing schools can 

contribute to reducing education inequality. To explore the mechanisms through which new 

principals improve attainment in poor performing schools, we provide supplementary survey data 

we collected in 2017 after the second round of the competitive selection. The survey data reveals 

suggestive evidence that new managers are more prosocial, indicating that they feel more 

motivated to fulfil their public mission. Despite this, we also find evidence that legacy managers 

report higher levels of trust between teachers in their school. This result is not unexpected as at 

the time of the survey, new managers had been in post for a relatively short period of time; they 

had not yet had chance to enact positive change. 

One area of potential autonomy for Romanian principals is their ability to strategically 

decide whether to allow marginal students to sit the Baccalaureate exam. Therefore, we turn our 

attention to Baccalaureate enrolment rates; to do so we use school admission rates, utilising 

secondary data provided by Munteanu (2021).5 We find that enrolment rates are significantly lower 

in schools with a new manager for both the 2018 and 2019 Baccalaureate exam sessions. During 

each year, there are two sittings for the Baccalaureate exam, though only outcomes from the first 

sitting are included in school performance targets. Our results suggests that new managers are 

restricting permission for students to sit the initial Baccalaureate exam and deferring them to sit 

the second sitting of the exam later in the year. Whilst this provides students with more time to 

study for the exam, it also serves to mechanically enhance the Baccalaureate performance 

measures. This finding flags the necessity for more school autonomy in order to enable managers 

to make effective and sustainable change. 

In order to verify the validity of our results, we undertake several robustness checks. To 

rule out the concern that new managers select into schools which were on differential pre-policy 

trends in student outcomes, we verify the parallel trend assumption. We run alternative estimations 

changing the control group (from never to not-yet treated). We also estimate OLS TWFE estimates 

and based on these, run placebo policy tests which indicate that our results are indeed a 

consequence of the meritocratic selection policy. Finally, we make corrections to our clustered 

standard errors for the OLS estimations. 

 
4 For example, Bohlmark et al. (2016) show that in Sweden, principals can recruit and dismiss teachers and have control 
over the hiring process. 
5 We thank from Diana Coman for centralising Romanian public education data in her repository, which was the 
original source for Munteanu (2021) (www.ossasepia.com). 
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Our paper contributes to at least two strands of literature. Firstly, we present 

complementary evidence to studies linking principal performance to student outcomes. Several 

studies show a positive correlation between principal performance and student outcomes (e.g. 

Meyer et al., 2020; Agasisti et al., 2018; Masci et al., 2018). Only a few studies have analysed this 

relationship through a causal lens, using quasi-experimental designs or tightly controlled 

econometric models (Coelli and Green, 2011; Dhuey and Smith, 2014; Bloom et al., 2015; Di 

Liberto et al., 2015; Bohlmark et al., 2015). Generally, principals can influence outcomes by 

improving management practises (Di Liberto et al., 2015), and higher management quality is shown 

to be positively associated with outcomes (Bloom et al., 2015). Coelli and Green (2011), 

demonstrate that principals influence outcomes for students who are already dedicated to 

improvement; specifically, principals who switch between schools typically have a greater impact 

in higher performing schools than in poorer performing schools, since students in higher 

performing schools are more dedicated to improvement. Importantly, the evidence suggests that 

the principal effects takes a few years to show, which the authors attribute to the time needed for 

a principal to change the ethos and management practises of the school. Dhuey and Smith (2014) 

show that principals can improve outcomes in math and reading exams; similar to Coelli and Green 

(2011), they show that the effect is strongest in higher performing schools.  

One of the most important channels managers in many education systems have to 

influence student outcomes is the hiring and firing of teachers (Jacob et al., 2010). In addition, 

principals must be able to utilise the skills of their teachers (Agasisti et al., 2018). Meyer et al. (2020) 

highlight the impact which principals can have on the collaboration of teachers when the collective 

efficacy of teachers is in line with the beliefs of the principal. However, the influence of principals 

on outcomes depends greatly on the level of autonomy which they have over teacher recruitment 

and other school decisions. In this vein, our study contributes complementary findings that there 

are limited short-term gains from meritocratic principal recruitment in a setting where principals 

have little decision power over key education inputs. In our context, for example, they are unable 

to influence the hiring and firing of teachers, which we discuss further in section 3.2. The lack of 

principal autonomy in our setting is a key reason for the short-run null average treatment effect in 

our study. The positive impact we find on student test scores with a lag in schools with new 

managers  is most likely related to a change in light-touch interventions that newly instated 

managers are able to introduce: restricting permission for students to sit in the main Baccalaureate 

exam series, or introducing a more prosocial environment with the school. 

Secondly, we contribute to an emerging literature on meritocratic staff selection in public 

education. Since principals are shown to influence student outcomes, selecting high quality 

principals is paramount. Meritocratic recruitment processes inherently favour the selection of 

managers with the highest ability. Ruiz-Tagle (2019) show that meritocratic selection of principals 

in Chile was correlated with improved student outcomes 6 years after the introduction of the 

policy. Whilst there were no changes in management practises within these schools, student 

attendance improved by around 1% per year. Hsiao et al. (2012) examine a similar policy in 

Taiwanese secondary schools, but do not link the policy to student outcomes. Using interview 

techniques they find differences in management styles; competitively selected principals are more 

willing to transform management practises and encouraging democratic participation in 

management than traditionally appointed principals. These papers are based on qualitative or 

correlation analysis, however we provide a significant contribution by using a robust econometric 

identification strategy to get close to a causal link between meritocratic principal selection and 

student outcomes. 
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Significantly more literature exists in the meritocratic selection of teachers. Jacob et al. 

(2018) use data from Washington DC schools to show that performance of prospective teachers 

in screening measures, such as written assessments and sample lessons, is highly predictive of job 

performance. Similarly, Bruno and Strunk (2019) demonstrate that performance in specific 

screening measures is predictive of contributions to student achievement in the same areas of 

study. Despite this, Jacob et al. (2018) suggest that meritocratic selection of teachers is significantly 

under-utilised in the hiring decisions of public schools. Estrada (2019) consider differences 

between discretion based and rule based appointments of public school teachers in Mexico. The 

findings of Estrada (2019) are particularly strong, since they undertake analysis in a very large 

education system (of around 1 million teachers), and the estimation strategy controls for several 

selection-based issues. Estrada (2019) demonstrate that teacher hired based on the discretion of 

the appointing manager perform considerably worse on the job than those appointed using a rule-

based system. As previously discussed, whilst literature highlights the importance of meritocratic 

selection of teachers on outcomes, there is a gap in the literature surrounding the meritocratic 

selection of their managers (principals); our study is, to our knowledge, the first to empirically 

study meritocratic selection at this level. 

Outside of the education sector, meritocratic selection is shown to improve performance 

(Dahis et al., 2020), increase legitimacy (Inter-American Development Bank, 2016), increase the 

quality of new hires (Hoffman et al., 2018), and reduce discrimination (Tan, 2008). Charron et al. 

(2017) argue that meritocratic selection shifts the motivation of public sector workers away from 

political criteria and towards professional criteria (see also Yeboah-Assiamah et al., 2014). Dahis et 

al. (2020) show that even among state judges in Brazil, meritocratic selection is helpful in selecting 

the most competent candidates. Similarly, Hoffman et al. (2018) demonstrate meritocratic selection 

in the private sector improves the overall quality of new hires. 

There are considerable difficulties when testing the causal impact of meritocratic selection 

of principals on student outcomes. The self-selection of principals into specific types of schools, 

such as inexperienced managers in poor performing schools (Loeb et al., 2018; Branch et al., 2012) 

threatens the identification of treatment effects. To counter these selection issues, Bohlmark et al. 

(2016) utilise a principal switching system in Sweden, which allows the inclusion of manager and 

school fixed effects as they change between schools to identify the effect of principals on 

outcomes. Whilst we cannot utilise a principal switching strategy, since we do not observe the 

school placement of principals pre-policy, by using the new Callaway and Sant’Anna (2021) 

estimator, we obtain difference-in-difference estimates that are clean of the bias of two-way fixed 

effect estimates. In so doing, our main contribution is to bring causal evidence of the impact of 

school principals on student outcomes in the short- and medium term, using  a unique policy and 

a rigorous identification strategy. We reinforce this evidence with  alternative OLS difference-in-

difference estimations including school fixed effects and county-specific trends, similar to Estrada 

(2019).  

The paper is structured as follows. Background information, and detail on the policy are 

outlined in section 2. We present our data sources, working sample and survey in section 3. Section 

4 provides detail on the empirical strategy, whilst section 5 presents the results and mechanisms. 

Section 6 concludes the paper. 
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1.2 Background 

1.2.1 Meritocratic Selection of Managers 

Prior to 2016, principal appointments and dismissals were decentralised to the county 

inspectorates and were often made in a haphazard manner, lacking clear competency criteria and 

transparency. The typical recruitment process included a CV and operational plan assessment. 

Contracts were typically three years, but contracts would often be extended on the inspector’s 

order, and on an annual basis. Anecdotal evidence suggests that often appointments and 

extensions would be granted based on political connections rather than candidate ability. The 

introduction of meritocratic competition in 2016 sought to rectify this. 

The year 2016 was a time of numerous attempted reforms to the Romanian public 

administration. Following mass protests as a result of the deaths of 64 young people in a club fire 

in November 2015, which was linked to corruption, the former prime-minister Ponta was forced 

to resign. As a result, a new interim government, entirely comprised of politically independent 

technocrats, held power from November 2015 till December 2016. In an attempt to remove the 

existing political influence within school management, this government introduced the nationwide 

meritocratic selection process for all public school principals.  

In August 2016, the Romanian Ministry of Education announced that the new competition 

would screen both cognitive and managerial skills; the process applied to both principal and 

deputy-principal positions in all pre-university institutions, and effectively meant the dismissal of 

those currently holding the position. Any principal currently in position was therefore forced to 

run in the competition to continue on as principal of that school; other principals were also able 

to apply for the post, giving no guarantee that the existing principal would remain. As part of the 

policy, four year fixed terms were introduced for meritocratically selected principals. 

The exam was comprised of three main components: a written test; a CV screening; an 

interview. The written test was held at a national level, and focused on assessing both cognitive 

skills (a logical reasoning test, receiving a 66% weight in the overall test score) and knowledge of 

the newest management literature (33% weight) of applicants.6 The CV screening and interview 

were judged by a county panel with the oversight of nationally appointed inspectors; these 

components focused on the motivation and management competencies of applicants, reflected in 

their one year operational plan. This process was transparent, and samples of all work were held 

and monitored by officials. Each component of the exam was awarded a maximum score of 50 

points. In order to pass the exam, candidates had to score at least 35 points in each component 

and therefore a minimum score of 105 points overall – the highest written test score would break 

any tie. Principals were able submit multiple applications tailored for their preferred schools, 

however they could sit the test only once. Eligibility criteria to enter the competition included: 

having the relevant degree; have a “very good” professional, managerial, and moral record for the 

past 4 years; have had no disciplinary issues for the past 3 years.7 

 
6 Since the written test is a purely objective form of assessment, the introduction of such a test (in the absence of 
leakage from other sources) purely increases the probability of a principal being meritocratically selected. 
7 One might be concerned that meritocratic selection may still lead to biased appointments. Stravakou (2019) argues 
that the interview portions of meritocratic selection policies are still likely to lead to subjective assessments. Despite 
this, we argue that the policy which we study in Romania is a discrete change from the previous system of 
appointments at the discretion of regional education regulators (often based on obscure criteria or clientelist 
relationships) and towards a more merit-based form of selection. 
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The meritocratic selection process was announced on 31st August 2016, and principals 

began to sit the exam as soon as October 2016 (applications were open between September 13th 

and October 2nd). The very short time period between announcement and enforcement left little 

time for prospective principals to gain an in-depth understanding of the selection process or to 

game the system. In addition, in this limited period, exam entrants were given considerable novel 

literature to learn, upon which parts of the written test were based. As a result, many schools saw 

no candidates apply for the position in 2016, whilst others saw candidates apply but fail the 

meritocratic selection process; the rest had a principal meritocratically selected in 2016 (around 

75% of all schools).8 

A resulting second wave of meritocratic selection occurred in July 2017, meaning that only 

schools which had not successfully appointed a principal through selection in 2016 were reopened 

for candidates to apply. In some instances, principals who failed the exam in 2016 were able to 

apply to the same school and be selected by exam in 2017. The exam process in 2017 was very 

similar to that in 2016; however, the written test covered knowledge of education legislation and 

managerial competencies based on different literature and excluded the logical reasoning test in 

2017. Principals selected in 2017, took office in September 2017. Following the selection process 

in 2017, schools which either had no applicants or candidates selected by exam were appointed a 

principal by the county school inspector. This staggered intervention allows us to study the effects 

of competitive principals across time and different schools, and compare effects of the two 

meritocratic selection waves. 

The timing of the exam selection of principals has significant impact in the way we must 

analyse the policy, a graphical representation of this timeline is shown in Figure 1.1. Since the 

selection process took place late in 2016, principals were placed in schools during the 2016/2017 

academic year and were unable to influence student test scores for exams which took place in the 

summer of 2016 (2015/2016 academic year). Similarly, the meritocratic selection in 2017 took 

place after the 2017 Baccalaureate exam. This is important for our analysis as effects of the policy 

must be considered on the following years student outcomes (2016 selected principals first impact 

on 2017 outcomes; 2017 selected principals first impact on 2018 outcomes). The timeline (Fig. 1) 

visually demonstrates the event horizon of the policy implementation, including when our survey 

was collected (details in the next section). 

 

 

 

 

 

 

 

 
8 For the remaining 25% of schools, the technocratic government ruled that neither the incumbent nor the 
unsuccessful candidate could hold the position of interim principal; this meant that another person must be appointed. 
This stipulation was overruled by the new Social-Democratic government (appointed in December 2016), and was 
changed to allow incumbent principals to be reinstated until the meritocratic selection process could run again in 2017. 
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Figure 1.1. Timeline of Baccalaureate exam and competitive selection of managers 

 

1.2.2 The Role of Principals in Student Performance 

Romanian school principals have very little autonomy in resource allocation and 

curriculum design. Romania’s level of school autonomy is below the OECD average (OECD, 

2014). The responsibilities of principals in Romanian schools are regulated through an Education 

Ministry’s act,9 and are limited to organising the entire educational process and delivering national 

education objectives. They are accountable for the school’s performance, end-of-year evaluation 

and quality assurance processes. Principals also decide the annual budget and procurement 

processes, subject to approval from the school executive committee. 

In terms of hiring decisions, principals have limited autonomy. They can propose new 

posts or submit vacancies to the county inspectorate, but the latter decide the final placement of 

tenured teachers in schools; however the principal’s consultation with their school’s executive 

committee regarding the new hires is often symbolic. Principals have some degree of freedom in 

recruiting substitute teachers (see ROFUIP 2020, Art. 21, paragraph 3). Also under the principal’s 

remit are the training, integration and motivation of staff. Other responsibilities linked to the 

teaching and learning activities include: drafting internal regulations; assigning form teachers, 

school and extracurricular project coordinators; forming working groups and coordinating 

teaching and learning organisation such as timetabling; facilitating the professional development 

of staff. In terms of staff motivation and sanctions, principals have little autonomy. Salary scales 

and bonuses in state schools are regulated nationally, while contracts are protected by worker’s 

rights. In extraordinary circumstances, the principals may propose to terminate staff contracts, but 

this must be approved by the inspectorate. However, principals contribute their statement in 

teachers’ end of year evaluations, which may influence the inspectorate’s allocation of merit 

bonuses. In terms of the routine monitoring of teacher’s activities, principals are mandated to 

observe the teacher attendance records on a daily basis and make recommendations. 

In sum, principals of Romanian state schools can, in the long run, influence education 

quality by maintaining a good school resource base and improving the school performance and 

reputation; in the short run, principals may improve staff discipline and attendance keeping, use 

non-pecuniary rewards to motivate staff and lead by example. 

 
9 The Ministry’s act for the organisation and functioning of the pre-university education establishments -  
“Regulamentul-cadru de organizare si functionare a unitatilor de invatamant preuniversitar” (ROFUIP 2020). 
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1.2.3 The Baccalaureate Exam 

At the start of high school, Romanian students are sorted into subject specific tracks based 

on previous performance measures (this process is computerised), these are: Theoretical – 

including humanities and sciences; Technological – including technical training, and natural 

resource/environment focuses; Vocational – including arts, military and sports. Regardless of their 

track, Romanian high school students are required, at the end of their 12th grade, to undertake a 

nationwide, standardized test: The Baccalaureate. This exam process is especially important as 

strong weighting is applied on the grade obtained in the Baccalaureate during university and labour 

market considerations. The Baccalaureate exam takes place in June-July (first sit) and August 

(reassessment for students who fail or miss the first sit) each year, and includes oral and written 

tests; whilst some exams differ between tracks, all students (regardless of track) take identical exam 

papers for Romanian language and literature. This allows for a direct comparison between students 

across tracks. The Baccalaureate scores were problematic before 2011, because the grades were 

inflated through cheating and corruption; since 2012 tougher punishments have been introduced 

and the exams have been monitored with CCTV devices. This means that Baccalaureate test scores 

have become a reliable measure of student performance (for an account of the impact of the anti-

corruption campaign and further details about the Baccalaureate exam, see Borcan et al., 2017). 

Therefore, we analyse the impact of the meritocratic selection of principals on student outcomes 

in the Baccalaureate exam from 2012-2019. 
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1.3 Data 

1.3.1 Data Sources 

We examine the impact of meritocratic selection on student test scores and explore the 

management mechanisms through which principals could enact change. To do so we use several 

sources to compile our outcomes, controls and to generate several exploratory variables. These 

sources are: 

1) Principal selection data from each Romanian county and school from the Ministry of 

Education’s administrative records of the meritocratic selection of managers in 2016 and 

2017. 10 This data includes information about which candidates successfully passed the 

exam, and which were selected for the position.11 From this data, we know which exam 

wave the principal was selected in, or whether there was no successfully appointed 

principal. Throughout the paper, we define a principal who was selected as part of the 

meritocratic selection policy as a “competitively selected principal” and any principals who 

were appointed without undertaking the meritocratic selection process as a “non-

competitively selected principal”. Whilst in principle we could use the entire universe of 

schools (1,637 schools), we restrict attention to a sample of schools for which we have 

more information on principal characteristics (see the working sample below). 

 

2) Our working (reduced) sample consists of schools with data collected from county 

inspectorates; this data includes information on the year in which managers started their 

post. We use this data to divide the sample into managers who took their post as a result 

of the meritocratic selection policy (new managers), and those who remained managing 

the same school pre- and post-policy (legacy managers). Data was collected from 16 (out 

of 42) counties, who answered our Freedom of Information Act requests, and covers all 

schools within these counties. Our working sample is representative of the full sample 

(above) in terms of student outcomes both pre- and post- policy (Appendix Table 1.1). 

Within the working sample, 71% of schools (71.5% of students) had a legacy manager 

selected whilst 29% of schools (28.5% of students) had a new manager selected (Appendix 

Table 1.2).  

 

3) Student outcome data, from by the Ministry of Education, which includes all students who 

enrolled in the Baccalaureate exam from 2012 to 2019.12 In total, this data contains the 

following for over 1 million students in the full sample and 431,940 students in our 

working sample: the student’s school and track; the exam subjects; the breakdown of exam 

scores; the final outcome of the overall Baccalaureate exam (including whether they 

passed); the rank of the student on a county and country wide level.  

 

4) Survey data we collected independently from a randomly selected sample of 303 high 

school principals (around 20% of all high schools in Romania), carried out by the 

 
10 Whilst the meritocratic selection took place in all 41 Romanian counties, administrative data is only publicly available 
for 39 of 41 counties, and therefore two counties are excluded from analysis as we are unable to determine any 
principal appointments through meritocratic selection. 
11 This data also includes a full breakdown of exam test scores for each applicant (in some cases only final mark is 
available); whilst we do not use this data we do account for principal and school selection issues (see section 4). 
12 Only exam results from 2012 onwards are used as in 2012 all Baccalaureate exams in Romania became monitored 
by camera in an attempt to curb cheating, see Borcan et al. (2017). 
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Romanian “Institute for Social and Political Studies” (hereafter ISSPOL).13 We identify 

competitively and non-competitively selected principals and new or legacy principals (also 

cross-checked with county inspectorate data used to form our reduced working sample). 

Importantly, the survey includes useful information about the principals’ characteristics 

(demographics and motivation for public service) as well as their managerial practises, 

which we use to examine mechanisms linking the policy to student outcomes. 

1.3.2 Summary Statistics  

Our reduced sample includes 510 schools (and 431,940 students) across 16 counties of 

Romania, over the 2012-2019 period. In the Appendix Table 1.1 we show that there are strong 

similarities between the average student outcomes in the full sample and the reduced sample. In 

the full sample, the average overall Baccalaureate score between 2012-2016 was 6.118, whilst in 

the reduced sample it was 6.176. The similarities also hold for post-policy student outcomes (2017-

2019), where the full sample average was 6.832 whilst the reduced sample average was 6.846, as 

well as for other student outcome metrics examined. Of the schools contained within the reduced 

sample, 90.78% (463) had an exam selected principal whilst 9.22% had a non-competitively 

selected principal before/after the policy (Appendix Table 1.2). Of the 90.78% schools with an 

exam selected principal, 71% had a legacy manager whilst 29% had a new manager. Significantly 

more new managers were appointed in the 2017 policy wave (48.4% of schools had a new manager 

in this wave) than in the 2016 wave (24% of schools had a new manager in this wave). 

Within the reduced sample, schools with competitively selected versus non-competitively 

selected principals are comparable pre-policy in terms of the overall Baccalaureate score (student’s 

average overall Baccalaureate score was 6.160 and 6.178 respectively; see Table 1.1), but schools 

with competitively selected managers have slightly better Romanian scores and pass rates. 

Conditional on having a competitively selected principal, schools with a legacy manager had 

significantly lower pre- and post-policy student outcomes than schools with a new manager (pre-

policy student average was 6.137 for legacy compared with 6.280 for new managers, and post-

policy outcomes were 6.787 compared with 7.045; see Table 1.1). 

 

 

 

 

 

 

 

 

 

 
13 The Romanian name is “Institutul de Studii Sociale si Politice”. The Institute’s website link (fully translatable) is 
available at: <www.isspol.ro>. 
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Table 1.1 – Student Outcome Variables by (Panel A) No Exam compared with Exam, and (Panel 

B) Legacy Managers compared with New Managers; Reduced Sample 

 (1) (2)   
Panel A No Exam Exam    

Mean  
(sd) 

Mean 
(sd) 

Difference 
(1)-(2) 

P Value 

 (1) (2) 
  

2012-2016 Overall Baccalaureate 
Score 

6.160 
(2.290) 

6.178 
(2.257) 

-0.018 0.259 

2017-2019 Overall Baccalaureate 
Score 

6.786 
(2.130) 

6.851 
(2.160) 

-0.065 0.004*** 

2012-2016 Romanian Score 5.913 
(2.285) 

6.072 
(2.376) 

-0.159 0.000*** 

2017-2019 Romanian score 6.519 
(2.141) 

6.729 
(2.282) 

-0.21 0.000*** 

2012-2016 Pass rate 0.539 
(0.497) 

0.558 
(0.498) 

-0.022 0.000*** 

2017-2019 Pass rate 0.639 
(0.473) 

0.662 
(0.480) 

-0.023 0.000*** 

 (1) (2)   
Panel B Legacy 

Manager 
New 

Manager 
  

 
Mean  
(sd) 

Mean 
(sd) 

Difference 
(1)-(2) 

P Value 

 (1) (2)   
2012-2016 Overall Baccalaureate 
Score 

6.137 
(2.318) 

6.280 
(2.278) 

-0.143 0.000*** 

2017-2019 Overall Baccalaureate 
Score 

6.767 
(2.073) 

7.045 
(2.148) 

-0.278 0.000*** 

2012-2016 Romanian Score 6.033 
(2.319) 

6.174 
(2.270) 

-0.141 0.000*** 

2017-2019 Romanian score 6.638 
(2.096) 

6.941 
(2.153) 

-0.303 0.000*** 

2012-2016 Pass rate 0.550 
(0.494) 

0.577 
(0.497) 

-0.027 0.000*** 

2017-2019 Pass rate 0.646 
(0.460) 

0.697 
(0.478) 

-0.051 0.000*** 

Notes:  The table displays means and differences for all three student outcome metrics considered, along with a p 
value for a completed t-test, for schools in our reduced (working) sample. Panel A displays results for competitively 
selected (exam) and non-competitively selected (no exam), both pre- (2012-2016) and post- (2017-2019) policy. Panel 
B displays results for new managers and legacy managers, again pre- and post- policy. Standard errors at displayed in 
parentheses. *** p<0.01, ** p<0.05, * p<0.1 

 

Whilst it is smaller than the reduced sample, the survey sample contains information from 

a greater number of counties across Romania (303 schools from 39 counties).14 In Appendix Table 

1.2 we show that 277 (90.5%) of surveyed schools have exam selected managers, whilst 29 (9.5%) 

 
14 The survey sample may not constitute a fully representative sample because there is a selection of schools who 
decided to respond to the survey questionnaire. For this reason, as well as the sample size, our main results are based 
on the reduced sample. However, the survey sample gives us extra information on the managers’ characteristics and 
practise,  which are useful for examining the mechanisms behind the results. 
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did not. Of the exam selected principals, 25.6% began as a new manager in the school and the 

remainder were legacy managers. As in our reduced sample, considerably more new managers were 

selected during the 2017 policy wave in surveyed schools than in the 2016 wave (43% vs 13%; 

Appendix Table 1.2). Outcomes both pre- and post-policy are slightly lower in our survey sample 

than in the full and reduced samples, but are still very similar (Appendix Table 1.1). 

These descriptive statistics make it clear that there was systematic selection into 

competition and change of management. Schools with a competitively selected principal in the 

2016 wave were better on average, and new managers tend to be matched with higher performing 

schools. This has important implications for the identification of the competition impact on 

schools and student performance, as discussed in the following sections. 

1.3.3 The Survey  

Our survey was held by telephone interview, designed by us and conducted by ISSPOL – 

a private agency specialised in social research. The survey was carried out in November 2017, after 

both waves of the competition were over and when all principals were in office. The main 

advantages of telephone interviews are that they are less prone to social desirability bias and we 

could reach principals from a sample spanning almost the entire country. Interviews were between 

15 and 20 minutes, and were held one-to-one with principals in Romanian high schools. The 

questions were adapted from the Perry (1996) survey on motivation for civil service and from the 

management practise survey of Bloom and Van Reenen (2007). Our survey has four independent 

sections: General Questions; Motivation for the Role and Management Activity; Evolution of 

Management and School Performance; Meritocratic Selection Process (see the full survey in the 

appendix). 

In the general questions section we collected information such as the name, age, gender 

and general statistics about the running of the school. We use the first year in post to identify new 

and legacy managers. The motivation for the role and management activity module of the survey 

enquires about the beliefs of the principal regarding their suitability for the role, including ethical 

concerns, service to the public, their leadership style and management of working relationships. 

Questions in this portion of the survey are seven-dimension Likert-scales as in Perry (1996), with 

equal positive and negative worded items and a neutral term. In the evolution of management and 

school performance part of the survey, principals were asked to rate the performance of 

management practises compared to pre-policy years on a 3-point scale from “better” to “worse”. 

These questions provide us with suggestive evidence of evolution in management practises which 

may have influenced changes in student outcomes. The final section of the survey is comprised of 

questions about meritocratic selection. Here the focus is on the principal’s motivation to take part 

in the meritocratic selection policy (if they did take part), and their perceptions of the policy. 
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1.4 Empirical Strategy 

1.4.1 The Model 

We employ a Difference-in-Difference (DiD) strategy that exploits the gradual 

introduction of the policy in order to estimate the impact of the compulsory meritocratic selection 

of principals on student outcomes. We estimate the effects of two treatments. First, we compare 

schools with a competitively versus non-competitively selected principal; we are able to implement 

a staggered DiD due to the gradual filling of manager posts: a large share of schools received a 

competitively selected principal in 2016, but the rest deferred the competitive selection by exam 

until 2017 or had no valid candidates in 2016. The comparison between schools with policy 

selected principal and those without a policy selected principal forms our first treatment (T1).15 

Second, for schools with competitively filled posts, we estimate the impact of having a new 

manager (as opposed to a legacy manager) on student outcomes. Legacy (i.e. incumbent) principals 

remain in post upon passing the competitive selection process. Hence, having a new manager as a 

result of the competitive selection is our second treatment (T2).  

The difference-in-difference two-way fixed effects (TWFE) estimator, which is commonly 

used to estimate of the average treatment effect on the treated (ATT) is based on an OLS 

regression: 

𝑌𝑖𝑠𝑐𝑡 =  𝛼 +  𝛽𝑇𝑠𝑐𝑡 + 𝜑𝑡 +  𝜃𝑠 + 𝜃𝑐 ∙ 𝑡 + 𝛾𝑋𝑖𝑐𝑠𝑡 +  𝜀𝑖𝑐𝑠𝑡      (1) 

 

Here, 𝑌𝑖𝑠𝑐𝑡 is the exam outcome for student 𝑖, in school 𝑠, situated in county 𝑐 in year 𝑡. 

T is either T1 or T2, two indicators which are 1 when the units are treated (some begin to be 

treated in 2016, others in 2017), and 0 before they are treated. 𝜃𝑠 and 𝜃𝑐 are school and county 

fixed effects (which can also be interacted with a linear trend) and 𝑋𝑖𝑐𝑠𝑡 are several student-level 

pre-treatment covariates: chosen track (theoretical and technologic, where vocational is the 

omitted category) and, where we have the information, full-time student. 

The unbiasedness of the TWFE estimator 𝛽 (commonly used in such settings to capture 

the average treatment effect on outcomes) has been challenged by Goodman-Bacon (2021), who 

showed that it is in fact the “weighted average of all possible two-group/two-period DiD 

estimators in the data”. Importantly, the TWFE estimator is comprised of several 2x2 DiD 

comparisons, some of which involve comparisons between groups treated at different points in 

time (“timing only” 2x2s). In our context, we have the gradual introduction of principals selected 

based on merit (and therefore also a gradual introduction of new principals as opposed to 

continuing ones), with two treated groups: the schools treated in the 2016 principal selection and 

those treated in the 2017 selection, while a small share of schools remained untreated through the 

entire period. This means that the TWFE estimator is an average of the following 2x2 

comparisons: between the 2016 treated group vs never-treated, between the 2017-group and 

never-treated, but also between 2016 and 2017 treated groups (one where the 2017 group before it 

is treated serves as control for the 2016 group, and another where the 2016 group after it is treated 

serves as control group for the 2017 group).  

The last “timing-only” component is particularly problematic, because when treatment 

effects are different over time between early and late treated groups, this component may capture 

 
15 Schools may not have had a policy selected principal either because there were no candidates who applied to the 
post, or no candidates who passed the exam. 
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these dynamic effects. Since OLS applies variance weighting on each 2x2 component to estimate 

the sample TWFE DiD, the weights on all comparisons will be positive, and this means the 

problematic 2x2 estimate may bias the average treatment effect (and may even change the sign of 

the average ATT). The specific bias is sample-dependent, with components for which there is a 

higher treatment variation receiving a higher weight (thus changing the length of the panel and 

implicitly the variation in treatment for certain treated groups can alter the estimates). Baker, 

Larcker and Wang (2022) highlight the fact that the problems associated with dynamic treatment 

effects and the 2x2 component from comparing the late-treated to the early treated group (as 

control) ca be mitigated when never-treated groups account for a substantial portion of the sample. 

In our case, the never-treated group for T1 (schools with principals confirmed in post without a 

merit-based competition) represent around 13% of the sample, and the never-treated group for 

T2 (schools with legacy managers) represent 71.06% of the sample (See Appendix Table 1.2). 

Thus, we expect a reduced bias in estimating the TWFE impact of T2 on outcomes.  

In section 3.2 we showed that the early treated groups are systematically different from the 

later treated groups, and schools with new managers are different to those with legacy managers 

prior the selection. We may also expect that the treatment effects are heterogeneous across groups, 

and also that the effects change over time, as suggested in the literature on managers’ impact on 

student performance, which may take time to be felt. For these reasons, the naïve OLS TWFE in 

model (1) may be biased even if parallel trends are satisfied. Therefore, we need a reliable estimator 

which can exclude the problematic 2x2 comparisons from the estimation of the overall ATT.     

Several recent papers propose alternative estimators that correct the static and dynamic 

TWFE estimator, using different methodologies, depending on the context and treatment 

adoption (see Baker, Larcker and Wang (2022) for an overview of the main methods developed 

by Callaway and Sant‘Anna, 2021, Sun and Abraham, 2021, de Chaisemartin, D’Haultføeuille, 

2020).  We apply the estimator developed by Callaway and Sant‘Anna, 2021, which essentially 

estimates  group-time-specific treatment effects through simple 2x2 comparisons with clean 

control groups (either never-treated, or not-yet-treated units). Each 2x2 comparison is a valid ATT 

for that specific group and time period, so long as there is no anticipation and there are 

unconditional parallel trends. The overall ATT for the sample is obtained by aggregating the group-

timing 2x2s. The advantages with the Callaway and Sant’Anna estimator are: i) it is particularly 

suitable for our context where units once treated remain treated for the entire period; ii) it works 

with repeated cross-sections, as is the case in our data; and iii) it aggregates 2x2s both for each 

group and for each post-treatment period, such that we can infer the heterogeneous and dynamic 

treatment effects. This is important because it allows us to capture the changes in the impact of 

merit-selected and new managers on student outcomes.  

To summarise, for our main analysis, we use the estimator from Callaway and Sant’Anna 

(2021), based on the doubly-robust estimator from Sant’Anna and Zhao (2020), and cluster 

bootstrap standard errors, clustered at county level. The main outcomes of interest 𝑌𝑖𝑠𝑐𝑡 are: the 

overall student score of the Baccalaureate exam (observed between 2012-2019), whether the 

student passed the exam and the scores in a standardised written Romanian exam. We estimate 

this model on our working sample of 510 schools in the main specifications. 

One disadvantage with this approach is that the standard errors are less efficient than the 

OLS standard errors (Wooldridge, 2021). For comparison, we also report the OLS regression 

TWFE estimates from model (1) in the appendix. We run the  Goodman-Bacon (2021) 

decomposition (see appendix table 1.3), which shows that our TWFE estimator is in large part 
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based on the outcome differences between the treated schools and the never-treated schools (90% 

weight). 16 This indicates that the bias in the classic DiD estimator is likely to be small, despite the 

problematic 2x2 comparisons between late and early treated groups.  

We are also interested in whether the estimates differ along the distribution of pre-

treatment school performance. For this heterogeneity analysis, we present the Calloway and 

Sant’Anna (2021) estimates, and for simplicity we also estimate variants of model (1) for different 

percentile groups (bottom, middle, and top) in the school average exam score distribution in 2012-

2015 (see section 5.2).  

Our setting is susceptible to selection bias, owing to the possibility that principals of 

different abilities selected the wave of the competition or the schools for which to compete. The 

concern is that we may have seen better performance in the schools with exam-selected managers 

or new managers, even in the absence of the policy. Table 1.1 indicates that pre-policy student 

performance is indeed higher in the exam-selected treatment group, and in the new managers 

(compared to legacy) group. The difference-in-difference estimates automatically account for the 

pre-policy gap in school performance. In the next section we examine the outcome trends before 

the policy, to rule out differential trajectories of the treatment groups before the competition was 

introduced. In terms of selection on unobserved characteristics, we also report OLS TWFE 

estimates controlling for school fixed effects and country trends. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
16 Due to the requirement to have a strongly balanced panel, we retain only the schools that have Baccalaureate data 
for all eight years of the study time period, and we conduct the analysis on school-level aggregate scores and 
characteristics, weighted by the number of students in 2019. 
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1.5 Results 

1.5.1 The Effect of a Principal Being Competitively Selected on Student Outcomes 

First, we examine graphically the evolution of student outcomes over the study period in 

schools with a principal that was meritocratically selected in either wave of the policy, compared 

to schools where the principal was appointed (Figure 1.2). We see a very slight trend difference in 

overall Baccalaureate exam scores post-2016 based on whether the principal sat the exam in 2016 

or 2017, however schools with a competitively selected principal in 2016 have higher student 

outcomes across the whole study period. This signals that there was selection of motivated 

principals into higher performing schools; despite this, Figure 1.2 also displays fairly parallel trends 

between the two groups pre-policy. 

Figure 1.2 – Exam 2016 vs Exam 2017 (Reduced Sample) 

 

Notes: The figure shows average overall Baccalaureate scores for our reduced (working) sample between 2012-2019. 
We show the average scores for schools with principals selected in the 2016 exam (in blue), and schools with principals 
selected in the 2017 exam (in red). The light dashed vertical line demarcates the timing of the 2016 exam, whilst the 
dark dashed vertical line demarcates the timing of the 2017 exam. 
 

We also examine graphically the group-period ATTs estimates obtained using Callaway 

and Sant’Anna (2021) estimators, without conditioning for pre-treatment covariates, for each 

outcome and for each group (2016 and 2017 competition, respectively). In Figure 1.3, the top row 

figures display the ATTs for the 2016 competition group, while the bottom row figures display 

ATTs for the 2017 group. All pre-treatment ATTs are insignificantly different from zero. Most of 

the pre-treatment ATTs are close to zero or negative. The post-treatment ATTs for the 2016 

competition group are close to zero in the first period after treatment, and become positive and 

larger in the next periods. The post-treatment ATTs for the 2017 competition group are close to 

zero or slightly negative. None of these post-treatment 2x2 DiD estimates are significantly 

different from zero.  
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Figure 1.3: DID plots (T1=principal exam) – dynamic heterogeneous effects by groups 

 

Notes: The figure shows group-period ATTs from Callaway and Sant’Anna (2021) estimates for the effect 

of having an exam selected principal on student outcomes. We show the overall Baccalaureate scores, pass rates, and 

Romanian test scores for schools with principals selected in 2016 (top figures), and those selected in 2017 (bottom 

figures) separately. Note that these results do not condition for pre-treatment covariates. Pre-treatment ATTs are 

shown in blue, whilst post-treatment ATTs are shown in red. 

We confirm these results in Table 1.2 in which we present the Calloway and Sant’Anna 

(2021) overall sample average ATT estimate (in column 1), the average ATT estimates for the 2016 

treatment group and the 2017 treatment group (columns 2 and 3) and the average ATT estimates 

for each post-treatment period 2017-2019 (columns 4-6). In Panel A we display the estimates for 

the overall Baccalaureate score, Panel B displays estimates for the probability of passing the exam, 

and Panel C displays the estimates for the written Romanian exam. The overall sample ATTs are 

insignificant, and all group and period ATTs are insignificant. The period ATTs become larger the 

more time has passed since the competitive selection of a principal for the school, but never exceed 

0.03 of a SD for the overall Baccalaureate score and pass, or 0.07 for the Romanian exam score. 

Thus the effects are precisely estimated, albeit fairly small. The formal tests of the unconditional 

parallel trend assumption confirm that we have parallel trends in terms of two outcomes: the 

probability of passing the exam and the Romanian exam score. We can reject the null hypothesis 

of parallel trends for the overall Baccalaureate score; however, this is mainly driven by the 

outcomes in the first period – the year 2012; all subsequent periods have ATTs insignificantly 

different from zero, as Figure 1.3 shows.  
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Table 1.2 – Exam vs No Exam; ATT and dynamic effects  

 Panel A: Overall Baccalaureate Exam Score   

 Sample 
Group 
2016 

Group 
2017 

ATT 
2017 

ATT 
2018 

ATT 
2019 

 (1) (2) (3) (4) (5) (6) 

       

ATT (T = Principal Exam) 0.029 0.046 -0.095 -0.020 0.035 0.066 

 (0.116) (0.123) (0.144) (0.126) (0.092) (0.199) 

P-Value [0.803] [0.710] [0.510] [0.874] [0.703] [0.740] 

Observations 428,061      
Chi2 H0: parallel pre-trends 6.542      
P-Value H0: parallel pre-
trends [0.000***]      

 Panel B: Pass rate   
       

ATT (T = Principal Exam) 0.001 0.004 -0.020 -0.002 -0.005 0.010 

 (0.018) (0.018) (0.028) (0.015) (0.018) (0.034) 

P-Value [0.965] [0.836] [0.479] [0.876] [0.780] [0.764] 

Observations 431,940      
Chi2 H0: parallel pre-trends 11.962      
P-Value H0: parallel pre-
trends [0.215]      

 Panel C: Romanian written exam score 

       

ATT (T = Principal Exam) 0.064 0.076 -0.020 -0.049 0.073 0.157 

 (0.128) (0.135) (0.178) (0.151) (0.092) (0.223) 

P-Value [0.615] [0.573] [0.908] [0.746] [0.423] [0.480] 

Observations 429,674      
Chi2 H0: parallel pre-trends 65.450      
P-Value H0: parallel pre-
trends [0.685]      

Notes:  The table displays ATT estimates from difference-in-difference specifications of the effect of T1 (the 
meritocratic selection policy) on student outcomes, using the double-robust inverse probability weighting estimator 
from Calloway and Sant’Anna (2021). Panel A displays results for the overall Baccalaureate Score, Panel B for the 
passing rate, and Panel C for the standard Romanian Written Exam scores. We present estimates for the entire working 
sample in column (1), ATTs by treatment groups in columns (2) and (3), and ATTs by period in columns (4)-(6). 
County-clustered standard errors in parentheses for 19 clusters. *** p<0.01, ** p<0.05, * p<0.1 

 

In Appendix Table 1.3, we show the Goodman-Bacon (2021) decomposition for treatment 

timing groups in our estimation specification. The Goodman-Bacon (2021) decomposition 

provides a full breakdown of the weighting of the four comparisons made between groups when 

using a TWFE DiD estimator. We denote the weights on the comparison of: our early treated 

group (2016) to our untreated group (no exam) as “W never vs 2016”; our late treated group (2017) 

to our untreated group as “W never vs 2017”; our early treated group to our late treated group 

pre-policy as “W treatment timings”; and our late treated group to our early treated group post-

policy as “W within”. As shown in Appendix Table 1.3 (column 1), only 2.7-3.4% of the main 

ATT components come from the problematic comparison. We expect the bias in the OLS TWFE 

estimate to be small, owing to the fact that its main ATT components that make up most of the 
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effect (around 90%) are coming from comparing the treated groups with the never treated group, 

or with the not yet treated group. Therefore, in Appendix Table 1.4 we present the OLS results 

from model (1) on T1, whether a principal was competitively selected, for our full and working 

samples.17 In columns (1) and (3) we present results with year fixed effects (FE) with 2016 as a 

reference, school FE and our student-level controls (track dummies and full-time student dummy); 

in column (2) and (4) we present results with the same FE and include county specific trends. 

Consistent with the results in Table 1.2, we do not find any significant difference in any of the 

three outcomes in our full sample, and no significant differences in passing probability and 

Romanian exam score in the working sample. We only find a small effect on the overall 

Baccalaureate score (around 0.01 of one SD of the no exam pre-policy mean) that is significant at 

10 percent significance level in the working sample.18  

Overall, we estimate a null average treatment effect of the policy of assigning a school a 

competitively selected principal on student outcomes up to three years after the policy, given the 

small magnitude of the coefficients and the narrow confidence intervals. 

1.5.2 The Effect of a New Competitively Selected Principal on Student Outcomes 

The second treatment we examine is having a new manager, compared to having a legacy 

manager conditional on the manager being confirmed in post through merit-based selection. It is 

more likely that new managers change school policies or processes than legacy managers.19 

However, the proportion of managers who remain in their post following the exam is larger than 

the proportion of new managers, which means that the overall effect of the exam may conceal the 

difference in impacts between existing and new hires. Figures 1.4.a and 1.4.b display the overall 

Baccalaureate score trends in schools of new and legacy managers who were competitively selected 

in 2016 and 2017 respectively; the proportion of new managers in the 2016 exam session was 24%, 

compared with 48.4% in 2017 (Appendix Table 1.2). Both figures show little difference in pre-

policy trends of student outcomes for treatment and control schools. Figure 1.5 shows graphs of 

the Calloway and Sant’Anna (2021) estimated ATTs for each group and period, suggesting that 

most pre-policy ATTs are insignificant (parallel trends), except for the third period pre-treatment 

ATT for the overall Baccalaureate score, which is insignificant, but positive and a bit larger than 

the rest of the pre-treatment ATTs.  

 

 

 

 

 

 
17 For T1 (schools with competitively selected vs non-competitively appointed managers), we are able to compare 
DiD estimates in the full and reduced samples, since we know the treatment status for all schools. For T2 (schools 
with new managers vs legacy managers), we only have the treatment status data for the reduced sample of counties 
(see section 4). We use the T1 effects comparison as supporting evidence for the representativity of the reduced 
sample. 
18 We display estimates of T1 on our survey sample of schools in appendix table 1.5. We find no significant differences 
between competitively selected and appointed principals in any student outcome metric. 
19 For more information on the changes to school policies which Romanian principals can make, see section (2.1). 
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Figure 1.4.a – Exam 2016 New vs Exam 2016 Legacy vs Exam 2017 (all); Figure 1.4.b – Exam 

2017 New vs Exam 2017 Legacy vs Exam 2016 (all) 

 

 

Notes: The figure shows average overall Baccalaureate scores for our reduced (working) sample between 2012-2019. 
Figure 1.4.a shows average scores for schools with principals selected in the 2016 exam; these are displayed for new 
managers (in blue) and legacy managers (in red). In addition, we show average outcomes for principals selected in the 
2017 exam as a reference (in green). Figure 1.4.b shows average scores for schools with principals selected in the 2017 
exam; these are displayed for new managers (in blue) and legacy managers (in red). In addition, we show average 
outcomes for principals selected in the 2016 exam as a reference (in green). The dashed vertical lines demarcate the 
timing of the relevant exam. 

 

The post-treatment ATTs are insignificant in the first period post-treatment, but become 

positive and larger in the second and third periods, and some are significant (for example, for pass 

probability, for the 2016 group).  
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Figure 1.5: DID plots (T2=new principal) – dynamic heterogeneous effects by groups 

 

Notes: The figure shows group-period ATTs from Callaway and Sant’Anna (2021) estimates for the effect of having 
a new principal (compared to a legacy principal) on student outcomes. We show the overall Baccalaureate scores, pass 
rates, and Romanian test scores for schools with principals selected in 2016 (top figures), and those selected in 2017 
(bottom figures) separately. Note that these results do not condition for pre-treatment covariates. Pre-treatment ATTs 
are shown in blue, whilst post-treatment ATTs are shown in red. 

 

In Table 1.3, following the same format as in Table 1.2, we present the Calloway and 

Sant’Anna (2021) overall sample average DiD ATT estimate for T2 (new compared to legacy 

manager schools, in column 1) and again the average ATT estimates for the 2016 treatment group 

and the 2017 treatment group (columns 2 and 3) and the average ATT estimates for each post-

treatment period 2017-2019 (columns 4-6). Note that the sample is now restricted to include only 

schools which had a principal selected through the competition. The overall sample ATTs for the 

Baccalaureate score and Romanian exam are insignificant, but the overall ATT for the pass 

probability is 2 percentage points and statistically significant at 10% significance level. The results 

differ slightly for the 2016 and 2017 groups, particularly in the Romanian exam score, where the 

2016 group ATT is three times larger, albeit still insignificant. The overall sample ATT of having 

a new manager suggests an increase in overall Baccalaureate score by 0.035 of a SD (1.3% increase) 

on the legacy manager schools in the pre-policy period. The effect on the pass probability is larger, 

amounting to 0.04 of a SD (3.6% increase on the legacy schools mean pass rate). 

One interesting result is that we see dynamic effects. The period ATTs of having a new 

manager become larger the more time has passed since the competitive selection of a principal for 

the school, and are statistically significant in the last period at 10% significance level for the 

Baccalaureate exam score and for the Romanian score, and significant at 5% for the pass 
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probability. The last period ATTs are double the magnitude of the overall sample ATTs (an 

increase by 0.07 of a standard deviation increase for the overall Baccalaureate score, pass rates that 

are around 8 percent larger than in the control group, and an increase by 0.08 of a SD for Romanian 

exam scores). This indicates that new managers take some time to produce effects in terms of 

student outcomes, which is in line with the literature (e.g., Coelli and Green, 2011).   

Table 1.3 – New vs Legacy Manager; Reduced Sample; ATT and dynamic effects 
 

 Panel A: Overall Baccalaureate Score 

 Sample 
Group 
2016 

Group 
2017 

ATT 
2017 

ATT 
2018 

ATT 
2019 

 (1) (2) (3) (4) (5) (6) 

ATT (T = New Manager) 0.081 0.083 0.070 -0.025 0.081 0.162 

 (0.061) (0.068) (0.095) (0.069) (0.070) (0.093) 

P-Value [0.186] [0.220] [0.467] [0.724] [0.247] [0.081*] 

Observations 394,409      
Chi2 H0: parallel pre-trends 52.868      
P-Value H0: parallel pre-
trends (0.000***)      

 Panel B: Pass 

ATT (T = New Manager) 0.020 0.021 0.015 0.000 0.016 0.039 

 (0.011) (0.012) (0.027) (0.012) (0.011) (0.019) 

P-Value [0.085*] [0.088*] [0.566] [0.982] [0.151] [0.047**] 

Observations 398,013      
Chi2 H0: parallel pre-trends 14.365      
P-Value H0: parallel pre-
trends (0.110)      

 Panel C: Romanian written score 

ATT (T = New Manager) 0.084 0.097 0.030 -0.022 0.064 0.188 

 (0.067) (0.079) (0.100) (0.082) (0.069) (0.100) 

P-Value [0.210] [0.215] [0.765] [0.787] [0.355] [0.062*] 

Observations 395,925      
Chi2 H0: parallel pre-trends 9.1576      
P-Value H0: parallel pre-
trends (0.421)      
Notes:  The table displays ATT estimates from difference-in-difference specifications of the effect of T2 (the new 
manager policy) on student outcomes, using the double-robust inverse probability weighting estimator from Calloway 
and Sant’Anna (2021). Panel A displays results for the overall Baccalaureate Score, Panel B for the passing rate, and 
Panel C for the standard Romanian Written Exam scores. We present estimates for the entire working sample in 
column (1), ATTs by treatment groups in columns (2) and (3), and ATTs by period in columns (4)-(6). All 
specifications display the chi2 and p-values from the tests for the unconditional parallel trends assumption. County-
clustered standard errors in parentheses for 19 clusters. *** p<0.01, ** p<0.05, * p<0.1 

 

Parallel pre-treatment trends tests confirm the assumption holds for the probability of 

passing the exam and the Romanian exam score, but not for the overall Baccalaureate score. 

Nevertheless, we see consistently significant  and higher treatment effects for all outcomes in the 

last period. In Appendix Table 1.6, we present estimates of our OLS DiD specification using T2, 

whether a principal is a new or legacy manager. Overall, we find similar or slightly smaller 

magnitudes to the overall ATT estimates in Table 1.3, none of which are statistically significant.  
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Having found  null contemporaneous and a small, delayed effects, we explore the potential 

channels by which competitive managers may have made a difference on student outcomes. We 

examine the differences between new and legacy managers in the next section. 

1.5.3 Mechanisms 

 We examine the differences between management styles and motivations of new and 

legacy managers in our dataset of surveyed schools. Of the 277 surveyed schools which had an 

exam selected principal, 206 schools had a legacy manager whilst 71 had a new manager. One 

caveat of our survey is the absence of one particular reference category: former principals who 

were replaced by a new principal but who were not competitively selected for another post. Thus, 

we do not have the ideal counterfactual to inform the mechanisms behind the treatment effect of 

new managers. However, we are able to compare new principals to competitively selected legacy 

principals, who likely share some similar traits by virtue of being instated through the policy and 

managing similar schools. We analyse the difference in survey responses between competitive new 

and legacy managers in our surveyed schools (Table 1.4). 

First, we consider differences in responses to questions related to the motivation for the 

management role (adapted from Perry’s 1996 motivation for civil service survey). These range 

from beliefs about the importance of ethical behaviour, self-righteousness, and own interpersonal 

skill, measured on a 7-point Likert scale (e.g. “The ethical behaviour of school directors is as 

important to me as their competencies”; see the complete questionnaire in the Appendix). On 

average, new managers are more supportive of peers (more willing to “fight for the rights of 

others”; p<0.1), are typically less rude to others (p<0.05), and see financial success as less important 

(p<0.05). These traits might suggest that new managers are more service-minded and more likely 

to foster an environment of support and cooperation between teachers and management; in 

particular, their lesser concern with financial success suggests they are more prosocial and more 

motivated to fulfil their duties.  
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Table 1.4 – All Survey Responses for Surveyed Schools; P-Value for T-Test between New 
and Legacy Managers. 

 

Surveyed Schools with Exam Legacy Manager New Manager  
 Mean sd Mean sd P Value 

Values and Beliefs      

Ethics are Important 6.828 0.531 6.900 0.302 0.164 
Fights for Rights of Others 6.197 1.211 6.414 0.807 0.093* 
Civic Issues are Moral Obligations 6.527 0.940 6.657 0.720 0.232 

Care for Welfare of Strangers 3.813 2.074 3.943 2.139 0.659 
Financial Success is Important 2.616 1.752 2.171 1.569 0.050** 

Effective Problem Solver 6.030 0.949 6.143 0.889 0.368 
Sometimes Rude to Others 2.739 2.028 2.129 1.769 0.018** 
Likes to Listen to and Help Others 6.443 0.796 6.400 0.969 0.737 
Easy to Work with Others 6.631 0.800 6.443 1.072 0.183 
      

Working Relationships      

Teacher Trust 5.581 1.013 5.257 1.259 0.054* 

Director Trust 5.980 0.802 5.871 0.992 0.409 
Share Common Values 6.054 0.961 5.971 1.063 0.566 
Trust Enough to Delegate  6.192 0.877 6.186 0.952 0.961 

Men Make Better Managers 1.872 1.443 1.529 0.944 0.025** 
      

Management Techniques Compared 
to Pre-Policy  

     

Adapt Learning to Student Needs 2.726 0.469 2.594 0.577 0.089* 

Tracking Teacher Performance 2.594 0.502 2.623 0.571 0.707 
Tracking Objectives 2.764 0.459 2.754 0.526 0.889 
Teacher Absence 2.335 0.654 2.265 0.704 0.471 
Hiring Skilled Staff 2.470 0.557 2.368 0.621 0.229 
Use of Staff Sanctions 2.097 0.551 2.118 0.441 0.756 
Motivate Staff 2.502 0.575 2.638 0.593 0.102 

Mobilization and Initiative Spirit 2.631 0.523 2.735 0.507 0.146 
Manage Authority 2.577 0.505 2.559 0.583 0.818 

Student Absence Rate 2.269 0.719 2.294 0.648 0.786 
Student Dropout Rate 2.343 0.655 2.235 0.649 0.240 
Graduation Rate of 12th Grade 2.624 0.553 2.559 0.608 0.438 
Registration Rate for Baccalaureate 2.361 0.671 2.456 0.679 0.322 
      

Observations 203  74   
Notes:  The table displays mean survey responses for a full set of survey questions, along with a p value for the 
difference in means test, for our survey sample. Panel A displays results for the set of survey questions related to 
manager beliefs about morality and their own qualities in relation to work and co-workers. Panel B displays results for 
the set of questions related to working relationships. Panel C displays results for the set of questions related to how 
management techniques have changed compared to pre-policy. In column 1 we show responses for new managers 
(with standard deviations in column 2), and in column 3 we show responses for legacy managers (with standard 
deviations in column 4). *** p<0.01, ** p<0.05, * p<0.01 
 

Despite these findings, we also find suggestive evidence that legacy managers are more 

likely to believe that teachers in their school trust each other (p<0.1). In addition, we find some 

differences between new and legacy managers which may be imprecisely estimated due to a small 

sample size: legacy managers are more likely to believe that teachers trust management, share 
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common values with staff and trust teachers enough to delegate authority more often than it is the 

case in schools with  new managers. Note that one of our main findings highlights the time it takes 

for new managers to have a strong impact on outcomes. Therefore, it is unsurprising that new 

managers perceive trust between teachers and management to be weaker than legacy managers do, 

as productive relationships within the organisation may take time to build.  

 We also analyse the differences in responses to questions about the (perceived or 

observed) change in management practises and school performance indicators since taking on the 

role. These questions ask whether the principal believes that specific metrics have declined, stayed 

the same or improved since 2017-2018 compared to previous years (on a scale 1-3, where 1 is 

declined and 3 is improved). These metrics are: adapting learning to student needs, tracking teacher 

performance, monitoring objectives, teacher absence, hiring skilled staff, use of sanctions for staff, 

motivating staff, mobilizing staff, the level of authority over staff, absence amongst students, 

student dropout rate, graduation rate, baccalaureate enrolment rate. Table 1.4 shows that new 

managers report significantly less improvement in adapting learning to student needs (p<0.1), but 

that there are no other significant differences between new and legacy managers. Many similarities 

between new and legacy managers’ schools in terms of management practises (especially on 

motivating staff) are unsurprising, given that school managers have little autonomy in decision 

making; most key decisions for education quality are made at the county inspectorate or ministry 

level, including: remuneration, hiring and firing of teachers and principals; school budgets.  

We can go one step further and examine whether the objective Baccalaureate enrolment 

rates have changed differentially in schools with new compared to legacy managers. Managers can 

decide strategically whether to pass marginal students and allow them to graduate and sit the exam 

(e.g., only better students sit the exam). Schools are ranked by passing rates in the first sit, and 

improvements in the passing rates are monitored on an annual basis. Preventing students predicted 

to fail the exam from taking the first sit (leaving them the option of sitting in the August 

reassessment) improves passing rates and test scores, and therefore the objective measure of 

school performance. To test for this, we need data on the Baccalaureate enrolment rate, i.e. the 

share of students who sit the Baccalaureate of the students who are enrolled in the 12th grade in 

each school. For our measure of the number of students enrolled in the 12th grade, we use high 

school admissions data from Munteanu (2021).20 The data contains the number of admitted 

students per each track, but excludes students who were in vocational tracks (e.g. theology, 

pedagogy etc.). As a result, for some schools which do not offer a vocation track we have the total 

number of students admitted to the high school four years prior the Baccalaureate. However, for 

schools with vocational tracks, we only have the number for the subset of the students admitted 

to technical and theoretical tracks. We create the Baccalaureate enrolment rate as the ratio of the 

number of theoretical or technical track students who sat the Baccalaureate (corrected by the 

number of returning students) to the number of students admitted to that particular school and 

track four year prior. Thus, we deal with the missing data by excluding vocational track students 

from the sample. The disadvantage of restricting the observations in this way is that we lose all 

vocational schools (typically lower performance schools). We re-estimate the results for the sample 

of technical and theoretical schools. 

The results in Table 1.5 show that the new manager DiD estimates on the Baccalaureate 

enrolment rate from the restricted sample are negative and significant, both in terms of the overall 

ATT, implying an overall reduction in Baccalaureate enrolment rates by 8.4 percentage points 

 
20 Obtained from Diana Coman’s repository of Romanian public education data (www.ossasepia.com).  

http://www.ossasepia.com/
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(p=0.02), and in terms of the 2018 and 2019 outcomes (the drop is 13.6 percentage points the 

2018). The results suggest that one margin which new managers can and do control is the 

permission for students to enrol in the Baccalaureate exam. Managers have the authority to  decide 

that students whose predicted grades are below the passing threshold defer to the second sit of 

the exam which takes place two months later, instead of sitting in the main exam in June. This has 

two effects: students have more time to prepare for the exam and achieve higher grades, and school 

Baccalaureate performance measures mechanically improve. 

Table 1.5 – New vs Legacy Manager; Reduced Sample; ATT and dynamic effects on 
Baccalaureate Enrolment rates and initial cohort size 

 

 Baccalaureate Enrolment rate  

 Sample 
Group 
2016 

Group 
2017 

ATT 
2017 

ATT 
2018 ATT 2019 

Panel A: Baccalaureate 
Enrolment (1) (2) (3) (4) (5) (6) 

ATT (T=New manager) -0.084 -0.069 -0.135 -0.010 -0.136 -0.082 

 (0.036) (0.042) (0.053) (0.023) (0.071) (0.029) 

P-value [0.021**] [0.101] [0.011**] [0.662] [0.055*] [0.004***] 

Observations 2,848      
Chi2 H0: parallel pre-trends 5.022      
P-Value H0: parallel pre-
trends [0.832]      
       

Panel B: Cohort size       

Admission ATT (T=New 
manager) 3.876 4.083 3.165 0.979 5.655 4.142 

 (3.605) (3.984) (9.855) (3.872) (4.563) (5.480) 

P-value [0.282] [0.306] [0.748] [0.800] [0.215] [0.450] 

Observations       

Chi2 H0: parallel pre-trends 18.42      
P-Value H0: parallel pre-
trends [0.030**]      

       

Controls No No No No No No 
Notes: The table displays Calloway and Sant’Anna (2021) estimates of the ATT of new managers on Baccalaureate 

Enrolment rates and the initial cohort size (number of students admitted four years prior to the Baccalaureate 

exam), including a test for unconditional parallel trends.  

Thus, we provide evidence of two potential channels by which managers may influence 

the school performance in the Baccalaureate exam. First, survey measures suggest that new 

managers are more prosocial and more motivated to fulfil their public mission. The main limitation 

of the survey is its susceptibility to social desirability bias, which is a concern if it is displayed 

differently by new and legacy managers (however, in that case, we would expect new managers to 

score higher on more measures than the select few that we see). Despite this and the small sample, 

the results suggest that selecting new managers can bring renewed energy in improving student 

achievement. Second, because managers have little autonomy in changing fundamental inputs in 

education, such as recruiting and incentivising teachers, they use the only available instruments to 

adjust school performance measures. We show evidence that schools with new managers have 

proportionally fewer students enrolling in the Baccalaureate exam, starting with the second cohort 
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after the policy. This may be a significant driver of the modest improvement in test scores over 

time. Nevertheless, it is plausible that along with a selection of better students in sitting the exam, 

there was also a real improvement in students’ performance.   

1.5.4 Heterogeneity Analysis in School’s Pre-Policy Performance 

 In order to analyse the differential impact of new and legacy managers depending on past 

performance of schools, we split our working sample into three groups on the full sample 

distribution of school average final exam score over the 2012-2016 period: below the 25th 

percentile (<25th); between the 25th and 75th percentile (25th-75th); above the 75th percentile (>75th) 

in school average exam scores. We divide the distribution in this way in order to capture the 

bottom and top performing schools in distinct groups from the midrange.  

In columns (1-3) of Table 1.6 we present the Calloway and Sant’Anna (2021) average DiD 

ATT estimates for T2 (new compared to legacy manager schools) for schools with pre-policy 

performance under the 25th percentile. In columns (4-6) we present results for the middle part of 

the distribution, and in columns (7-9) we present ATT estimates for schools with pre-policy 

performance above the 75th percentile. We report results assuming unconditional parallel trends, 

We also report the ATT estimates for the 2016 treatment group and the 2017 treatment group 

(columns 2-3/5-6/8-9 respectively). As with the results in Table 1.3, the sample is now restricted 

to include only schools which had a principal selected through the competition. 

 We find negative but insignificant overall ATT’s of new managers on student outcomes 

for schools in the group below the 25th percentile. The new manager effects are positive for the 

2017 policy wave for this group, modest in magnitude for the overall exam score and large for the 

Romanian exam score (the estimate for the Romanian exam score is 0.31, or 7.6% increase 

compared to mean score in the legacy managers’ schools before 2017, and p=0.157). Within the 

25th-75th percentile group, the overall ATT estimates are positive, modest in magnitude and 

insignificant. In this group, we find significant positive ATTs for the 2017 policy wave, for the 

Baccalaureate exam score (estimate 0.168, equivalent to a 3.2% increase on the control group mean 

score before 2017; p=0.067) and for pass rates (estimate 0.051, an 11.3% increase compared to the 

pass rate of 0.451 in legacy managers’ schools before 2017; p=0.029);21 By contrast, we do not find 

a significant impact of new managers in schools belonging to the group above the 75th percentile. 

Indeed, many of these estimates are close to 0.  

 

 

 

 

 

 
21 For a complete set of reference group student average outcomes, pre- and post-policy, please see Appendix Table 
1.1. 
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Table 1.6 – New vs Legacy Managers by school pre-policy performance; ATT  
 

 

 >25th percentile 25th-75th percentile >75th percentile 

 
(1) 

Sample 
(2) 

2016 
(3) 

2017 
(4) 

Sample 
(5) 

2016 
(6) 

2017 
(7) 

Sample 
(8) 

2016 
(9) 

2017 

 Panel A: Overall Baccalaureate Score  
 

ATT -0.076 -0.114 0.052 0.075 0.050 0.168 0.026 0.029 0.013 

 (0.073) (0.089) (0.164) (0.082) (0.088) (0.092) (0.057) (0.062) (0.105) 

P-Value [0.301] [0.197] [0.750] [0.363] [0.569] [0.067*] [0.650] [0.643] [0.901] 

Observations 46,953   190,848   156,339   
Chi2 H0: parallel pre-trends 244.762   25.718   10.731   
P-Value H0: parallel pre-trends [0.000***]   [0.002***]   [0.295]   

 Panel B: Pass Rate   
ATT -0.024 -0.024 -0.025 0.022 0.014 0.051 0.004 0.006 -0.002 

 (0.014) (0.018) (0.037) (0.019) (0.019) (0.023) (0.007) (0.009) (0.019) 

P-Value [0.093*] [0.177] [0.491] [0.238] [0.471] [0.029**] [0.529] [0.491] [0.908] 

Observations 47,969   193,099   156,661   
Chi2 H0: parallel pre-trends 47.683   8.162   9.605   
P-Value H0: parallel pre-trends [0.000***]   [0.518]   [0.383]   

 Panel C: Written Romanian Score   

ATT -0.025 -0.128 0.310 0.038 0.045 0.014 0.042 0.046 0.024 

 (0.114) (0.111) (0.219) (0.105) (0.104) (0.185) (0.070) (0.072) (0.152) 

P-Value [0.829] [0.250] [0.157] [0.715] [0.667] [0.940] [0.548] [0.523] [0.873] 

Observations 47,265   191,878   156,504   
Chi2 H0: parallel pre-trends 94.556   33.421   8.036   
P-Value H0: parallel pre-trends [0.000***]   [0.000***]   [0.531]   

Notes:  The table displays ATT estimates from difference-in-difference specifications of the effect of T2 (the new manager policy) on student outcomes by pre-policy performance 

groups, using the double-robust inverse probability weighting estimator from Calloway and Sant’Anna (2021). Panel A displays results for the overall Baccalaureate Score, Panel B for 

the passing rate, and Panel C for the standard Romanian Written Exam scores. The sub-samples in terms of the 2012-2016 average exam  score are displayed as follows: the low-

performing schools (below the 25th percentile) in columns (1)-(3), middle-performing schools (25th-75th percentile) in columns (4)-(6) present, and top-performing (above the 75th 

percentile) in columns (7)-(9). We present estimates for the entire working sub-sample in columns (1), (4) and (7), ATTs by treatment groups in columns (2) – (3), (5) – (6), and (7)-

(8). All specifications display the chi2 and p-values from the tests for the unconditional parallel trends assumption. County-clustered standard errors in parentheses for 19 clusters. 

*** p<0.01, ** p<0.05, * p<0.1
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The caveat in reading these results is that when splitting the sample in this way, we cannot 

guarantee parallel pre-policy trends in each group. For the low performing schools, which sit below 

the 25th percentile, as well as for two outcomes for schools in the 25th -75th percentile, we could 

reject the null hypothesis of parallel pre-trends (both unconditional and conditional). For this 

reason, the estimates should be read with caution. We can reliably conclude that there were no 

effects of new managers on top performing schools. However, there is some evidence that middle-

performing schools in the 2017 policy wave benefitted significantly from having new managers, at 

least in terms of pass rates (for which the parallel trend assumption holds), and possibly in terms 

of the other outcomes. The results for the low-performing schools are inconclusive, and cannot 

be reconciled with the OLS TWFE estimates in Appendix Table 1.7, which display positive and 

significant estimates for this low performing group.  

Given that we have found an overall positive treatment effect emerges two years after the 

policy, these results make it plausible to suspect that the policy shifted the left side of the 

performance distribution up, and that the policy has helped to reduce the performance gap 

between students in low-to-middle and top schools. We also examine the impact of the overall 

policy (comparing competitively and non-competitively selected principals) on students in 

different regions of the school performance distribution, and we display the results in Appendix 

Table 1.8. We find no impact of the overall policy on any student outcome in any percentile group, 

which suggests that the manager exam policy only worked insofar as it enabled a change in 

managers in some of the lower performing schools. 

1.5.5 Robustness Checks 

 In order to verify that our main results are econometrically robust we undertake a series of 

robustness checks including using the not yet treated as an alternative control group, and running 

the traditional TWFE OLS models with placebo policies.  

We estimate the Calloway and Sant’Anna ATT, for the overall sample, and by timing 

groups and dynamic effects using the not yet treated units as a control group. This means that 

units never treated and units who were only treated in 2017 become the control group for units 

treated in 2016. For the units treated in 2017, the never treated units remain the control group. 

The results displayed in appendix Tables A9 and A10 (for T1 – exam and T2- new managers) are 

very similar to the main results in Tables 2 and 3.  

Earlier we showed that the TWFE OLS models show results broadly consistent with the 

Calloway and Sant’ Anna ATT. The advantage of OLS is that we can control for time-varying and 

invariant characteristics of schools and students.  One additional check to understand whether the 

OLS estimates reflect a trend that predated the policy is a placebo test where we artificially instate 

the policy one year earlier (2015 replacing 2016, and 2016 replacing 2017 selection wave). We 

would expect to see insignificant coefficients of the placebo policy. Appendix Table 1.10 shows 

no significant result from our placebo tests in any student outcome metric in the overall sample. 

There is one significant estimate of the placebo policy on overall Baccalaureate scores for schools 

which received a new manager, relative to those who retained legacy managers in 2016, but the 

effect is very small and significant only at 10%. This is further supporting evidence that our main 

results are not confounded by diverging trends started just before the policy, which partly alleviates 

the concern that new managers selected schools based on their prior performance trajectory. 

Finally, for the OLS TWFE estimator, we turn our attention to the standard errors. Our 

main estimation includes 19 county clusters, which is lower than a minimum standard number of 
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clusters required to estimate unbiased standard errors. A small number of clusters with a high 

degree of inter-cluster correlation, as is likely to be the case within Romanian counties, can lead to 

an underestimation of standard errors and falsely rejecting a true zero effect (Cameron et al. 2008). 

We therefore run alternative regressions (examining T2 – the impact of new managers) with the 

wild bootstrap correction for the standard errors. We report these in Appendix Tables A12. The 

wild bootstrap correction of the standard errors does not compute new coefficients, however 

Table 1.12 displays new t- and p-values. We find no significant results when estimating bootstrap 

standard errors; this may be expected as our earlier results suggest that new managers only have 

an impact in the long-term, but our bootstrap standard errors are calculated based on a TWFE 

estimate which does not include a breakdown of ATTs (as in Callaway and Sant’Anna, 2021). 
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1.6 Conclusions 

 This paper aims to understand whether meritocratic selection of public school managers 

can improve student outcomes. We test whether (1) having a competitively selected manager, and 

(2) having a new manager selected based on merit, improves a range of student outcome metrics: 

overall Baccalaureate scores; pass rates; and written Romanian scores.  

 Specifically, we study the effect of the Romanian meritocratic selection policy, which was 

introduced in two waves (2016 and 2017 independently), on outcomes from 2012-2019. We utilise 

administrative data to analyse effects of principals who became new managers in the school, 

compared to those who remain manager of the same school pre- and post-policy. Further, we 

examine survey responses of principals and additional outcomes to understand the possible 

mechanisms through which change is enacted.  

                At first glance, we do not find a significant impact of the overall policy; that is to say, 

having an exam selected principal does not inherently improve student outcomes in the short run. 

However, we do find some evidence that those competitive managers who were new in post had 

a positive impact on student outcomes. In line with the literature, our results suggest that it takes 

time for new managers to have an impact on outcomes since the ATT continues to increase in the 

years post-policy. In addition, we find evidence that new managers who were exam selected in 

2017 have a positive impact on outcomes in low to mid- performing schools (25th-75th percentiles). 

In contrast, new managers seem to have little impact on top- (over 75th percentile) performing 

schools; note that improvement in these schools may be limited due to them having consistently 

high performing students. 

 Whilst autonomy is limited within the Romanian education system, potential mechanisms 

through which our results are brought about are explored using survey responses. Evidence 

suggests that new managers are more prosocial individuals and are more motivated to fulfil their 

public mission through their work. However, legacy managers are more likely to believe that 

teachers within their school trust each other. We believe that these results are not unexpected 

since, both in the literature and in our study, new managers are shown to take time to enact positive 

change. Since the survey was held shortly after the final wave of the policy, changes by new 

managers were unlikely to have yet been introduced or taken effect. 

An important lesson from our analysis of the mechanisms is that meritocratic selection of 

public sector managers may contribute to increasing the performance of students, but little school 

autonomy also means managers might use shortcuts to mechanically enhance performance 

indicators. One of the few margins which managers can influence in our context is the rate at 

which students are enrolled into the Baccalaureate exam. Our results suggest that this is one 

mechanism through which new managers enact change. By withholding low performing students 

from taking the exam, managers may deliver higher passing rates for their schools.   

 The results for the low- and mid-performing schools suggest that competitively selected 

new managers can influence the outcomes of students at the bottom and middle of the distribution, 

which is promising in terms of short-term solutions for reducing education inequality. Future work 

may include a longer time-horizon of student outcomes after the enactment of the meritocratic 

selection policy, which was not possible in this study due to the systematic changes to the education 

process following the COVID-19 pandemic.  
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On balance, the meritocratic selection process allowed more motivated candidates to 

replace underperforming ones and deploy their skills to bring about medium- and possibly long-

term gains in student performance.  Despite this, there were relatively fewer new managers in low-

performing schools compared to the rest. Therefore, providing incentives for new managers to 

select into low-performing schools alongside the meritocratic selection of managers is a promising 

avenue to improving student outcomes and bridging the performance gap between high and poor 

performing schools. While we do not test it in this paper, the interaction between meritocratic 

management selection and increased school autonomy may increase competition across schools 

and lead to more sustained gains in student achievement, a topic which we leave for future 

research. More broadly, our paper provides robust evidence from a sudden and widespread policy 

change that merit-based selection of managers in the public sector can generate improvements in 

public service delivery.  
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1.7 Appendix 

Appendix Figure 1.1 – New vs Legacy Manager; <25th Percentile; Reduced Sample 

 

Notes: The figure shows average overall Baccalaureate scores in schools <25th percentile for our reduced (working) 
sample between 2012-2019. We show the average scores for schools with new managers (in blue), and schools with 
legacy managers (in red). The light dashed vertical line demarcates the timing of the 2016 exam, whilst the dark dashed 
vertical line demarcates the timing of the 2017 exam. 
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Appendix Table 1.1 – Student Outcomes Pre- and Post-Policy for the Full Sample, 

Reduced Sample and Survey Sample 

 Full Sample Reduced 
Sample 

Survey 
Sample 

 Mean  
(sd) 

Mean 
(sd) 

Mean 
(sd) 

 (1) (3) (4) 

2012-2016 Overall Baccalaureate Score 6.118 
(2.348) 

6.176 
(2.288) 

5.990 
(2.283) 

2017-2019 Overall Baccalaureate Score 6.832 
(2.153) 

6.846 
(2.132) 

6.621 
(2.165) 

2012-2016 Romanian Score 6.082 
(2.331) 

6.060 
(2.293) 

5.963 
(2.278) 

2017-2019 Romanian score 6.739 
(2.137) 

6.713 
(2.153) 

6.540 
(2.135) 

2012-2016 Pass rate 0.548 
(0.498) 

0.556 
(0.497) 

0.519 
(0.500) 

2017-2019 Pass rate 0.657 
(0.474) 

0.660 
(0.474) 

0.618 
(0.486) 

Observations 1,260,671 431,940 248,899 

Notes: The table displays mean student outcomes, taken for all student outcome data, for overall Baccalaureate score, 
written Romanian score and pass rates in our: full sample; reduced (working) sample; and survey sample. Mean 
outcomes are split into pre- (2012-2016) and post- (2017-2019) student outcomes with standard deviations displayed 
in parentheses. 
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Appendix Table 1.2 – Proportion of Schools with New and Legacy Managers 

(Conditional on Competition)/Exam Selected Managers vs No Exam Selected 

Managers 

 Legacy New Exam No Exam 

 Number Proportion Number Proportion Number Proportion Number Proportion 

Full Sample         

         
Schools - - - - 1,425 87.02% 213 12.98% 
Students - - - - 1,098,079 87.08% 162,572 12.92% 

         

Reduced Sample          

         
Schools  329 71.06% 134 28.94% 463 90.78% 47 9.22% 
Students 284,673 71.52% 113,340 28.48% 398,013 92.15% 33,927 7.85% 

         
Schools (2016) 281 75.95% 89 24.05% 370 79.91% - - 
Students (2016) 245,913 75.23% 80,979 24.77% 326,892 82.13% - - 

         
Schools (2017) 48 51.61% 45 48.39% 93 20.09% - - 
Students (2017) 38,760 54.50% 32,361 45.50% 71,121 17.87% - - 

         

Survey Sample         

         
Schools 206 74.37% 71 25.63% 277 90.52% 29 9.48% 
Students 161,855 75.65% 52,111 24.35% 213,966 85.96% 34,933 14.04% 

         
Schools (2016) 182 86.67% 28 13.33% 210 75.81% - - 
Students (2016) 148,832 85.66% 24,909 14.34% 173,741 81.20% - - 

         
Schools (2017) 24 35.82% 43 64.18% 67 24.19% - - 
Students (2017) 13,023 32.38% 27,202 67.62% 40,225 18.80% - - 

         
Notes: The table displays raw number and percentages of legacy and new managers in the overall reduced (working) 
sample and survey sample; these are further broken down into groups who took part in the 2016 wave and 2017 wave 
of the competition. In addition, we provide the raw number and percentage of competitively selected (exam) and non-
competitively selected (no exam) principals for the full sample, reduced (working) sample, and survey sample; these 
are again presented separately for the two waves of the policy (2016/2017). Note that in separate waves of the policy, 
we do not present non-competitively (no exam) selected principals, since due to the definition of principals selected 
as part of the policy wave, all principals were competitively selected. 
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Appendix Table 1.3. Bacon-Goodman Diff-in-Diff estimate and decomposition of effects. 
Strongly balanced panel of schools). 

 

 (1) (2) 
 Exam Policy  New Manager 

Policy 

Panel A: Overall 
Baccalaureate Score 

 

DD Exam  0.026  

 (0.048)  

DD New manager  0.029 
  (0.035) 
Observations 2,936 2,664 

Panel B: Pass 

DD Exam  0.005  

 (0.012)  

DD New manager  0.006 
  (0.007) 
Observations 2,936 2,664 

Panel C: Romanian 
Exam Score 

DD Exam -0.012  

 (0.073)  

DD New Manager  0.011 
  (0.034) 
Observations 2,936 2,664 

W timing groups 0.431 0.040 
W never vs 2016 0.472 0.720 
W never vs 2017 0.070 0.205 
W within 0.027 0.034 

School FE Yes Yes 
Year FE Yes Yes 
County-specific trends Yes Yes 
Controls Yes Yes 

Note: The table displays the Goodman-Bacon (2021) decomposition of the effects into effects from pairwise 
conditional mean differences (between the early and late implementing groups, and between the implementers and 
never-implementers). We use a restricted sample of schools which form a strongly balanced panel (i.e., retaining only 
schools which have data for the entire time period 2012-2019), which is a requirement for implementing the 
Goodman-Bacon decomposition. Column (1) presents estimates of T1 (exam) and column 2 estimates of T2 (new 
manager). All estimations include school and year fixed effects, country specific linear trends and controls (the share 
of theoretic and technical track students), and regressions are weighted by the number of students in 2019.  
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Appendix Table 1.4. Full Sample and Reduced Sample 

     

 Full Sample Reduced Sample 

Overall 
Baccalaureate Score 

(1) (2) (3) (4) 

Exam * Policy 0.044 
(0.040) 

-0.019 
(0.039) 

0.070 
(0.041) 

0.077* 
(0.040) 

Constant 5.027*** 5.081*** 4.989*** 4.953*** 

 (0.102) (0.118) (0.085) (0.083) 

     

Observations 1,247,350 1,247,350 428,061 428,061 

R-squared 0.505 0.507 0.481 0.484 

Pass Rate     

Exam * Policy 0.005 
(0.008) 

-0.006 
(0.008) 

0.013 
(0.008) 

0.014 
(0.009) 

Constant 0.395*** 0.399*** 0.362*** 0.354*** 

 (0.019) (0.021) (0.023) (0.023) 

     

Observations 1,260,651 1,260,651 431,940 431,940 

R-squared 0.389 0.391 0.369 0.371 

Written Romanian 
Score 

    

Exam * Policy 0.067 
(0.045) 

0.000 
(0.034) 

0.033 
(0.069) 

0.027 
(0.058) 

Constant 4.552*** 4.576*** 4.487*** 4.364*** 

 (0.082) (0.101) (0.093) (0.087) 

     

Observations 1,252,704 1,252,704 429,674 429,674 

R-squared 0.421 0.423 0.415 0.417 

     

Year FE Yes Yes Yes Yes 

School FE Yes Yes Yes Yes 

Controls Yes Yes Yes Yes 

County Specific 
Trends 
 

No Yes No Yes 

Notes:  The table displays OLS estimates from difference-in-difference specifications of the effect of T1 (the 
meritocratic selection policy) on student outcomes. Panel A displays results for the overall Baccalaureate Score, Panel 
B for the passing rate, and Panel C for the standard Romanian Written Exam scores. We present estimates for the full 
sample (all Romanian students) in columns 1 and 2, as well as our reduced (working) sample in columns 3 and 4. All 
specifications include year and school fixed effects, controls (theoretical and technical track dummies, and full-time 
student dummy) and county specific trends are included in columns 2 and 4. County-clustered standard errors in 
parentheses for 19 clusters. *** p<0.01, ** p<0.05, * p<0.1 
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Appendix Table 1.5 – Exam vs No Exam; Survey Sample 

   

 Survey Sample 

Overall 
Baccalaureate Score 

(1) (2) 

Exam * Policy 0.040 
(0.048) 

0.022 
(0.060) 

Constant 5.101*** 5.116*** 

 (0.179) (0.211) 

   

Observations 246,178 246,178 

R-squared 0.471 0.475 

Pass Rate   

Exam * Policy 0.001 
(0.009) 

-0.006 
(0.012) 

Constant 0.387*** 0.376*** 

 (0.035) (0.040) 

   

Observations 248,897 248,897 

R-squared 0.363 0.366 

Written Romanian 
Score 

  

Exam * Policy 0.028 
(0.050) 

-0.015 
(0.060) 

Constant 4.672*** 4.588*** 

 (0.161) (0.222) 

   

Observations 247,375 247,375 

R-squared 0.395 0.397 

   

Year FE Yes Yes 

School FE Yes Yes 

Controls Yes Yes 

County Specific 
Trends 

No Yes 

Notes:  The table displays OLS estimates from difference-in-difference specifications of the effect of T1 (the 
meritocratic selection policy) on student outcomes. Panel A displays results for the overall Baccalaureate Score, Panel 
B for the passing rate, and Panel C for the standard Romanian Written Exam scores. We present the estimates for 
overall survey sample in columns 1 and 2. Both specifications include year and school fixed effects and columns 2, 
includes county-specific trends. County-clustered standard errors in parentheses for 19 clusters. *** p<0.01, ** 
p<0.05, * p<0.1 
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Appendix Table 1.6 – New vs Legacy Manager; Reduced Sample; Exam Selected 
Principals for 2016 and 2017 

 

       

 Reduced Sample Exam 2016 Exam 2017 

Overall 
Baccalaureate Score 

(1) (2) (3) (4) (5) (6) 

New Manager * 
Policy 

0.058 
(0.043) 

0.053 
(0.036) 

0.074 
(0.051) 

0.062 
(0.043) 

0.070 
(0.109) 

0.142 
(0.104) 

Constant 4.914*** 4.916*** 4.903*** 4.874*** 4.939*** 6.509*** 

 (0.114) (0.114) (0.133) (0.132) (0.294) (0.335) 

       

Observations 394,409 394,409 324,102 324,102 70,307 70,307 

R-squared 0.483 0.486 0.484 0.487 0.471 0.477 

Pass Rate       

New Manager * 
Policy 

0.010 
(0.007) 

0.010 
(0.006) 

0.011 
(0.009) 

0.010 
(0.009) 

0.015 
(0.018) 

0.027 
(0.018) 

Constant 0.354*** 0.345*** 0.345*** 0.331*** 0.388*** 0.546*** 

 (0.027) (0.026) (0.032) (0.031) (0.059) (0.065) 

       

Observations 398,013 398,013 326,892 326,892 71,121 71,121 

R-squared 0.372 0.375 0.376 0.379 0.350 0.355 

Written Romanian 
Score 

      

New Manager * 
Policy 

0.047 
(0.036) 

0.042 
(0.029) 

0.054 
(0.044) 

0.053 
(0.033) 

0.137 
(0.102) 

0.151 
(0.093) 

Constant 4.436*** 4.344*** 4.454*** 4.344*** 4.361*** 5.531*** 

 (0.115) (0.113) (0.131) (0.129) (0.305) (0.359) 

       

Observations 395,925 395,925 325,330 325,330 70,595 70,595 

R-squared 0.413 0.415 0.409 0.411 0.422 0.426 

       

Year FE Yes Yes Yes Yes Yes Yes 

School FE Yes Yes Yes Yes Yes Yes 

Controls Yes Yes Yes Yes Yes Yes 

County Specific 
Trends 

No Yes No Yes No Yes 

Notes: The table displays OLS estimates from difference-in-difference specifications of the effect of T2 (the impact 
of new managers) on student outcomes. Panel A displays results for the overall Baccalaureate Score, Panel B for the 
passing rate, and Panel C for the standard Romanian Written Exam scores. We present the estimates for the entire 
reduced (working) sample (columns 1 and 2), as well as separately for the two waves of the policy (columns 3-4 for 
the 2016 selection and columns 5-6 for the 2017 selection). All specifications include year and school fixed effects and 
columns 2, 4 and 6 include county-specific trends. County-clustered standard errors in parentheses for 19 clusters.     
*** p<0.01, ** p<0.05, * p<0.1 
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Appendix Table 1.7 – New vs Legacy Principals; Reduced Sample; Percentiles Calculated 
from School Average Final Score 2012-2016 

 

       

 < 25th Percentile 25th – 75th Percentile > 75th Percentile 

Overall 
Baccalaureate Score 

(1) (2) (3) (4) (5) (6) 

New Manager * 
Policy 

0.188 
(0.121) 

0.263* 
(0.134) 

0.094 
(0.068) 

0.044 
(0.067) 

-0.000 
(0.054) 

-0.024 
(0.047) 

Constant 3.783*** 4.380*** 4.131*** 4.160*** 4.936*** 4.820*** 

 (0.337) (0.374) (0.171) (0.176) (0.287) (0.294) 

       

Observations 46,953 46,953 190,848 190,848 156,339 156,339 

R-squared 0.143 0.151 0.210 0.217 0.187 0.192 

Pass Rate       

New Manager * 
Policy 

0.024* 
(0.012) 

0.039** 
(0.014) 

0.018 
(0.012) 

0.010 
(0.012) 

0.003 
(0.010) 

0.001 
(0.009) 

Constant 0.202*** 0.204*** 0.181*** 0.156*** 0.247*** 0.250*** 

 (0.052) (0.055) (0.040) (0.040) (0.054) (0.055) 

       

Observations 47,969 47,969 193,099 193,099 156,661 156,661 

R-squared 0.060 0.063 0.151 0.156 0.087 0.090 

Written Romanian 
Score 

      

New Manager * 
Policy 

0.253** 
(0.114) 

0.238* 
(0.130) 

0.057 
(0.077) 

0.049 
(0.077) 

-0.006 
(0.062) 

-0.061* 
(0.031) 

Constant 3.317*** 3.582*** 3.811*** 3.678*** 4.026*** 3.894*** 

 (0.237) (0.259) (0.143) (0.145) (0.428) (0.431) 

       

Observations 47,265 47,265 191,878 191,878 156,504 156,504 

R-squared 0.160 0.164 0.197 0.200 0.201 0.207 

       

Year FE Yes Yes Yes Yes Yes Yes 

School FE Yes Yes Yes Yes Yes Yes 

Controls Yes Yes Yes Yes Yes Yes 

County Specific 
Trends 

No Yes No Yes No Yes 

Notes:  The table displays OLS estimates from difference-in-difference specifications of the effect of T2 (the impact 
of new managers) on student outcomes in our reduced (working) sample. Panel A displays results for the overall 
Baccalaureate Score, Panel B for the passing rate, and Panel C for the standard Romanian Written Exam scores. We 
present the estimates for schools in the <25th percentile (columns 1 and 2), 25th-75th percentile (columns 3 and 4) and 
>75th percentile (columns 5 and 6); percentile groups are calculated based on pre-policy (before 2016) overall 
Baccalaureate scores. All specifications include year and school fixed effects and columns 2, 4 and 6 include county-
specific trends. County-clustered standard errors in parentheses for 19 clusters.    *** p<0.01, ** p<0.05, * p<0.1 
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Appendix Table 1.8 – Exam vs No Exam; Reduced Sample; Percentiles Calculated from 

School Average Final Score 2012-2016 

       

 < 25th Percentile 25th – 75th Percentile > 75th Percentile 

Overall Baccalaureate 
Score 

(1) (2) (3) (4) (5) (6) 

Exam * Policy 0.166 
(0.181) 

0.141 
(0.156) 

-0.001 
(0.077) 

-0.022 
(0.073) 

-0.016 
(0.077) 

0.016 
(0.079) 

Constant 3.776*** 4.407*** 4.132*** 4.170*** 4.936*** 4.815*** 

 (0.339) (0.367) (0.172) (0.172) (0.285) (0.290) 

       

Observations 46,953 46,953 190,848 190,848 156,339 156,339 

R-squared 0.143 0.151 0.210 0.217 0.187 0.192 

Pass Rate       

Exam * Policy 0.017 
(0.023) 

0.013 
(0.022) 

-0.001 
(0.022) 

-0.001 
(0.022) 

0.004 
(0.016) 

0.007 
(0.016) 

Constant 0.201*** 0.208*** 0.181*** 0.158*** 0.247*** 0.250*** 

 (0.053) (0.055) (0.040) (0.039) (0.053) (0.054) 

       

Observations 47,969 47,969 193,099 193,099 156,661 156,661 

R-squared 0.060 0.063 0.151 0.156 0.087 0.090 

Written Romanian 
Score 

      

Exam * Policy 0.055 
(0.182) 

0.039 
(0.152) 

-0.116 
(0.136) 

-0.121 
(0.126) 

-0.057 
(0.114) 

-0.020 
(0.105) 

Constant 3.311*** 3.611*** 3.811*** 3.692*** 4.025*** 3.884*** 

 (0.231) (0.249) (0.143) (0.144) (0.426) (0.428) 

       

Observations 47,265 47,265 191,878 191,878 156,504 156,504 

R-squared 0.159 0.164 0.197 0.200 0.201 0.207 

       

Year FE Yes Yes Yes Yes Yes Yes 

School FE Yes Yes Yes Yes Yes Yes 

County Specific 
Trends 

No Yes No Yes No Yes 

Notes:  The table displays OLS estimates from difference-in-difference specifications of the effect of T1 (the 
meritocratic selection policy) on student outcomes in our reduced (working) sample. Panel A displays results for the 
overall Baccalaureate Score, Panel B for the passing rate, and Panel C for the standard Romanian Written Exam scores. 
We present the estimates for schools in the <25th percentile (columns 1 and 2), 25th-75th percentile (columns 3 and 4) 
and >75th percentile (columns 5 and 6); percentile groups are calculated based on pre-policy (before 2016) overall 
Baccalaureate scores. All specifications include year and school fixed effects and columns 2, 4 and 6 include county-
specific trends. County-clustered standard errors in parentheses for 19 clusters. *** p<0.01, ** p<0.05, * p<0.1 
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Appendix Table 1.9 – Exam vs No Exam; ATT and dynamic effects; Robustness control 
group not yet treated 

 

   

 Sample 
Group 
2016 

Group 
2017 

ATT 
2017 

ATT 
2018 

ATT 
2019 

 (1) (2) (3) (4) (5) (6) 

 Panel A: Overall Baccalaureate Exam Score  

ATT (T=principal exam) 0.014 0.029 -0.095 -0.068 0.035 0.066 

 (0.098) (0.101) (0.144) (0.056) (0.092) (0.199) 

P-Value [0.884] [0.771] [0.510] [0.225] [0.703] [0.740] 

Observations 428,061           

Chi2 H0: parallel pre-trends 71.354      
P-Value H0: parallel pre-
trends [0.000***]      

 Panel B: Pass rate   
       

ATT (T=principal exam) 0.001 0.004 -0.020 -0.002 -0.005 0.010 

 (0.016) (0.015) (0.028) (0.009) (0.018) (0.034) 

P-Value [0.949] [0.795] [0.479] [0.860] [0.780] [0.764] 

Observations 431,940      
Chi2 H0: parallel pre-trends 13.127      
P-Value H0: parallel pre-
trends [0.157]      

 Panel C: Romanian written exam score 

       

ATT (T=principal exam) 0.037 0.045 -0.020 -0.140 0.073 0.157 

 (0.115) (0.117) (0.178) (0.094) (0.092) (0.223) 

P-Value [0.748] [0.700] [0.908] [0.134] [0.423] [0.480] 

Observations 429,674      
Chi2 H0: parallel pre-trends 6.638      
P-Value H0: parallel pre-
trends [0.675]      

Notes:  The table displays ATT estimates from difference-in-difference specifications of the effect of T1 (the 
meritocratic selection policy) on student outcomes, using the double-robust inverse probability weighting estimator 
from Calloway and Sant’Anna (2021). Panel A displays results for the overall Baccalaureate Score, Panel B for the 
passing rate, and Panel C for the standard Romanian Written Exam scores. We present estimates for the entire working 
sample in column (1), ATTs by treatment groups in columns (2) and (3), and ATTs by period in columns (4)-(6). All 
specifications display the chi2 and p-values from the tests for the conditional parallel trends assumption.  County-
clustered standard errors in parentheses for 19 clusters. *** p<0.01, ** p<0.05, * p<0.1 
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Appendix Table 1.10 – New vs Legacy Manager; Placebo Year Robustness Test (Policy = 
2015/2016); Reduced Sample; Exam Selected Principals for 2016 and 2017 

 

 Reduced Sample Exam 2016 Exam 2017 

Overall 
Baccalaureate Score 

(1) (2) (3) (4) (5) (6) 

New Manager * 
Policy 

0.016 
(0.034) 

0.013 
(0.034) 

0.006 
(0.037) 

0.003 
(0.037) 

0.103 
(0.117) 

0.097 
(0.112) 

New Manager * 
Policy t-1 

0.053 
(0.039) 

0.051 
(0.035) 

0.083* 
(0.046) 

0.072* 
(0.039) 

-0.039 
(0.100) 

0.058 
(0.105) 

Constant 4.903*** 4.903*** 4.882*** 4.852*** 4.939*** 6.500*** 

 (0.117) (0.118) (0.136) (0.136) (0.294) (0.338) 

       

Observations 394,409 394,409 324,102 324,102 70,307 70,307 

R-squared 0.483 0.486 0.484 0.487 0.471 0.477 

Pass Rate       

New Manager * 
Policy 

0.008 
(0.006) 

0.008 
(0.006) 

0.004 
(0.007) 

0.004 
(0.007) 

0.023 
(0.024) 

0.019 
(0.023) 

New Manager * 
Policy t-1 

0.003 
(0.009) 

0.004 
(0.009) 

0.009 
(0.008) 

0.007 
(0.008) 

-0.009 
(0.025) 

0.010 
(0.026) 

Constant 0.353*** 0.344*** 0.343*** 0.328*** 0.388*** 0.544*** 

 (0.027) (0.027) (0.032) (0.032) (0.059) (0.066) 

       

Observations 398,013 398,013 326,892 326,892 71,121 71,121 

R-squared 0.372 0.375 0.376 0.379 0.350 0.355 

Written Romanian 
Score 

      

New Manager * 
Policy 

-0.000 
(0.040) 

0.000 
(0.037) 

0.030 
(0.045) 

0.032 
(0.039) 

0.108 
(0.124) 

0.096 
(0.121) 

New Manager * 
Policy t-1 

0.060 
(0.036) 

0.054 
(0.034) 

0.029 
(0.032) 

0.026 
(0.032) 

0.034 
(0.101) 

0.069 
(0.106) 

Constant 4.424*** 4.330*** 4.447*** 4.336*** 4.361*** 5.520*** 

 (0.118) (0.116) (0.135) (0.133) (0.305) (0.361) 

       

Observations 395,925 395,925 325,330 325,330 70,595 70,595 

R-squared 0.413 0.415 0.409 0.411 0.422 0.426 

       

Year FE Yes Yes Yes Yes Yes Yes 

School FE Yes Yes Yes Yes Yes Yes 

Controls Yes Yes Yes Yes Yes Yes 

County Specific 
Trends 

No Yes No Yes No Yes 

Notes:  The table displays OLS estimates from difference-in-difference specifications of the effect of T2 (the impact 
of new managers) on student outcomes. Placebo treatment variables are included, enacting the policy one year before 
it took place. Panel A displays results for the overall Baccalaureate Score, Panel B for the passing rate, and Panel C 
for the standard Romanian Written Exam scores. We present the estimates for reduced (working) sample (columns 1 
and 2), 2016 exam selected principals (columns 3 and 4) and 2017 exam selected principals (columns 5 and 6). All 
specifications include year and school fixed effects and columns 2, 4 and 6 include county-specific trends. County-
clustered standard errors in parentheses for 19 clusters. *** p<0.01, ** p<0.05, * p<0.1 
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Appendix Table 1.11 – New vs Legacy Principals; Wild Bootstrap; Reduced Sample; 

Percentiles Calculated from School Average Final Score 2012-2015 

       

 Reduced Sample Exam 2016 Exam 2017 

Overall 
Baccalaureate Score 

(1) (2) (3) (4) (5) (6) 

New Manager * 
Policy 

0.058 
[1.356] 
(0.201) 

0.053 
[1.484] 
(0.157) 

0.074 
[1.462] 
(0.171) 

0.062 
[1.443] 
(0.168) 

0.070 
[0.639] 
(0.600) 

0.142 
[1.366] 
(0.217) 

Constant 4.914*** 4.916*** 4.903*** 4.874*** 4.939*** 6.509*** 

 (0.114) (0.114) (0.133) (0.132) (0.294) (0.335) 

       

Observations 394,409 394,409 324,102 324,102 70,307 70,307 

R-squared 0.483 0.486 0.484 0.487 0.471 0.477 

Pass Rate       

New Manager * 
Policy 

0.010 
[1.418] 
(0.178) 

0.010 
[1.707] 
(0.110) 

0.011 
[1.238] 
(0.236) 

0.010 
[1.115] 
(0.309) 

0.015 
[0.836] 
(0.456) 

0.027 
[1.494] 
(0.173) 

Constant 0.354*** 0.345*** 0.345*** 0.331*** 0.388*** 0.546*** 

 (0.027) (0.026) (0.032) (0.031) (0.059) (0.065) 

       

Observations 398,013 398,013 326,892 326,892 71,121 71,121 

R-squared 0.372 0.375 0.376 0.379 0.350 0.355 

Written Romanian 
Score 

      

New Manager * 
Policy 

0.047 
[1.309] 
(0.220) 

0.042 
[1.464] 
(0.166) 

0.054 
[1.214] 
(0.224) 

0.053 
[1.596] 
(0.140) 

0.137 
[1.336] 
(0.216) 

0.151 
[1.625] 
(0.114) 

Constant 4.436*** 4.344*** 4.454*** 4.344*** 4.361*** 5.531*** 

 (0.115) (0.113) (0.131) (0.129) (0.305) (0.359) 

       

Observations 395,925 395,925 325,330 325,330 70,595 70,595 

R-squared 0.413 0.415 0.409 0.411 0.422 0.426 

       

Year FE Yes Yes Yes Yes Yes Yes 

School FE Yes Yes Yes Yes Yes Yes 

Controls Yes Yes Yes Yes Yes Yes 

County Specific 
Trends 

No Yes No Yes No Yes 

Notes:  The table displays OLS estimates from difference-in-difference specifications of the effect of T2 (the impact 
of new managers) on student outcomes in our reduced (working) sample. Panel A displays results for the overall 
Baccalaureate Score, Panel B for the passing rate, and Panel C for the standard Romanian Written Exam scores. We 
present the estimates for schools in the <25th percentile (columns 1 and 2), 25th-75th percentile (columns 3 and 4) and 
>75th percentile (columns 5 and 6); percentile groups are calculated based on pre-policy (before 2016) overall 
Baccalaureate scores. All specifications include year and school fixed effects and columns 2, 4 and 6 include county-
specific trends. Wild bootstrap t-value is shown in square parentheses and wild bootstrap p-value is shown in round 
parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Full Survey Instrument conducted in November 2017 in collaboration with ISSPOL 
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2.1 Introduction 

Real-effort tasks are frequently used in experimental economics (see Roth, 1987 and 

Charness et al., 2018 for a useful review). Real-effort tasks include a working task which requires 

subjects to exert a form of costly effort; as opposed to their chosen effort counterparts, where 

subjects do not directly exert effort. Typically, real-effort tasks used in the literature are simple 

tasks, which have a number of benefits. As an example, these tasks may feature answering 

arithmetic questions (Niederle and Vesterlund, 2007) or counting the number of 0’s in a grid 

(Abeler et al., 2011). When using a simple real-effort task subjects require shorter periods of time 

to become familiar with the task (Benndorf et al., 2019) as they are simpler to both explain and 

understand. However, simple real-effort tasks rarely replicate the types of tasks which subjects face 

in the real world. Moore and Healy (2008) provide evidence that subjects who face relatively more 

complex trivia questions, have stronger beliefs about their performance. As a result, the beliefs a 

subject has about their own performance are likely to differ when they face tasks of different 

complexities; simple tasks may bias these beliefs about performance. Despite this, little is known 

about the impact of increasing the complexity of the standard real-effort tasks used in experimental 

economic literature. In this domain, increases in task complexity occur as subjects are presented 

with more information (Regier et al., 2014), and are subsequently required to complete more steps 

in order to achieve the answer. 

Mitigating biases in subject confidence when facing real-effort tasks is important, since 

they may impact behaviours which are frequently studied in experimental economics. One domain 

where this is particularly important, is in studies which require subjects to pick between incentive 

schemes. For example, Niederle and Vesterlund (2007) ask subjects to pick between a competitive 

tournament and non-competitive piece rate, whilst Banuri and Keefer (2016) face subjects with a 

choice of piece rate or flat wage incentive schemes. Here, the decision between incentive schemes 

often depends on subject confidence. Importantly, the confidence a subject has about their 

performance in a task is inherently linked to beliefs about performance, since overconfident 

subjects believe they will perform better than they do in reality.22 Therefore, there may be unstudied 

and important interactions between task complexity and confidence which impact the decisions a 

subject makes, and cause them to make sub-optimal choices based on inaccurate beliefs. 

Our paper addresses this gap in the literature by testing the accuracy of predictions when 

subjects are faced with tasks of different complexities. We undertake an online lab experiment, in 

which we face subjects with real-effort tasks of different complexities. Before each round of the 

task, we ask subjects to predict their upcoming performance. We use this prediction to calculate a 

confidence variable which reflects the distance between a subjects’ prediction and actual 

performance (i.e. confidence = prediction – performance). Our study examines the impact of task 

complexity on this confidence measure, and consists of a baseline in which subjects face a simple 

addition task similar to that in Nierdele and Vesterlund (2007); in our experiment subjects must 

add together three 2-digit numbers on screen. Our remaining treatments implement real-effort 

tasks which are more difficult or more complex. We define a complex task as one in which a 

subject has to solve more individual components to get to the final answer; for example first having 

to clean a dataset before analysing it would be seen as more complex than being provided with a 

clean dataset to analyse in our setting. Note therefore that tasks can be more difficult, without 

 
22 Underconfident subjects make lower predictions than their true performance. 
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necessarily being more complex, if they still involve the same number of components even where 

those components are more taxing on the subject.  

In our first treatment, subjects are tasked with a simple subtraction task in which they must 

subtract three numbers from each other; since there are no additional components to this task, it 

represents an increase in difficulty but not in complexity. In our second treatment, we increase 

task complexity by introducing a grid search component where subjects must first identify the 

numbers which they then add together. Our third treatment is similar to our second, but here 

subjects must first identify numbers from a grid, before subtracting the subsequent numbers from 

each other. Initially, we implement complexity and fix the length of each round, however this 

makes similar levels of output more difficult to accomplish in complex tasks. As a result, the 

variation in output differs significantly between our simple and complex treatments. To address 

this issue, we implement complex treatments in which we increase the length of the rounds (6 

minutes instead of 3 minutes). 

Our results indicate that subjects who face complex tasks are significantly better at 

predicting their performance. These results persist in our longer complex treatments (those which 

last for 6 minutes), when the number of questions attempted is similar between subjects who face 

the simple and complex task. We provide further evidence that the impact remains significant as 

subjects progress through more rounds of the task. However, since subjects in our simple task 

baseline become better at predicting their performance in later rounds, the size of the effect is 

reduced as time passes. Therefore, we provide evidence that subjects are typically better at 

predicting performance when faced with complex tasks than when faced with simple tasks. 

The findings of this study have important implications for future research within 

experimental economics. In particular, we shed light on how the choice of real-effort task may 

independently impact the predictions which subjects make about their performance in the task. 

This may have ramifications for research which requires subjects to choose between payment 

incentive schemes, where subject confidence plays an important role in decision making. Since 

subjects are better at predicting their performance in complex tasks, they may make more accurate 

decisions when faced with different incentive scheme choices. Future research may shed light on 

how further increasing the complexity of real-effort tasks impacts the accuracy of subject 

predictions about performance. 
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2.2 Literature Review 

This study connects with two strands of intertwined literature. Initially, we draw links to 

past experimental literature which uses real effort tasks to better understand costly effort provision. 

Secondly, this paper discusses research on the interactions between confidence and effort 

provision. 

2.2.1 Real Effort Tasks 

Behavioural and experimental economic experiments typically utilise two methodologies 

when examining effort; one can employ either stated effort or real effort. Stated effort experiments 

face subjects with a decision which has pre-determined effort functions mapping choices to 

outcomes (Charness et al., 2018); in addition, subjects are provided with a full set of information 

about the benefits and costs of the decision (Erkal et al., 2018). In contrast, real effort experiments 

require subjects to take part in a working task, meaning that they must exert effort in a real sense 

(Carpenter and Huet-Vaughn, 2019). Since payments are often linked to output, by exerting more 

effort subjects are able to increase their performative outcome measure, in turn leading to a higher 

payment.  

A bulk of experimental economics literature utilises real effort tasks, which take many 

forms. Real effort tasks have included physical tasks such as cracking walnuts (Fahr and Irlenbusch, 

2000) and folding paper and stuffing envelopes (Konow, 2000). However more recently, due to 

the move toward computer based experiments, real effort tasks have included: solving mazes 

(Gneezy et al., 2003); counting zeros in grids of various sizes (Abeler et al., 2011); and adding two-

digit numbers together (Niederle and Vesterlund, 2007). 

Real effort tasks are shown to have multiple benefits when compared with chosen effort 

tasks (Gill and Prowse, 2012; Gill and Prowse, 2019; Charness et al., 2018). Firstly, experiments 

which include a real effort component represent greater external validity (Bruggen and Strobel, 

2007). That is, effort in these tasks more closely represents motivations for exerting effort which 

subjects face in the real world (Gill and Prowse, 2019). For example, Rosaz and Villeval (2012) 

introduce a task in which subjects must count the occurrence of words in a paragraph; this task 

carries over real-world features including concentration during a repetitive task. 

In addition, real effort tasks allow experimenters to examine the concept of ability. In a 

real effort task, the ability of an individual to perform some task may have a strong impact on their 

performance throughout the experiment. Whereas in a stated effort task, ability of a subject has 

little to no impact on the choices they make since outcomes are common knowledge and require 

a simple decision. As a result, studies must control for the natural ability of subjects at the task 

they are undertaking; for example Kajackaite (2015) compare the output of subjects in the main 

part of their experiment and in the trial period (or learning stage). 

Despite this, real effort tasks may also carry negative effects independent of treatment 

effects. For example, learning in real-effort tasks may allow subjects to become more efficient at 

undertaking the task and as a result may interfere with treatment effects (Benndorf et al., 2019). 

This is of particular importance in specific online experiment platforms, such as MTurk, which 

have been shown to have non-naïve subjects (Peer et al., 2017); these subjects are likely to have 

been exposed to similar real effort tasks in previous studies. 

Furthermore, it is argued that real effort tasks result in a loss of experimental control when 

compared to chosen effort tasks (Dutcher et al., 2015). Since the cost of effort varies between 
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subjects, and is simultaneously unknown to the experimenter, quantitative analysis is significantly 

more difficult when using real effort tasks (Falk and Fehr, 2003). In turn, this loss of control is 

argued to prevent precise quantitative predictions (Falk and Fehr, 2003). Despite this, real effort 

tasks allow experimenters to study particular areas of research which were previously out of reach, 

including: fairness; reciprocity; confidence; and loss aversion (Falk and Fehr, 2003). For example, 

by using a real effort task Gneezy et al. (2003) are able to study performance increases as a result 

of increasingly competitive environments. 

Typically, the real effort tasks used in a lab setting are very simple tasks, allowing 

experimenters to measure the cost of effort more accurately. Gill and Prowse (2019) highlight the 

ability of a simple real effort task, such as their “slider task”, to provide a graded measure of the 

cost of effort in relatively few rounds of the task; this allows experimenters to overcome many of 

the drawbacks which are associated with using real-effort tasks. Simple real effort tasks are also 

beneficial since they allow subjects to learn the task quickly, preventing the performance of 

participants improving in later periods as subjects become more efficient at the task (Benndorf et 

al., 2019). 

However, utilising such a simple real effort task directly counteracts many of the benefits 

which real effort tasks induce since they are far removed from the real-world tasks they are meant 

to replicate. Since external validity is an important benefit of real effort tasks (Kessler and 

Vesterlund, 2015), it is vital that external validity is retained when undertaking real effort 

experiments. Despite this, simple effort tasks reduce external validity since they are comprised of 

a single component; in contrast, real world subjects face tasks with multiple components. 

Therefore, the choice of real effort task used in an experiment is of vital importance if one aims 

to retain external validity of results; specifically multi-component real effort tasks which more 

closely replicate real world tasks and conditions provide greater ecological validity. This drawback 

of simple effort tasks is understudied and is the core topic of this paper. 

Similar to Lezzi et al. (2015) we face subjects with four different types of effort task, 

however in contrast to this paper we specify that our real effort tasks become increasingly more 

complex. In this way, our paper is similar to that of Moore and Healy (2008). All of the real-effort 

tasks which we utilise are based on the number-addition task (Niederle and Vesterlund, 2007), 

however we include complexity in the form of a grid search in addition to the number-addition 

task. We class this task as more complex because subjects have to first find the numbers from the 

grids before adding them together, constituting a task with multiple components in line with our 

earlier definition of complexity. Our task therefore generates a multiple-component form of the 

simple number-addition task introduced in Niederle and Vesterlund (2007). 

2.2.2 Confidence and Effort  

When a subject undertakes a real effort task, a key component of their decision to exert 

effort relates to their confidence about their ability to perform in the task. Evidence suggests that 

effort provision is increasing in the beliefs that subjects hold about their own ability at the task 

(Chen and Schildberg-Horisch, 2019). In a real effort task, the payment which a subject receives 

often depends on their output. Where payment depends on output, returns to effort are 

proportional to ability; therefore when a subject is overconfident, their perceived returns to effort 

are greater since they believe that their ability is inflated (Barron and Gravert, 2021). As a result, 

overconfident agents are likely to exert greater amounts of effort since they give greater weight to 

success-contingent payments (de la Rosa, 2011) such as those which feature in real effort tasks. 
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Whilst Khunen and Tymula (2012) document that people who expect to learn about their 

rank performance work harder, how a subject responds to feedback about their performance 

which is not in line with their confidence level is still disputed. On one hand, subjects’ 

overconfidence about performance is also shown to persist even when they are shown feedback 

which counters their beliefs (Grossman and Owens, 2012). Conversely, some literature suggests 

that confidence may increase when a subject receives positive feedback (i.e. that which tells them 

that they are better than their belief) and fall when a subject receives negative feedback (i.e. telling 

them that they are worse than their belief) (Murad and Starmer, 2021). Similarly, Coutts (2019) 

suggests that positive feedback is given a stronger weighting than negative feedback. These recent 

findings might suggest that subjects who receive positive feedback in turn gain a higher level of 

confidence and therefore exert greater amounts of effort when performing in a real effort task. 

Recent evidence has suggested that when eliciting beliefs using a binarized scoring rule, 

the level of information provided to subjects impacts their incentive to tell the truth (Danz et al., 

2022). As more information on the incentives on the outcomes of binary scoring rule lotteries is 

revealed to subjects, deviations from truth telling occur more frequently (Danz et al., 2022). Whilst 

this research casts concern over the use of a binary scoring rule for belief elicitation, the scoring 

rule that we use in our experiment is simple and only the necessary information is provided to 

subjects. 

A core component of our research is the complexity of the real effort task which subjects 

face. Therefore, a key piece of literature related to our study is Moore and Healy (2008). 

Importantly Moore and Healy (2008) split overconfidence into two concepts: overplacement and 

overestimation. Overplacement is taken as a subject who believes that their percentile placement 

in relative feedback is greater than their true placement (Larrick et al., 2007). Overestimation on 

the other hand relates only to a subjects’ own performance, and is taken as the difference between 

expected and actual performance (Feld et al., 2017). 

Moore and Healy (2008) face subjects with increasingly difficult trivia quizzes, and ask 

about both their self-confidence and relative confidence related to their performance in the trivia 

quiz they have undertaken. When faced with more difficult trivia quizzes, subjects tend to 

overestimate their own performance but underplace themselves; in contrast, when facing easier 

quizzes, subjects underestimate but overplace (Moore and Healy, 2008). 

Our paper adds further evidence to the findings of Moore and Healy (2008). We include 

forms of real effort task which are more common in experimental economic literature; thus we 

provide weight to the idea that the complexity of a real effort task is impactful in the same way as 

the difficulty of a trivia quiz. Our findings, therefore, are more generalisable to economic literature 

which utilise real effort tasks than those of Moore and Healy (2008). In addition, we provide 

evidence of the impact of complexity in real effort tasks on confidence in an online subject pool. 

This is an important feature, since online subject pools are more frequently used since the COVID-

19 pandemic. 
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2.3 Experimental Design 

We conduct an online lab experiment using a real effort number adding task. The 

experiment uses a between-subjects design and varies two main components of the task: task 

difficulty, and task complexity. Our primary outcome of interest in subject confidence (defined as 

the difference between subject beliefs and subject performance). We vary the simple number 

adding task by increasing the difficulty of the task (subtracting numbers), or the complexity of the 

task (adding a grid search component), or both, yielding a 2-by-2 design. We then add two 

additional treatments, where we extend the time given per round for the more complex tasks (to 

account for the greater amount of time needed to perform the complex task), yielding 6 treatments 

in total. 

Across all treatments, subjects are given detailed instructions about the effort task they will 

face and are then given 30 seconds to practise the task with no financial incentives. This is done 

so that subjects can work out the best strategies with which to tackle the task. Next, subjects are 

asked to perform the task again for 30 seconds, but with a piece rate payment based on 

performance (£0.05 per correct response), which constitutes our measure of ability. Following this, 

subjects take part in three rounds of the effort task. For our first four treatments, each round lasts 

for 3 minutes, and for our final two treatments, each round lasts for 6 minutes.23 Within each 

round, subjects are paid using a piece rate to incentivise performance (£0.05 per correct response). 

In addition, we also incentivise predictions: before each round of the task, we ask subjects to 

predict their performance in the upcoming round, and inform them that if their prediction is 

correct, they earn an additional small bonus payment (£0.02). We set this payoff to be less than 

the piece rate so that subjects always have an incentive to maximize their performance regardless 

of whether they achieve their prediction.  

Between each round of the task, subjects are provided feedback about the number of 

correct answers they scored in the previous round. Subjects are also informed about whether their 

prediction, made just before the previous round, was correct. Finally, subjects are asked to predict 

their performance in the next round of the task.  

In our baseline, subjects face a simple addition task similar to that in Niederle and 

Vesterlund (2007); subjects must complete as many three number sums as possible within the time 

limit. Our first treatment increases the difficulty of the real-effort task; subjects are faced with a 

three number subtraction problem, based on evidence that subtraction is more difficult than 

addition (Campbell, 2008). Our second treatment represents an increase in complexity from the 

baseline, as subjects face a grid-search task (finding the largest number in a grid) before being able 

to complete the addition task (adding the searched numbers together). In our third treatment, 

subjects face both difficulty and complexity: they must complete a grid search to identify the 

numbers, and then face a subtraction problem based on the searched numbers.  

Note that finding the correct answer when taking part in the complex addition and 

subtraction tasks takes more time since there are more components to the task. Hence, the 

maximum potential output of subjects in a three-minute round is considerably lower in our 

 
23 Practise rounds are intentionally, and considerably, shorter than the full rounds of the task (30 seconds). By keeping 
practise rounds short, subjects learn about the task without getting information on exactly what their performance 
would be in the main rounds of the experiment. This is an important consideration as subjects need to report beliefs 
about their performance based on limited knowledge about the task.  
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complex task treatments than in our simple task treatments. This results in a greater variance in 

the predictions made by subjects in the baseline addition and subtraction tasks compared with the 

complex tasks. With complex tasks, both predictions and performance is closer to zero. This 

feature can potentially make predictions more accurate mechanically, as the choice set gets 

restricted. To combat this, we implement an additional two treatments which are identical to our 

complex addition and complex subtraction treatments, but have longer rounds (six minutes instead 

of three). 

At the end of the experiment, subjects completed a short survey which measured 

perceptions of the experiment; confidence (using a generalised confidence measure); intrinsic 

motivation (using a short form of the intrinsic motivation inventory - Ryan, 1982); and 

attentiveness (using the cognitive reflection test - Frederick, 2005), in addition to standard 

demographic information.  

2.3.1 Real-Effort Task 

Our experiment utilizes a simple real-effort task (adapted from Niederle and Vesterlund, 

2007), which we then modify to manipulate difficulty and complexity. In the baseline (simple 

addition) task (displayed in Figure 2.1), subjects were shown three 2-digit numbers on a screen and 

were tasked with adding the three numbers together.24 The simple subtraction version of this task 

is very similar, but requires subjects to subtract the second and third number from the first number 

displayed on the screen. Both these tasks are similar in that they require the subject to undertake 

a relatively simple component (arithmetic computation). 

Figure 2.1: Simple addition task screenshot 

 

The complex addition and subtraction tasks add a further component to the simple tasks 

described above: a grid search. In the complex addition task subjects were shown three, 3x3 grids 

(each containing 9 numbers between 0-99) and were asked to find the largest unique number in 

each and add them together. Our complex subtraction tasks requires subjects to subtract the largest 

number from the second and third grids from the largest number in the first grid. An example of 

our complex subtraction task is shown in Figure 2.2. 

 
24 We modify the task used by Niederle and Vesterlund (2007), which originally features five 2-digit numbers on the 
screen. By using fewer numbers in each question, we enable subjects who are good at the task to complete more 
questions; this results in an easier task, and a wider distribution of output.  
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Figure 2.2: Complex subtraction task screenshot 

 

In each treatment, subjects had to submit a numerical answer in order to move to the next 

question. Note that subjects were not required to submit a correct answer in order to continue. 

During the task, subjects were not told whether their answer was correct or incorrect; the only 

piece of information displayed on screen was the time which was remaining in that round. All 

numbers used within our real-effort tasks were randomly selected for each subject and for each 

question, from numbers between 0 – 99. Since all numbers were randomly selected, each subject 

faced a similar level of difficulty to other subjects who were assigned to the same task. At the start 

of the round, the timer started to count down (either 3 or 6 minutes). Once the timer had run out, 

subjects were automatically moved to the next instruction screen. 

We measure the performance of each subject as their output in a round of the effort task. 

Subjects were incentivised by a piece rate, but were also told that they should “try as hard as possible” 

and should answer as many questions as possible within the time limit. 

2.3.2 Experimental Procedure 

We ran sessions on the Prolific.co platform. Initial sessions were run on the 16th of April 

2021, with a second round of data collection on the 19th-20th of July 2021. Our sessions were run 

asynchronously. Subjects took part in our experiment in isolation of one another; there is no 

interaction between participants and their performance does not impact anyone else. Subjects were 

able to join the experiment via Prolific.co between 9am – 5pm on each day and were randomly 

assigned to treatments. 

In our first rounds of sessions (16th April), subjects were assigned to one of the following 

treatments: simple addition; simple subtraction; short complex addition; short complex 

subtraction. For each of these treatments we collected data from 20 subjects, for a total of 80 

subjects. A second round of sessions (19th-20th July) also assigned subjects into the above 

treatments plus two additional treatments: long complex addition and long complex subtraction. 

During this round, we collected data from 20 additional subjects for our simple and short complex 

treatments alongside data from 40 subjects in each of our long complex treatments. Hence, we 
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have a total of 240 subjects, 40 in each treatment. In the next section, we present demographic 

information about our sample. 

2.3.3 Data 

Based on prior power calculations, 40 data points were collected for each treatment: a total 

of 240 observations. For each subject, demographic information was collected from the Prolific.co 

platform. This demographic information included: age; sex; student status; and degree status. In 

addition, we collected information about the attentiveness/cognitive reflection (CRT), intrinsic 

motivation (IMI), and general confidence as part of our survey. To compile our general confidence 

measure, we ask subjects a series of general knowledge questions, and subsequently ask them to 

rate how confident they are about their answer.25 In the table below, we present the mean and SD 

of each of our demographic and survey variables, taken as an average for each treatment. 

In table 2.1, we see that the average age varies between 27 and 34 years old depending on 

the treatment; subjects are typically slightly older in our complex addition treatment than in our 

other treatments. In addition, only 30-40% of subjects in our study are female; despite this, there 

are no significant differences in gender between our treatments. Almost 50% of subjects in our 

study are currently students. Note that the minimum age for completing a study on Prolific.co is 

18 years old; therefore, those that are students are studying a university level degree. In addition, 

in most treatments almost 50% of our subjects already hold a degree; subjects in our complex 

subtraction treatment appear to be less likely to hold an existing degree. 

We take the average of correct responses to our CRT survey questions for each subject, 

and then for all subjects within each treatment. This is represented by our CRT average variable, 

which shows that subjects typically only answer half of the CRT questions correctly. The lowest 

average score on our CRT questions was in our simple addition treatment, whilst subjects in our 

simple subtraction treatment answered the greatest number of questions correctly on average. 

Subjects respond to our intrinsic motivation inventory (IMI) questions using a 6 point 

Likert-scale, where a score of 6 means that they strongly agree with the questions. Table 2.1 

indicates that there are no significant differences in the average level of intrinsic motivation among 

subjects across treatments.  

Finally, we turn our attention to the general confidence level of each subject. Subjects are 

asked how confident they are about their answers to a series of trivia questions, and respond using 

a 6 point Likert-scale related to each question.26 We calculate the confidence variable by taking the 

average of responses from our general confidence measure in the survey. We see from Table 2.1 

that subjects are typically underconfident and that there is little difference in the general confidence 

level between our treatments.

 
 
26 Possible responses included: not confident at all; not very confident; somewhat unconfident; somewhat confident; 
very confident; certain. 
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Table 2.1 – Average Responses for Demographic and Survey Variables by Treatment 

 Simple 
Addition 

Simple 
Subtraction 

Complex 
Addition 

Complex 
Subtraction 

Long 
Complex 
Addition 

Long 
Complex 
Subtraction 

Age 27.775 
(7.416) 

29.050 
(11.644) 

34.150 
(14.644) 

27.825 
(8.756) 

25.625 
(6.751) 

27.200 
(7.549) 

       
Sex (1 = Female) 0.400 0.300 0.350 0.375 0.375 0.400 
       
Student (1 = Current Student) 0.400 0.475 0.450 0.475 0.525 0.525 
       
Degree (1 = Has Degree) 0.525 0.500 0.500 0.425 0.500 0.550 
       
CRT Average 0.450 

(0.437) 
0.558 
(0.423) 

0.592 
(0.374) 

0.483 
(0.399) 

0.500 
(0.399) 

0.541 
(0.425) 

       
IMI Average 4.733 

(1.175) 
4.983 
(1.434) 

4.482 
(1.101) 

4.479 
(1.082) 

4.700 
(1.128) 

4.867 
(0.935) 

       
General Confidence Average 2.763 2.825 2.838 2.844 2.622 3.050 
 (0.906) (0.932) (0.914) (1.075) (0.780) (0.853) 

Notes: Demographic responses are shown as the mean of each variable, with the standard deviation shown in parentheses. Sex, student, and degree are binary variables which represent 

whether the subject is female, currently a student, or has a degree (=1 for each). Therefore, the means of these variables represent the percentage of subjects who match the above 

descriptions respectively.  
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2.4 Results 

The core outcome measure that we examine is subject confidence about their performance. 

Confidence is defined as the difference between subject’s prediction about their output and their 

actual output, i.e. confidence = prediction – output. Hence, higher confidence means the subject 

predicted their output to be higher than their actual output. In terms of confidence, there are no 

significant differences between the simple and difficult versions of the task (addition and 

subtraction), and hence we pool these treatments together for the sake of brevity and power. 27 

Treatments are pooled into the following three categories: simple tasks (simple addition and simple 

subtraction); short complex tasks (complex addition and complex subtraction); long complex tasks 

(long complex addition and long complex subtraction). The appendix presents the full set of results 

broken out by difficulty for the interested reader. 

Figure 2.3 presents the distribution of performance across our three treatment sets. It is 

clear that subjects in the complex treatment set were able to answer significantly less questions 

than subjects in our simple treatment set (p=0.000), given the same time limit. When the time limit 

is doubled in the long complex treatment set, the difference in output is still significantly different 

to the simple treatment set, however the distribution of output is considerably closer (shown in 

Figure 2.3). Subjects in the simple treatment set had an average output of 51.7, while subjects in 

the short complex and long complex had an average output of 21.2 and 42.01 respectively, 

significantly different from each other (p=0.000) and significantly lower than the simple treatment 

set (p=0.000 for the short and p=0.000 for the long treatment set). 

Figure 2.3: Histogram of the total number of correct answers (output) – all rounds 

 

Notes: Treatments are pooled: Simple Treatments (simple addition/subtraction); Complex Treatments (short complex 

addition/subtraction); Long Complex Treatments (long complex addition/subtraction) 

 
27 We find no differences between the addition and subtraction treatments for either the simple (p=0.786), complex 
(p=0.547), or long complex (p=0.678) versions of the tasks, hence we pool them together in the figures. In appendix 
figures 2.1-2.4, we replicate the figures presented in this section, but broken out by difficulty. 
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Since our primary outcome variable, confidence, is a composite measure of prediction 

minus output, we present the distribution of predictions in Figure 2.4. Once again, it is clear that 

predictions in our complex treatments are significantly lower than in our simple treatments 

(p<0.000). There are no significant differences in predictions between our simple and long 

complex treatments (p=0.149), suggesting that subjects make similar predictions in these 

treatments. 

Figure 2.4: Histogram of the total prediction – all rounds 

 

Notes: Treatments are pooled: Simple Treatments (simple addition/subtraction); Complex Treatments (short complex 

addition/subtraction); Long Complex Treatments (long complex addition/subtraction) 
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2.4.1 The Evolution of Subject Confidence 

After outlining our outcome measure above, we first turn our attention to the evolution 

of subject confidence over time. We take this approach, since when our subjects make their output 

prediction before the first round of the task, they only have their performance in the short practise 

rounds as a guide. These practise rounds are considerably shorter, and only serve to provide the 

subject an opportunity to practise. As a result, they are unlikely to not provide enough information 

for subjects to make fully accurate predictions about their performance in the longer rounds. 

Therefore, we believe that our findings from first round predictions provide an insight into the 

decisions of subjects who have little information and guidance upon which to make their 

predictions. 

In contrast to this, when our subjects make their prediction before the second round of 

the task, they have information about their performance in the first round of the same task for the 

same length of time. Therefore, we might expect predictions to be closer to actual output for the 

second and third rounds of the task than for the first round. In Figure 2.5 we present a line graph 

of confidence in each round of the task, by pooled treatment. 

 

Figure 2.5 – Average confidence (prediction – output) in each round for our treatments. 

 
Notes: Total confidence is the sum of confidence (prediction – output) across three rounds of real-effort task. Simple 

tasks include our simple addition and simple subtraction; Complex tasks includes short complex addition and short 

complex subtraction ; Long complex tasks includes long complex addition and long complex subtraction. Error bars 

show the 95% confidence interval. 

In Fig. 2.5 (above) we see that our confidence measure is lowest in all treatments in the 

first round of the task. Since subjects have only faced a short practice round of the task when they 
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face the first full rounds, they are not yet fully informed about their potential to perform over a 

longer time period. Therefore, subjects make worse predictions in the first round based on their 

performance in shorter (practise) and less informative past rounds of the task. Since we construct 

our confidence measure by looking at the difference between predictions and true performance, 

and since subjects make worse predictions in the first round, this influences the confidence 

measure downward as subjects are underconfident. Since here subjects have little information 

about their ability to perform across the full round time, they are unable to make accurate 

predictions about their performance.  

In addition, we see that confidence is closer to zero in all of our complex treatments, across 

all rounds of the task. However, there are also differences in confidence between our long complex 

treatments and our shorter complex treatments. Of particular interest is the difference in round 1 

confidence. It is likely that subjects in the shorter complex tasks were better at predicting their 

performance because of the lower magnitude of answers provided, as discussed in earlier sections. 

However, in round 1 we find that subjects in the long complex treatments have significantly lower 

confidence about their performance than those in the short complex treatment (two tailed t-test 

p=0.000). Despite this finding, confidence in rounds 2 (p=0.856) and 3 (p=0.350) is similar in all 

complex treatments regardless of the length of the task. This highlights how confidence converges 

on 0 in complex tasks as subjects become more informed, and therefore make better predictions.  

In Table 2.2 we present results for our pooled treatments.28 We find that confidence in our 

pooled complex treatments (p=0.000) and long complex treatments (p=0.000) is significantly 

different from our pooled simple task baseline. In addition, in round 1 the coefficients for complex 

treatments are over double those for long complex treatments (p=0.006). However, in rounds 2 

and 3 the magnitude of our coefficients are very similar for both our pooled complex and long 

complex treatments (p=0.977 and p=0.999). Therefore, we provide evidence that subjects have 

higher levels of confidence about their performance when faced with complex tasks than when 

faced with simple tasks; these effects are similar even as the number of questions which a subject 

can attempt increases in our long complex treatments. 

Table 2.2 – The impact of complexity on confidence – by round and pooled treatment 

       

 Round 1 Round 2 Round 3 

Confidence (Predict - 
Correct) 

(1) (2) (3) (4) (5) (6) 

Complex Treatments 4.987*** 

(0.762) 

4.624*** 

(0.943) 

2.025*** 

(0.496) 

1.998*** 

(0.599) 

1.225*** 

(0.415) 

1.413*** 

(0.504) 
Long Complex Treatments 2.237*** 2.199*** 2.112*** 1.982*** 1.613*** 1.413*** 
 (0.762) 

 
(0.764) (0.496) (0.485) (0.415) (0.409) 

Constant -6.050*** -5.957** -2.012*** -1.305 -1.138*** -0.664 
 (0.539) (2.347) (0.350) (1.490) (0.294) (1.255) 

 
28 For a breakdown of the results from table 2.4 which include task difficulty please see appendix table 2.2. We see 
very similar results in appendix table 2.2, but draw attention to two points of interest. Firstly, we see that for the short 
complex treatments, the magnitude of results in round 1 for subtraction is slightly greater than those for addition. 
Secondly, we note that the magnitude of coefficients in round 1 for long complex addition is slightly greater than that 
of long complex subtraction. These results suggest that subjects in round 1 are more confident when facing short 
complex subtraction tasks (over short complex addition), and when facing long complex addition tasks (over long 
complex subtraction).  
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Survey Controls No Yes No Yes No Yes 

       

Observations 240 240 240 240 240 240 
R-squared 0.154 0.243 0.089 0.121 0.065 0.110 

Notes: OLS regression with dependent variable as confidence in each of the 3 rounds of real effort task; the main 
independent variable is a categorical dummy representing the treatment group. Standard errors in parentheses. (*** 
p<0.01, ** p<0.05, * p<0.1). Appendix Table 2.3 presents the results including coefficients for all controls. 

 

Table 2.2 shows that subjects in our complex tasks have higher levels of confidence; since 

the constant is negative, this means that these subjects are less underconfident (i.e. their confidence 

level is closer to 0). We find similar magnitudes of coefficients for both our short and long complex 

treatments, providing evidence that subjects are more confident in complex tasks regardless of the 

length of the task. Our results provide evidence that subjects are better at predicting their 

performance in complex tasks, and that these differences are greatest when subjects have less 

information about their true performance (i.e., in round 1). 

 

2.4.2 The Pooled Impact of Complexity 

After understanding the effects of complexity on round-by-round confidence, we next turn 

our attention to the overall effect of each of the pooled treatment sets in our three round setting. 

We test for differences in the average level of confidence across our pooled treatments. First, we 

calculate the total average level of confidence for each subject, within each pooled set of 

treatments. To do so, we deduct the sum of output from the sum of predictions about output for 

each subject; we then take the average of this confidence for each of our pooled treatments. Figure 

2.6 displays the average levels of confidence by treatment: simple tasks (blue); short complex tasks 

(red); long complex tasks (green). We find that subjects are, on average, under-confident about 

their performance; this is in line with Snowberg and Yariv (2021) who demonstrate that online 

subject pools are less confident than university subject pools. Noticeably, we find that subjects are 

better at predicting their performance (i.e. the gap between confidence and performance is closer 

to 0) when faced with long complex tasks (p<0.000). Confidence is lowest in the simple task 

treatments. Subjects are more confident in both the complex and long complex set of treatments 

(p<0.01 in both cases). In addition, average total confidence for all three treatments is significantly 

different from 0; for simple tasks (p=0.000); short complex tasks (p=0.049); and long complex 

tasks (p=0.000). These results suggest that subjects are much better at predicting their performance 

when faced with complex tasks, relative to when faced with simple tasks. 

Figure 2.6: Average total confidence for pooled treatments. 
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Notes: Total confidence is the sum of confidence (prediction – output) across three rounds of real-effort task. Simple 

tasks include our simple addition and simple subtraction; Complex tasks includes short complex addition and short 

complex subtraction ; Long complex tasks includes long complex addition and long complex subtraction. Error bars 

show the 95% confidence interval. 

Next, in Table 2.3 we present regressions that control for ability, attentiveness, and general 

confidence (the measurement of which is discussed earlier). In addition, we also control for 

intrinsic motivation (using the intrinsic motivation inventory), calculator use, and a series of 

demographic variables (including age, gender, and degree status). The table confirms our 

observations from the figures. Confidence is significantly higher under complex tasks relative to 

simple tasks. Note that subjects are underconfident on average, and that a positive coefficient 

indicates that the confidence measure is closer to 0 (and as such is smaller).Using model 2, the 

difference between prediction and performance in the short complex treatments is 8.035 units 

smaller than in the simple treatments (p<0.000). Furthermore, the long complex treatments are 

also significantly higher than the baseline (p<0.000), and are statistically different from the complex 

treatments (p<0.001).29 Further, we find that neither of our estimates (plus the constant) for 

complex and long complex treatments in model 2 below are significant from 0 (p=0.973 and 

p=0.458 respectively). In model 2, we also find that the coefficient on the intrinsic motivation 

 
29 For robustness, we have additionally provided results in Appendix Table 2.4 which show the impact of complexity 
per individual and round, through the inclusion of dummy variables representing each round (with the first round 
removed as the baseline) and standard errors clustered at the individual level. We note that in Appendix Table 2.4 our 
coefficients are considerably smaller. When including additional controls for round and clustering standard errors at 
the individual level, the difference between prediction and performance in our long complex treatments is still 
significantly greater (around 1.9 units, p<0.000) than in our simple task baseline. 
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inventory is significant: those that report being motivated by the task as significantly less confident 

across all treatments (p<0.000).30 

Table 2.3 – The impact of complexity on confidence 

 (1) (2) 
Dependent Variable: Total Confidence Model 1 Model 2 

   
Complex Treatments 8.238*** 8.035*** 
 (1.077) (1.263) 
Long Complex Treatments 5.963*** 5.595*** 
 (1.077) (1.022) 
Ability  0.174 
  (0.464) 
Calculator Use  -0.851 
  (0.953) 
Cognitive Reflection Task Average  0.581 
  (0.356) 
General Confidence  0.742 
  (0.484) 
Motivation  -1.344*** 
  (0.370) 
Working Status (Working = 1)  0.963 
  (0.886) 
Student Status (Student = 1)  1.710* 
  (0.971) 
Degree Status (Degree = 1)  -0.610 
  (0.853) 
Age (in Years)  0.0577 
  (0.0505) 
Gender (Female =1)  -0.410 
  (0.903) 
Constant -9.200*** -7.927** 
 (0.762) (3.141) 
   
Observations 240 240 
R-squared 0.208 0.302 

Notes: OLS regression with dependent variable as total (sum of) confidence across 3 rounds of real effort task; the 
main independent variable is a categorical dummy representing the treatment group. Standard errors in parentheses. 
(*** p<0.01, ** p<0.05, * p<0.1). 

 

Overall, we find evidence that subject confidence is significantly greater in our complex 

treatments compared with the simple treatments. Similarly to our round-by-round findings, these 

results hold when we examine our complex treatments with long rounds, suggesting that the 

impact of complexity on confidence is not mechanical due to the lower level of performance with 

complex tasks. Appendix Table 2.1 displays the results for the low and high difficulty versions of 

the treatments. 

 
30 We have separately undertaken a subgroup analysis which examines the impact of motivation on confidence in each 

of our pooled and separate treatments. This analysis is not presented here, as we find no systematic differences in 
confidence between motivated and unmotivated subjects in any of our treatments. 
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We present results in Table 2.4 which are in line with our findings regarding the round-by-

round difference that subjects who face the more complex versions of tasks are better at predicting 

their performance. However, we now add to our earlier findings by including results for two sub-

groups: subjects who faced addition tasks; subjects who face subtraction tasks. In our setting, when 

subjects face addition tasks, regardless of the length of the task the impact of complexity on 

confidence is statistically indistinguishable (p=0.243). However, when subjects are faced with 

subtraction tasks, the version of complexity which includes longer rounds brings about a smaller 

gain in confidence than the shorter round counterpart (p<0.1). 

Table 2.4 – The Impact of Complexity on Confidence – Addition Compared to 

Subtraction 

 Addition Tasks Subtraction Tasks 
Dependent Variable: Total Confidence Model 1 Model 2 Model 1 Model 2 

     
Complex Treatment 8.775*** 8.682*** 7.700*** 7.636*** 
 (1.585) (1.975) (1.470) (1.835) 
Long Complex Treatment 7.075*** 6.442*** 4.850*** 4.796*** 
 (1.585) (1.477) (1.470) (1.494) 
Ability  0.141  0.423 
  (0.735)  (0.651) 
Calculator Use  -1.127  -0.194 
  (1.367)  (1.408) 
Cognitive Reflection Task Average  1.090**  0.0761 
  (0.522)  (0.501) 
General Confidence  0.941  0.898 
  (0.799)  (0.656) 
Motivation  -0.550  -2.004*** 
  (0.564)  (0.527) 
Working Status (Working = 1)  0.878  1.377 
  (1.319)  (1.266) 
Student Status (Student = 1)  0.200  2.929** 
  (1.413)  (1.426) 
Degree Status (Degree = 1)  -1.367  -0.134 
  (1.254)  (1.224) 
Age (in Years)  -0.00678  0.0957 
  (0.0749)  (0.0817) 
Gender (Female =1)  1.004  -1.321 
  (1.337)  (1.275) 
Constant -9.525*** -10.69** -8.875*** -6.861 
 (1.121) (4.473) (1.039) (4.978) 
     
Observations 120 119 120 120 
R-squared 0.228 0.328 0.194 0.338 

Notes: OLS regression with dependent variable as total (sum of) confidence across 3 rounds of real effort task; the 
main independent variable is a categorical dummy representing the treatment group. In columns 1-2 we restrict the 
sample to subjects who took part in an addition task, and in columns 3-4 to subjects who took part in a subtraction 
task. Standard errors in parentheses. (*** p<0.01, ** p<0.05, * p<0.1). 
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2.5 Conclusion 

 Real-effort tasks feature extensively in experimental economic literature. These 

experiments feature a working task which requires subjects to exert costly effort; examples include 

answering simple arithmetic questions (Niederle and Vesterlund, 2008) and solving mazes (Gneezy 

et al., 2003). However, real-effort tasks represent a loss of experimenter control as the cost of effort 

differs between subjects (Dutcher et al., 2015); this is fixed, and common among subjects, when 

using a chosen-effort task.  

 Existing literature often relies on simple real-effort tasks, such as the slider task, to reduce 

variation in the cost of effort. Since these tasks are very simple, they do not closely mimic real-

world tasks. As a result, the beliefs a subject has about their performance, and in turn their ability 

to predict their performance, may be biased. Despite this, little is known about the effects of 

implementing more complex versions of standard real-effort tasks. Whilst Moore and Healy (2008) 

document greater levels of overconfidence in complex general knowledge quizzes, their results are 

not generalisable to the types of real-effort task typically used in experimental settings. 

 To address this, we implement an online experiment containing six treatments which 

contain real-effort tasks of different difficulties and complexities. In our baseline, subjects face a 

simple addition task; in our first treatment we increase the difficulty and introduce a simple 

subtraction task. In treatments 2 and 3 subjects must first find the largest number in each of three 

3x3 grids, before adding them together (treatment 2) or subtracting them from each other 

(treatment 3). In addition, we implement treatments 5 and 6 which replicate treatments 2 and 3 

but double the length of time for each round of the task (from 3 minutes to 6 minutes). 

 We find that the average subject is underconfident; their beliefs about their performance 

are lower than their true performance. We find no significant difference in the confidence of 

subjects when we increase task difficulty, and therefore pool our tasks of similar length and 

complexity together. However, we find convincing evidence that subjects who face complex tasks 

are better at predicting their performance, and that our effects remain as subjects complete more 

rounds of the task. In addition, our results hold when we increase the length of time subjects are 

given to complete our complex tasks, such that the subjects complete a similar number of correct 

answers as in our baseline. 

 Our results carry implications for future researchers to consider when deciding which type 

of real-effort task to use in their research. If a simple real-effort task is chosen, then subjects may 

be significantly less confident than if a more complex task is chosen. In particular, this carries 

ramifications for studies which require subjects to choose between incentive schemes. Subjects are 

likely to make sub-optimal choices if they are unable to make accurate predictions about their 

performance, especially since decisions are based on these predictions. As a result, our findings 

suggest that the use of more complex real-effort tasks would allow subjects to predict their 

performance more accurately, and in turn make more informed choices. 
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2.6 Appendix 

Appendix Figures 2.1 and 2.2 – Total Correct Answers by Treatment (Including 

Difficulty Treatment Breakdown) 

 
Notes: Frequency of total number of correct answers (sum of correct answers in each round) for our first three 
treatments. 

 

 
Notes: Frequency of total number of correct answers (sum of correct answers in each round) for our second three 
treatments. 
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Appendix Figures 2.3 and 2.4 – Total Prediction by Treatment (Including Difficulty Treatment 

Breakdown) 

 
Notes: Frequency of total number of total prediction (sum of predictions across all rounds) for our first three 
treatments. 

 

 
Notes: Frequency of total number of total prediction (sum of predictions across all rounds) for our first three 
treatments. 
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Appendix Table 2.1 – Total Confidence by Full Treatment Breakdown Including Control 

Coefficients 

 (1) (2) 
Dependent Variable: Total Confidence Model 1 Model 2 

   
Simple Subtraction 0.650 0.580 
 (1.529) (1.416) 
Complex Addition 8.775*** 8.414*** 
 (1.529) (1.635) 
Complex Subtraction 8.350*** 8.056*** 
 (1.529) (1.640) 
Long Complex Addition 7.075*** 6.400*** 
 (1.529) (1.435) 
Long Complex Subtraction 5.500*** 5.337*** 
 (1.529) (1.461) 
Ability  0.119 
  (0.471) 
Calculator Use  -0.852 
  (0.961) 
Cognitive Reflection Task Average  0.574 
  (0.359) 
General Confidence  0.795 
  (0.493) 
Motivation  -1.352*** 
  (0.374) 
Working Status (Working = 1)  1.032 
  (0.894) 
Student Status (Student = 1)  1.698* 
  (0.982) 
Degree Status (Degree = 1)  -0.622 
  (0.858) 
Age (in Years)  0.0556 
  (0.0521) 
Gender (Female =1)  -0.383 
  (0.909) 
Constant -9.525*** -8.157** 
 (1.081) (3.243) 
   
Observations 240 239 
R-squared 0.213 0.304 

Notes: OLS regression with dependent variable as total (sum of) confidence across 3 rounds of real effort task; the 
main independent variable is a categorical dummy representing the treatment group. Standard errors in parentheses. 
(*** p<0.01, ** p<0.05, * p<0.1). 
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Appendix Table 2.2 – Confidence in Each Round by Full Treatment Breakdown 

Including Control Coefficients 

Dependent Variable: 
Confidence in Each Round 

Round 1 Round 2 Round 3 
(1) (2) (3) (4) (5) (6) 

       
Simple Subtraction 0.600 0.435 0.225 0.267 -0.175 -0.122 
 (1.083) (1.058) (0.703) (0.670) (0.589) (0.566) 
Complex Addition 5.225*** 4.608*** 2.525*** 2.535*** 1.025* 1.271* 
 (1.083) (1.222) (0.703) (0.774) (0.589) (0.654) 
Complex Subtraction 5.350*** 5.003*** 1.750** 1.694** 1.250** 1.359** 
 (1.083) (1.225) (0.703) (0.776) (0.589) (0.655) 
Long Complex Addition 2.725** 2.698** 2.450*** 2.152*** 1.900*** 1.551*** 
 (1.083) (1.072) (0.703) (0.679) (0.589) (0.573) 
Long Complex Subtraction 2.350** 2.139* 2.000*** 2.055*** 1.150* 1.143* 
 (1.083) (1.092) (0.703) (0.692) (0.589) (0.584) 
Ability  -0.018  -0.040  0.177 
  (0.352)  (0.223)  (0.188) 
Calculator Use  -0.759  -0.637  0.544 
  (0.718)  (0.455)  (0.384) 
Cognitive Reflection Task   0.750***  -0.131  -0.0451 
Average  (0.268)  (0.170)  (0.143) 
General Confidence  0.535  0.246  0.0135 
  (0.368)  (0.233)  (0.197) 
Motivation  -0.800***  -0.204  -0.347** 
  (0.279)  (0.177)  (0.149) 
Working Status (Working = 1)  0.566  0.0798  0.386 
  (0.668)  (0.423)  (0.357) 
Student Status (Student = 1)  1.054  0.368  0.276 
  (0.734)  (0.465)  (0.392) 
Degree Status (Degree = 1)  -0.657  -0.149  0.185 
  (0.641)  (0.406)  (0.343) 
Age (in Years)  0.0509  0.000  0.005 
  (0.039)  (0.025)  (0.021) 
Gender (1 = Female)   0.004  -0.571  0.184 
  (0.679)  (0.430)  (0.363) 
Constant -6.350*** -6.344*** -2.125*** -1.070 -1.050** -0.743 
 (0.766) (2.424) (0.497) (1.536) (0.416) (1.296) 
       
Observations 240 240 240 240 240 240 
R-squared 0.155 0.245 0.096 0.128 0.072 0.112 

Notes: OLS regression with dependent variable as confidence in each of the 3 rounds of real effort task; the main 
independent variable is a categorical dummy representing the treatment. Here there is a full breakdown of treatments, 
including those which represent an increase in difficulty. Standard errors in parentheses. (*** p<0.01, ** p<0.05, * 
p<0.1). 
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Appendix Table 2.3 – Confidence in Each Round by Pooled Treatments Including Control 

Coefficients 

Dependent Variable: 
Confidence in Each Round 

Round 1 Round 2 Round 3 
(1) (2) (3) (4) (5) (6) 

       
Complex Treatments 4.987*** 4.624*** 2.025*** 1.998*** 1.225*** 1.413*** 
 (0.762) (0.943) (0.496) (0.599) (0.415) (0.504) 
Long Complex Treatments 2.237*** 2.199*** 2.112*** 1.982*** 1.613*** 1.413*** 
 (0.762) (0.764) (0.496) (0.485) (0.415) (0.409) 
Ability  -0.000  -0.020  0.194 
  (0.346)  (0.220)  (0.185) 
Calculator Use  -0.743  -0.638  0.530 
  (0.712)  (0.452)  (0.381) 
Cognitive Reflection Task   0.748***  -0.117  -0.0509 
Average  (0.266)  (0.169)  (0.142) 
General Confidence  0.503  0.249  -0.0101 
  (0.362)  (0.230)  (0.193) 
Motivation  -0.804***  -0.187  -0.353** 
  (0.277)  (0.176)  (0.148) 
Working Status (Working = 1)  0.546  0.0475  0.370 
  (0.662)  (0.420)  (0.354) 
Student Status (Student = 1)  1.035  0.421  0.254 
  (0.725)  (0.461)  (0.388) 
Degree Status (Degree = 1)  -0.668  -0.123  0.181 
  (0.637)  (0.405)  (0.341) 
Age (in Years)  0.048  0.007  0.003 
  (0.038)  (0.024)  (0.020) 
Gender (1 = Female)   -0.0191  -0.572  0.181 
  (0.675)  (0.429)  (0.361) 
Constant -6.050*** -5.957** -2.012*** -1.305 -1.138*** -0.664 
 (0.539) (2.347) (0.350) (1.490) (0.294) (1.255) 
       
Observations 240 240 240 240 240 240 
R-squared 0.154 0.243 0.089 0.121 0.065 0.110 

Notes: OLS regression with dependent variable as confidence in each of the 3 rounds of real effort task; the main 
independent variable is a categorical dummy representing the treatment group. Standard errors in parentheses. (*** 
p<0.01, ** p<0.05, * p<0.1). 
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Appendix Table 2.4 – The impact of complexity on confidence including round as a 

control and clustering standard errors at the individual level 

 (1) (2) 
Dependent Variable: Total Confidence Model 1 Model 2 

   
Complex Treatments 2.746*** 2.678*** 
 (0..330) (0.420) 
Long Complex Treatments 1.988*** 1.865*** 
 (0.409) (0.340) 
Round 2 3.008*** 2.958*** 
 (0.343) (0.328) 
Round 3 3.450*** 3.418*** 
 (0.382) (0.328) 
Ability  0.058 
  (0.154) 
Calculator Use  -0.284 
  (0.317) 
Cognitive Reflection Task Average  0.194 
  (0.118) 
General Confidence  0.247 
  (0.161) 
Motivation  -0.448*** 
  (0.123) 
Working Status (Working = 1)  0.321 
  (0.294) 
Student Status (Student = 1)  0.570* 
  (0.323) 
Degree Status (Degree = 1)  -0.203 
  (0.283) 
Age (in Years)  0.019 
  (0.017) 
Gender (Female =1)  -0.137 
  (0.300) 
Constant -5.129*** -4.768*** 
 (0.429) (1.061) 
   
Observations 240 240 
R-squared 0.212 0.244 

Notes: OLS regression with dependent variable as total (sum of) confidence across 3 rounds of real effort task; the 
main independent variable is a categorical dummy representing the treatment group. Round dummies are included 
with round 1 removed as the comparison round. Standard errors are clustered at the individual level and are shown in 
parentheses. (*** p<0.01, ** p<0.05, * p<0.1). 
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Appendix 2 - Chapter 2 Experimental Protocol 

Before Data Collection 

- The experiment is hosted on a Heroku server 

o The hosted server should have 1 of each type of agent, and a reset Postgres at the 

start of data collection 

o The experimenter is responsible for ensuring that the server is hosted correctly at 

the start of each day of data collection 

- Data may only be collected between the times: (9:00am) – (5:00pm), so please ensure that 

it is currently between these times of day. 

During Data Collection 

- When data collection has started, subjects will join the experiment via the Prolific.co 

platform. 

- Due to server constraints, no more than 15 spaces should be opened on the Prolific.co 

platform at any time. Once 15 people have joined the server, the experimenter must wait 

for them to all finish before opening a further 15 spaces for the next set of subjects to take 

part in the experiment. 

- The experimenter is responsible for maintaining the Prolific.co account during times that 

the experiment is running. This means that they must check for incoming messages at least 

every 5 minutes for subjects who are messaging to say that they are having difficulties. 

- When a player enters the experiment, the experimenter should take note of their Prolific.co 

ID, and their start time. 

- When a player finishes the experiment, the experimenter should take note of their 

Prolific.co ID, and their end time. 

- If a subject is disconnected from the server, or the server crashes and all subjects are 

disconnected, then the experimenter must message the subjects in question and provide 

them with a rejoining link which is specific to their Prolific.co ID. This is provided in the 

oTree server, but it is important that the experimenter is aware of which ID links to which 

channel in the server. 

- If a subject “times out” on Prolific.co, meaning they have taken too long to finish the 

experiment, then they must be removed from the server and their data must be dropped 

from the final dataset. 

- Once 15 subjects have finished the task, before allowing a further 15 subjects to enter the 

server, the experimenter must download the current form of the datasets through the 

oTree server and save using the format DDMMYY_numofsubjectscollected_initialofexperimenter 

– i.e., 020221_45subjects_jm 

After Data Collection 

- At the end of each day of data collection, the experimenter is responsible for storing a 

separate dataset containing the full data which has been collected on that specific day. This 

should follow the same format as above. 

o A backup of this dataset should also be created in a separate directory. 

- The experimenter must cross validate these with the bonus payment variable generated by 

the oTree code, and store these in a separate excel document. These will be paid once all 

data is collected. 
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3.1 Introduction 

In education settings across the world, students are often placed into ability tracked 

classrooms. Ability tracking is the practice of sorting students into different teaching groups, based 

on past performance. In some countries, such as Romania, students are placed into schools which 

study different subjects based on their track; in countries such as the UK, students are placed into 

different classrooms within the same school and are therefore able to study a full range of 

disciplines. Fu and Mehta (2018) report that more than 95% of US schools use tracking.31 Ability 

tracked classrooms allow teachers to closely target teaching to a specific group of students, who 

are all of a similar ability level (Duflo et al., 2011). Evidence suggests that tracking systems benefit 

students of all ability levels (Duflo et al., 2011), however most literature focuses on the impact on 

high ability students (Imberman et al., 2012; Vardardottir, 2013). One important mechanism 

through which tracking benefits high ability students is peer effects (McEwan, 2003). High ability 

students are shown to benefit from studying alongside stronger peers (Vardardottir, 2013). 

Typically, a student will perform better if they study among higher ability classmates (Ding and 

Lehrer, 2007). Since peers within the classroom have a greater impact than other school-wide peers 

(Burke and Sass, 2013), high ability students placed among high ability peers in classrooms are 

likely to benefit most from tracking. This literature tends to focus on student outcomes (such as 

test scores) but has spent little attention on one important input: student effort. In this paper, we 

use a lab experiment to study the impact of ability tracking on effort. 

Despite the benefits suggested by Duflo et al. (2011) and others, tracking may also have 

negative impacts on low ability students via effort choices. When students are placed into tracked 

groups, those placed into a low ability tracks can respond by reducing their effort (Jagacinski and 

Nicholls, 1990; Carbonaro, 2005). Jagacinski and Nicholls (1990) find that low ability students 

reduce effort in an attempt to attribute potential failure to low effort, rather than to low ability. In 

addition, students who are told that they are low ability are less likely to continue studying subjects 

past the compulsory level (Brown et al., 2008) suggesting that effort becomes more focused on 

other subjects. These effects may arise from a drop in self-confidence which is shown to be 

experienced by low-ability students (Francis et al., 2019). 

The effort which students exert during their schooling years is often measured by their 

final exam outcomes. Fu and Mehta (2018) show that high ability student outcomes benefit 

significantly from tracking systems, whilst Imberman et al. (2012) demonstrate that outcomes 

benefit from studying alongside high ability peers. However, low ability students often find that 

the quality of their peer group falls under tracking (Epple et al., 2002), and student achievement is 

shown to worsen when studying alongside low ability peers (Imberman et al., 2012). In sum, the 

impact of tracking on outcomes is mixed, suggesting that whilst high ability students benefit from 

tracking (Vardardottir, 2013; Fu and Mehta, 2018) low ability students may be harmed by tracking 

systems (Carbonaro, 2005), especially when studying alongside low ability peers (Imberman et al., 

2012). 

 In many systems, students are placed into ability tracked groups just once during 

schooling; in the UK, students are only able to change between tracks once during secondary 

school. Additionally, ability track placement often determines the maximum grade students can 

 
31 In addition, Rees et al. (1996) show that in 1990, 89.2% of students were reported to be in ability tracked classes 
. 
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achieve in end of school exams.32 When ability tracked groups are fixed, even if low ability students 

work hard they remain in the low ability track. This can cause a loss in motivation when students 

compare themselves to those in the high ability track. 

However, even in restrictive systems, students may be able to move between ability tracked 

groups. For example, UK students are placed into new ability tracked groups when changing 

school or moving into further education; anecdotal evidence also exists of students moving 

between ability tracks after improving performance, though no formal process exists within the 

UK system. We term the movement of a student between ability tracks as ‘retracking’. We define 

‘retracking’ as placing students into new ability group compositions at regular intervals, as opposed 

to the fixed groups which exist in many ability tracked systems. Theoretically, ‘retracking’ 

encourages high ability students to exert effort in order to retain their high ability status and 

provides an incentive for low ability students to exert effort in a bid to move into the higher ability 

track. Our experiment simulates these two types of tracking systems in the lab in order to identify 

the effects on effort choices by low and high ability individuals. 

Our study is implemented as an online laboratory experiment on the prolific.co platform. 

Our experiment consists of a mixed ability baseline and two ability tracking treatments. The 

experiment uses a real effort task to measure effort. In the mixed ability baseline subjects are 

randomly assigned to either a high- or a low-wage group, reflecting a mixed ability group education 

system. In the ability tracking treatments, we manipulate the grouping system: In the first ability 

tracking treatment (referred to as “Tracked Groups”), subjects are placed into either the high or 

low payoff group based on their initial performance in effort task and remain in these groups for 

the remainder of the session. In our second ability tracking treatment (referred to as “Retracked 

Groups”), subjects are placed into new ability tracked groups at the start of each round of the 

effort task based on their performance in the previous round. In addition to this basic setup, we 

also measure motivation, ability, cognitive reflection, and general confidence, along with a standard 

set of demographics. 

The lab constitutes a low-cost way to study this research question, and allows us to control 

other aspects of the educational context so as to focus on the impact on effort, holding all else 

constant. Furthermore, implementing and testing ability tracking in the real world is costly; placing 

students into ability tracked groups requires standardised assessment to compare performance and 

takes up the time of teaching staff. To this end, several studies on ability tracking highlight the 

potential negative impact that it may have on student outcomes. For example Bolukbas and Gur 

(2020) highlight the inequality which may arise from tracked schooling, adding further 

implementation complexities. Our lab setting allows us to abstract away the peer effects 

mechanism; subjects take part in our experiment asynchronously and are only told about the 

performance of their competitors. Therefore, we are able to focus on effort as the mechanism 

which drives differences in responses to our tracking treatments; something which is difficult to 

control in the real-world. 

We find that the second of our two ability tracking treatments (Retracking) increases effort 

provision over the mixed ability group baseline. The first ability tracking treatment yields nominally 

 
32 For example, some UK students are placed into ability-based classes at the start of secondary school aged 12 (based 
on performance in primary school). These same students are again placed into ability-based groups when they begin 
studying toward their GCSEs at the end of year 9 and remain in these classes for the remainder of their secondary 
school experience (a further 2 years). We would define this placing of students into new ability-based groups as 
retracking. 
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higher output, relative to mixed ability, and is significantly lower than the Retracking treatment, 

underlining the importance of repeated ability tracking systems. Critically, we find that increases 

in output are driven by high-ability subjects. Importantly, we do not find evidence that either of 

our two ability tracking systems have negative effects on low ability subjects: output is not 

significantly different relative to the mixed ability baseline. We show that these differences are not 

driven by differences in ability, and we are further able to show that the increase in effort applies 

to all individuals in the high-ability group. Our results provide robust evidence of the positive 

impact of ability tracking on effort provision. 
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3.2 Related Literature 

3.2.1 Impact of Tracking 

Tracking is shown to improve student outcomes at both the Secondary School (Epple et 

al., 2002; Duflo et al., 2011; Vardardottir, 2013) and University (Booij et al., 2017) level. Duflo et 

al., (2011) demonstrate that tracking improves outcomes for both high and low ability students, 

whilst those in the middle of the distribution improve regardless of their classroom assignment. 

Fu and Mehta (2018) also highlight the benefit of tracking in schools; if tracking was banned in 

schools, then the average student outcome would fall. The results in Duflo et al. (2011) are in part 

a result of targeted teaching; teachers are better able to target their teaching when a classroom 

contains similar ability students. In particular, when there are incentives for teachers with high 

student performance, outcomes of low ability students are likely to increase (Duflo et al., 2011). 

These improvements in student outcomes persist past the study period, and outcomes remained 

significantly higher in tracked schools one year later (Duflo et al., 2011). 

In contrast, Vardardottir (2013) finds that increases in student outcomes caused by 

tracking are exclusive to high achieving students; being assigned to the high ability track causes an 

increase in both spring exam and end of year exam results by 0.32 and 0.47 SDs respectively 

(Vardardottir, 2013). Here, the difference between high and low ability tracked students is 

explained by peer effects, suggesting that students in the high ability group benefit from studying 

alongside strong peers (Imberman et al., 2012; Vardardottir, 2013). 

Whilst literature highlights the impact of peer-effects on outcomes in tracking systems, 

further mechanisms exist which are more difficult to measure in a real-world setting. Carbonaro 

(2005) is one of few studies to examine the impact of tracking on effort in the real-world with the 

understanding that measurement of effort is problematic, and largely rely on anecdotal reports 

made by teachers to identify effort provision. Despite measurement issues related to effort 

provision and student outcomes, they find suggestive evidence that tracking positively impacts the 

effort of high-ability students, but has no impact on effort for low-ability students. Our experiment 

allows us to abstract away from potential confounding mechanisms through which tracking 

systems work, such as peer-effects, and provides a reliable measure of effort provision.  

The findings of Vardardottir (2013) suggest that tracking can also cause increases in 

inequality, since outcomes only improve for those in the high ability track. This is significant since 

those in the low ability tracks are more likely to be from disadvantaged backgrounds.33 In line with 

this finding, other studies suggest that tracking increases inequality (Hanushek and Wossmann, 

2006; Brunello and Checci, 2007; Betts, 2011; Bolukbas and Gur, 2020). For example, Hanushek 

and Wossmann (2006) draw attention to the negative impact of tracking on low-ability students, 

which arises from early years tracking decisions, in a cross-country study. In addition, Imberman 

et al. (2012) show that students from all ability levels are harmed when they are placed among low-

ability peers. 

Bolukbas and Gur (2020), inspect the difference between high- and low-ability tracked 

schools in Turkey, and find that the quality of education is significantly lower, and dropout rates 

are significantly higher, in low-ability schools. Interviewed teaching staff indicate that they feel it 

necessary to simplify the curriculum in low-ability schools; the simplification of the material is 

 
33 Evidence suggests that students in disadvantaged primary schools may have a lower academic self-concept (Antecol 
et al., 2014); tracking may reinforce this low self-concept, as low-ability students are told that they are low-ability. 
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likely to result in lower student outcomes (Bolukbas and Gur, 2020). This finding highlights a 

further problem with tracking systems: staff who teach low-ability students may hold prejudice 

and preconceptions about those they are teaching, leading to lower effort and reduced quality of 

teaching. In line with this theory, Antecol et al. (2014) find that teaching performance in better in 

higher-achieving classrooms, and features higher quality lesson implementation. 

Since tracking systems can negatively impact low-ability students, one potential solution is 

to place students into mixed ability classrooms through random assignment. In contrast with the 

findings presented above, Feld and Zolitz (2017) suggest that students in mixed ability classrooms 

benefit from studying alongside higher quality peers; this is important since low-ability students 

see the quality of their peer group decline under tracking (Epple, 2002). Despite this, some 

literature demonstrates how low achieving students can be harmed by studying alongside high 

ability students, especially when there are substantial interactions between classmates (Carman and 

Zhang, 2011; Carrell et al., 2013; Yu, 2020). For example, an increase in the average achievement 

of classroom peers is shown to negatively influence the achievement of low-ability students 

(Antecol et al., 2014); these results can be explained by a model in which student invidiously 

compare themselves. 

Whilst there is considerable literature studying the impact of tracking systems, the impact 

of retracking is significantly understudied. In the real-world studying retracking is difficult, since 

tracking typically only takes place at specific stages of education.34 In some cases retracking is made 

impossible by early years tracking decisions which dictate which subjects a student will study in 

the future. We aim to understand whether tracking systems improve the effort of students, and 

how effort is impacted by frequent tracking opportunities (retracking). Studying these policies in 

the real world is risky since it may directly impact student outcomes, and a lack of data availability 

means that a cross-country analysis is all but impossible. Therefore we propose to study this gap 

in the literature using a laboratory experiment. 

3.2.2 Response to Feedback 

Rank-order feedback is a key feature of our experiment, and provides subjects with 

information about their position within the group. The type of feedback which a student receives 

is important since it can have interacting effects with effort provision within a tracking system; in 

the literature, rank order feedback by itself is shown to improve effort provision (Charness et al., 

2014; Gill et al., 2019). 

Intrinsic motivation is a key factor in the link between rank order feedback and increased 

effort provision. Inherently, intrinsic motivation provides an incentive for people to complete the 

task as the end goal itself, rather than for a pecuniary benefit (Fishbach and Woolley, 2022). 

Charness et al. (2014) suggest that, even under a flat wage, intrinsic motivation is reinforced by 

relative performance feedback and therefore effort provision can increase. Further, evidence that 

a U-shaped effort response to feedback exists; those at the tail ends of the distribution of effort 

have the strongest response to feedback. That is to say, those at the top of the distribution aim to 

retain their high position whilst those at the bottom aim to improve their position (Gill et al., 2019), 

and as a result both increase effort after being shown rank order feedback. 

 
34 As before, retracking in the UK occurs when a student enters secondary school and only takes place once more 
before they finish secondary school. Retracking may also take place as a result of specific decisions made by students, 
such as switching between public schools or switching between public and private school; however since they decisions 
are made by specific students it is difficult to reduce selection biases to a sufficient level. 
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By contrast, in a randomized field experiment, Brade et al. (2020) find that feedback on 

past performance only impacts future performance of those who performed above average. Brade 

et al. (2020) suggest that this is as a result of selective information processing, which leads only 

those who receive “good news” to update their beliefs after receiving feedback. Therefore, those 

with top ranks continue to update their beliefs, whilst those with bottom ranks do not. Similarly, 

Kuhnen and Tymula (2012) draw attention to the fight for dominance which occurs among those 

with top ranks, which improves productivity among those who already have a high level of output. 

Despite these findings, some evidence suggests that feedback may have a negative impact 

of future effort. For example, Gill and Prowse (2012) show that second movers in a tournament 

setting exert less effort when first movers exert more effort; this is a discouragement effect from 

seeing that competition is more difficult (Gill and Prowse, 2012). Gurtler and Harbring (2010) also 

demonstrate a discouragement effect, which results in low ability individuals exerting less effort 

when they receive feedback that the ability gap between them and their competitor is large. In 

addition, feedback about relative performance in a multi-task setting is shown to cause an increase 

in effort in subjects who outperform others but decrease effort in subjects who underperform 

compared to others (Hannan et al., 2013). 

Finally, individuals are shown to actively avoid feedback when it may negatively harm their 

self-image. In Mobius et al. (2011), around 10% of subjects are willing to bid in order to avoid 

receiving noiseless feedback about their performance; Eil and Rao (2011) also find evidence that 

individuals with low expectations about their performance are willing to pay in order to avoid 

feedback. Whilst our setting does not provide an opportunity to pay to avoid feedback, these 

findings are important since they highlight the desire of participants to avoid feedback which does 

not align with their beliefs. 
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3.3 Experimental Design 

3.3.1 Overview 

 We undertake an online lab experiment to examine the impact of ability tracking on effort, 

using a between-subjects design. We measure effort using output in a real effort task (described in 

the next section); subjects take part in 4 rounds of this task during a session, each round lasts for 

two minutes. Below we detail our baseline treatment (mixed ability groups), before exploring the 

manipulations to the grouping system which comprise our ability tracking (and retracking) 

treatments.  

In our baseline, to replicate a mixed ability grouping system in the real world, subjects are 

randomly assigned to either a high wage or a low wage group after they take part in the first round 

of the task. In the real-world setting, which group a student is placed into during their schooling 

can impact school-leaving grades and ultimately life-time earnings. To replicate these differences, 

we incentivise being placed into the high wage group by paying a higher flat-wage for completing 

a round of the task. Note that subjects are paid a flat wage rather than a piece rate; the use of a 

piece rate risks crowding out any treatment effect, as subjects would be incentivised to maximise 

their performance. In our baseline, the existence of high and low wage groupings primarily serves 

to enable comparison to our tracking and retracking treatments. 

In our mixed ability baseline, group placement is not related to subject performance or 

ability and is randomly assigned. Grouping decisions in both of our ability tracking treatments 

depend on performance in the real effort task (described below). In both treatments, subjects are 

placed into either the high or low wage group based on their performance in the first round of the 

real effort task.35 If the subject’s performance places them into the top performers in round 1, then 

they are placed into the blue (high-wage) group. However, if their performance places them in the 

bottom performers in round 1, they are placed into the green (low-wage) group. In the first of our 

ability tracking treatments (Tracked Groups), subjects remain in these groups for the remainder of 

the session regardless of their performance in subsequent rounds. 

The second ability tracking treatment (Retracked Groups) differs as subjects are able to 

move between groups based on performance in each previous round. In this treatment, subjects 

move between groups in each of the subsequent rounds; this means that subjects may both move 

up (from the low wage group into the high wage group), or move down (from the high wage group 

into the low wage group) based on their performance.36 A summary of the baseline and two 

treatments is shown below in Fig. 3.1. 

We believe that the incentive structure used in the tracking and retracking treatments has 

considerable external validity for application to the school environment despite the differences in 

timescale over which the payments are received. In our experiment, subjects receive payment for 

each round of the task that they complete, and subjects with better performance receive higher 

payments (in the tracking and retracking treatments). In contrast, higher performance at high 

school does not often result in immediate payoffs; instead, students may earn higher lifelong wages 

or better career salaries in the future. Despite this, evidence suggests that high school students who 

are provided with more information on the benefits to lifelong earnings from post-compulsory 

 
35 Ties were broken at random. 
36 For example, a subject who has low output in round 1 is likely to be placed into the low wage group during round 
2. However, if the same subject has a very high output in round 2, they may be moved into the high wage group during 
round 3. 
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education are more likely to continue into further education (McGuigan et al., 2016). Furthermore, 

evidence suggests that students also consider differences in career earnings when deciding whether 

to take on loans for university (Boatman et al., 2017). 

In each of our treatments, subjects are asynchronously matched with 7 other subjects who 

have previously taken part in the study (this procedure is further outlined in later sections). Since 

there are two groups, and 8 subjects in total, we place 4 subjects into each group. In our baseline 

these groups are randomly assigned. In our tracking treatment, the score of the subject is ranked 

against 7 randomly chosen opponents (who have previously taken part in the study). If the subject 

is in the top 4 of this ranking they are placed into the blue group, and if they are in the bottom 4 

of think ranking they are placed into the green group. The ranking system in our retracking 

treatment is the same, however this process of ranking the subject against the 7 opponents happens 

between each of the rounds, and subjects are placed into new blue and green group compositions 

based on scores in the past round.  

Figure 3.1 – Experimental design 
 

Treatment Description Number of Subjects 

Mixed Ability Groups 
Randomly assigned, mixed 
ability groups which remain 
fixed throughout. 

62 

Ability Tracked Groups 
Groups based on 1st round 
performance, which remain 
fixed throughout. 

62 

Ability Retracked 
Groups 

Groups based on previous 
round performance, which 
may change between rounds. 

62 

 

 

In all treatments, rank-order feedback is provided to subjects in between each round of 

the task; subjects only receive rank-order feedback about those in the same wage group. For 

example, those in the high wage group only receive information about their placement compared 

to others in the high wage group. 

An outline of the order of tasks throughout the experiment is shown below (Fig. 3.2). 

Throughout the experiment, subjects take part in a real effort task (details below). Our experiment 

begins with an explanation of the task that will follow, during which we ask subjects simple 

questions about the experiment design to ensure that they understand the instructions. Next, 

subjects take part in a 30 second round of the task, allowing subjects to practice the task; no bonus 

payments are earned during this freeform practice. Once subjects understand the task, they take 

place in a 1 minute practice round of the task. We use the performance of subjects in this practice 

round as a measure of their ability at the task. In order for us to accurately measure ability during 

this practice round, we pay a piece rate per correct answer during this paid practice round.37 

Subjects are informed of their performance during this practice round, along with how much they 

have earned. Then, subjects perform the task for one round (which lasts for 3 minutes). As 

previously described, based on their performance in this first round of the task, subjects are placed 

into either the blue (high-wage) or green (low-wage) group. Once these groups have been formed, 

 
37 By using a piece rate we ensure that extrinsic motivation is high and therefore that subjects exert maximum effort 
and reveal their true ability. 
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subjects take part in a further three rounds of the task. In our baseline and tracking treatment, they 

remain in the same groups throughout these rounds of the task. In our retracking treatment, 

subjects may swap between groups in between each of these rounds. Between each round of the 

task, we elicit beliefs about group placement in the following round (based on their performance 

in the previous round). Once subjects have completed these rounds of the task, they take part in 

a survey. Our survey metrics include: a general confidence measure (Ortoleva and Snowberg, 

2015); a portion of the intrinsic motivation inventory (McAuley et al., 1988); an alternate cognitive 

reflection task (Thompson and Oppenheimer, 2016); calculator use in each round; and a series of 

demographics collected from the Prolific.co platform (including gender, age, ethnicity). 

 

 

Figure 3.2 – Experiment outline 

 

 

3.3.2 Effort Task 

 Our task is a simple addition task (based on Niederle and Vesterlund, 2007), in which 

subjects must add three 2-digit numbers together. Our task differs from Niederle and Vesterlund 

(2007) since we require subjects to add fewer numbers together in each question.38 We differ in 

this way in order to ensure a wider distribution of output in each round; our task allows those who 

excel at the task to complete a greater number of problems since our problems are easier to solve. 

In addition, each round in our session lasted for 3 minutes compared with the 5 minutes allowed 

in Niederle and Vesterlund (2007). 

 In order to move on to the next problem a subject must submit a numeric answer in the 

box provided on screen (shown below in Fig. 3.3). Subjects are not required to provide the correct 

answer, and move onto the next three 2-digit number problem on screen regardless of whether 

their previous answer was correct. Subjects are not informed of how many correct answers they 

have submitted during the task, nor are they informed of whether an answer is correct or incorrect 

upon submission. Feedback is only provided between rounds as described above. 

 
38 The addition task used in Niederle and Vesterlund (2007) requires subjects to add five 2-digit numbers together 
before submitting their answer in a box on screen. In contrast, our task requires subjects to add three 2-digit numbers 
together. 
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Subjects were informed that they should “try as hard as possible”, and therefore should 

complete as many questions (sets of three 2-digit numbers) as possible in each 3 minute round. 

The performance of each subject is measured as their output in the task. As explained earlier, in 

our tracking and retracking treatments output in round 1 determines the group which a subject is 

placed into (either the high- or low-wage group). Further in retracking, output in each round 

determines the group placement in the subsequent round. 

The 2-digit numbers shown to subjects during the task were randomly selected for each 

question in the task, and independently for each subject. However, numbers were randomly 

selected between 10-99 and therefore questions are all of similar difficulty. The timer was shown 

on screen, counting down from 3 minutes. Once the timer had run out, subjects were immediately 

taken to a belief elicitation screen followed by a feedback screen. On the feedback screen, subjects 

were only told how many questions they, and the others in their group, answered correctly; subjects 

were not informed of how many questions they answered incorrectly. 

Since our experiment is conducted asynchronously, and using an online platform, we are 

unable to observe whether subject use a calculator whilst taking part in the task. In order to capture 

information about calculator use during the task, we ask subjects to truthfully report whether they 

used a calculator in our survey. Note that subjects have no incentive to lie about calculator use, 

and there are no punishments or incentives related to answers to survey questions. 

 

 

 

 

 

 

Figure 3.3 - Screenshot of the effort task 
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3.3.3 Experimental Procedure 

 Our experimental sessions were run on the Prolific.co platform between 28th October – 

12th November 2021. Whilst we understand that experimental data collected from online platforms 

can have several distinct issues, we are able to gain a more diverse subject pool by undertaking an 

online experiment. By hosting our sessions on Prolific.co we are not only gain access to a more 

diverse subject pool (UK citizens between 18-99), but we are also able to collect a greater number 

of data points.39 

 Subjects took part in the experiment asynchronously, i.e. each subject took part in isolation 

from other subjects. We provide rank-order feedback to subjects whilst they are taking part in the 

asynchronous session; since the session is asynchronous, subjects are not ranked against others 

who are also taking part in a session at the same time, but instead against data collected before 

their session. In order to generate the rank-order style feedback used in our grouping mechanism 

and provided to subjects between rounds, a series of pilot studies were run (similar to Buchan et 

al., 2011). Each of these pilot studies aims to match the incentives of our full study as closely as 

possible. 

 In our first pilot, subjects took part in the task for four rounds. They were not compared 

to any other subjects, took part in the task independently from other subjects, were randomly 

placed into either the high- or low-wage group by themselves, and received no feedback other than 

their own performance in each round. By maintaining the high- and low-wage group structure, we 

created an environment similar to our full experiment. We utilised the data collected from our first 

pilot in order to construct a performance leader board. 

In our second pilot, subjects are informed that their performance will be compared to the 

performance of past participants; the leader board generated using data from pilot 1 is used as a 

comparison. To avoid issues of deception, we made clear that the comparison subjects (from pilot 

1) faced a similar but not identical environment, and explicitly detailed all differences. During pilot 

2, we were able to introduce our treatments since subjects were able to be grouped based on 

comparisons with subjects from pilot 1. 

 Those subjects who participated in pilot 2 faced similar conditions to our full experiment, 

with the exception of the differences between their environment and the environment of those 

who made up the leader board. During pilot 2 we collected data for the baseline (mixed ability 

groups) as well as our tracking and retracking treatments. Whilst the data from pilot 2 could be 

used to generate the leader board for the full study, we go further to minimise the potential impacts 

of generating leader-board data in this way by conducting a third pilot study. 

 In pilot 3 subjects face an almost identical environment to subjects in the full study. The 

leader board which they face is generated using subjects from pilot 2, who faced the same form of 

feedback, and identical pay structure and grouping decisions. Since they constitute a good 

comparison, our final study leader board was generated using performance from subjects who 

took part in pilot 3. 

 
39 Data collection on Prolific.co can be considerably cheaper than an in-person laboratory. Subjects take part in the 
session asynchronously, and therefore are not required to wait for subjects before being able to continue through the 
session; therefore sessions take considerably less time online, costing less. 
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Pilot study data was collected between 28th October – 4th November 2021. 10 data points 

were collected during pilot 1, 30 data points were collected during pilot 2 (10 in each treatment), 

and a further 30 data points were collected during pilot 3 (10 in each treatment). As subjects took 

part in the experiment asynchronously their performance was compared to a leader board which 

was generated from 5 randomly selected pilot 3 subjects from the same treatment. 

Our full experiment sessions took place between 8th – 12th November. Sessions were run 

between 9am – 5pm each day, and subjects were randomly assigned to one of the three treatments 

upon opening the experiment link. Based on prior power calculations, 62 subjects were collected 

for each of the three treatments: a total of 186 subjects. Demographic characteristics of the 

subjects follows in the upcoming data section. 

3.3.4 Data 

 Based on prior power calculations, 62 data points were collected per treatment, for a total 

of 186 subjects. Demographic information was collected from Prolific.co, and includes: age; 

gender; degree holder; student status; and employment status. Table 3.1 (below) includes results 

of comparisons between these demographics, along with our measure of ability, performance in 

the cognitive reflection test and intrinsic motivation inventory, and calculator use throughout the 

experiment. Since subjects were randomly assigned to our control and treatments, we should 

expect no significant differences in the distribution of demographics. 

 In Table 3.1 we see that there are sporadic significant differences between variables when 

comparing specific treatments. Initially we compare our control (randomly assigned groups) to 

tracked groups in column 1; we see significant differences in working status, age, and gender. 

Subjects in tracking were more likely to be working (means = 0.645 (control) vs 0.774 (treatment)), 

were older (33.4 vs 35.4) and also more likely to be male (0.387 vs 0.508) than those in our baseline. 

 In column 2 we once again compare our control, but this time to retracked groups. Here, 

we see significant differences in ability (5.274 vs 5.694), IMI (1.944 vs 2.058) and confidence survey 

responses (0.274 vs 0.194), and age (33.4 vs 35.8). Subjects in retracking have higher ability, are 

more motivated but have less general confidence, and are older than those in our control. 

 Finally, we compare tracking to retracking. Here we only see a significant difference in 

gender (0.508 vs 0.355), where subjects in tracking are significantly more likely to be male than 

those in retracking. Whilst this may indicate that we do not achieve full random assignment into 

treatments, we ensure that our results are robust to demographic differences by including the full 

suite of variables discussed here as control variables in our regressions. 
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Table 3.1 – Balance Table Including Demographic and Survey Response Variables 

 Control Tracked 
Groups 

Retracked 
Groups 

Control vs 
Tracked 

Control vs 
Retracked 

Tracked vs 
Retracked 

 Group Mean T-Test P-Value 
 (1) (2) (3) (4) (5) (6) 

Ability 5.274 
(1.872) 

5.500 
(1.627) 

5.694 
(1.805) 

0.152 0.011** 0.210 

Average 
Calculator Use 

0.391 
(0.456) 

0.383 
(0.456) 

0.464 
(0.480) 

0.844 0.085* 0.056* 

CRT Average 0.435 
(0.279) 

0.478 
(0.332) 

0.435 
(0.259) 

0.119 1.000 0.108 

IMI Average 1.944 
(0.614) 

1.995 
(0.511) 

2.058 
(0.452) 

0.309 0.018** 0.147 

Confidence 0.274 
(0.447) 

0.258 
(0.438) 

0.194 
(0.396) 

0.685 0.034** 0.086* 

Working 0.645 
(0.479) 

0.774 
(0.419) 

0.726 
(0.447) 

0.002*** 0.053* 0.214 

Student 0.263 
(0.441) 

0.288 
(0.454) 

0.224 
(0.418) 

0.548 0.331 0.113 

Degree 0.597 
(0.492) 

0.565 
(0.497) 

0.597 
(0.492) 

0.468 1.000 0.468 

Age 33.371 
(10.290) 

35.419 
(11.314) 

35.839 
(12.915) 

0.035** 0.019** 0.701 

Male 0.387 
(0.488) 

0.508 
(0.501) 

0.355 
(0.479) 

0.007*** 0.458 0.001*** 

N 248 248 248    
Notes: Means of demographic and control variables (1-3), standard errors in parentheses. Two-tailed t-test p-values 

with significance for: control compared to tracked (4); control compared to retracked (5); tracked compared to 

retracked (6). *** p<0.01, ** p<0.05, * p<0.1. 
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3.4 Results 

The experiment is designed to identify the impact of tracking systems on effort. Note that 

while the literature on evaluating the effects of tracking on student outcomes, such as test scores 

(Duflo et al., 2011; Lavy et al., 2012), we use the lab to focus on one outcome: student effort. 

Student outcomes are naturally a function of many different factors including peer effects, 

confidence, effort, learning, teacher impact, etc. The lab allows us to hone in on one important 

input, effort. At the same time, we abstract away from other relevant factors inherent to the 

classroom, which may generate additional effects. In this section, we present the results of our 

analysis, focusing on the impact of Tracking and Retracking on effort. Subjects undertake effort 

in 4 rounds of a real effort task. The control condition randomly assigns individuals to a high-wage 

or a low-wage group after the first round (they keep their assignment for all subsequent rounds). 

The Tracking treatment assigns individuals to a high-wage, or a low-wage group based on 

performance in round 1 (they keep their assignment for all subsequent rounds). The Retracking 

condition assigns individuals to a high- or a low-wage group based on performance in rounds 1, 

2, and 3.  

We find that Retracking (in particular) increases effort, and that this increase comes from 

individuals that are placed in the high wage group. Importantly, we find no evidence of detrimental 

effects of tracking on individuals placed in the low wage group.40 In addition, we conduct some 

exploratory analysis to identify mechanisms. Specifically, we ask whether the increase in effort is 

driven by subject rankings. Gill et al. (2019) identify a first-place loving effect where those 

individuals ranked first work harder to maintain their rankings. We find that our results are not 

driven by any effects of rankings: subjects placed in the high-wage group increase their effort 

regardless of where they get ranked.  

3.4.1 Effects of Tracking on Effort 

Our first bit of analysis focuses on the impact of the tracking treatments on output (effort). 

We begin with measuring total output as the total number of correct answers in the number-adding 

task across all rounds. We estimate the impact of our two types of tracking systems on output: (1) 

baseline; (2) Tracked; and (3) Retracked. Figure 4 displays a jittered strip-plot of total output by 

treatment across all 4 rounds of the task. We find that output is significantly greater in the 

Retracked treatment (two tailed t-test: p<0.01) but not in the Tracked treatment (p=0.37), relative 

to the control. Further to this, we find that output is significantly higher in the Retracked treatment 

relative to the Tracked treatment (p<0.05). This shows that tracking systems affect output, but 

only when Retracking is available, rather than when students are tracked once. 

 
 
 
 
 
 
 

 
40 Note that since our baseline contains mixed ability groups, the effects we detail above may simply be mechanical. 
That is, since tracking sorts individuals on ability, they would be of higher average ability in tracking relative to the 
baseline. To rule this out as a potential explanation of our findings, we offer a series of robustness tests to show that 
the increase in output stems from differences in effort, not ability.  
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Figure 3.4 - Jittered strip plot of total output by treatment  
 

 
Notes: Total output is the sum of output in rounds 1-4. Box plots show 25th-75th percentiles and median, thin added 
line shows mean. Each circle represents the total output of one subject. 

 

One important reason for the differences in output may be due to subject ability. We 

control for this, as well as other factors, in the regressions below. Model 1 in Table 3.2 estimates 

the impact of the Tracking and Retracking treatments on total output. Model 2 includes control 

variables for game specific differences, including ability (as measured by performance in the 

incentivized practice round), calculator use during the task, attentiveness (as measured by the 

average score in the cognitive reflection test), and task-based motivation (intrinsic motivation 

inventory). Finally, in Model 3 we control for our full suite of demographics (gender, age, 

education, and employment status).  

Table 3.2 confirms the findings from the strip plot: total output is significantly greater in 

the Retracked treatment, relative to the control (mixed ability; p<0.05); in our retracking treatment, 

output was close to 5.7 questions more over the course of the experiment than those in the 

baseline. Additional results confirm that total output is significantly greater in the Retracked 

treatment relative to the Tracked treatment (p<0.1 under Model 3 – Appendix Table 3.1). Note 

that in our regression results, there are no significant differences between total output in Tracked 

systems relative to the control. In addition to the effects of treatment, Table 3.2 further shows 

significantly greater total output by subjects with higher ability, by those using calculators, those 

that were more attentive (higher scores on the cognitive reflection test), and are more intrinsically 

motivated. These results are not surprising, since greater motivation, ability and calculator use all 

enable a subject to perform better in the real-effort task. 

 

 



107 
 

 

 

Table 3.2 – The impact of tracking on output 
 

 (1) (2) (3) 
Dependent variable: Total Output Model 1 Model 2 Model 3 

    
Tracked Groups 3.484 0.593 0.841 
 (4.043) (2.432) (2.555) 
Retracked Groups 8.468** 5.038** 5.739** 
 (4.043) (2.448) (2.549) 
Ability  8.243*** 8.131*** 
  (0.593) (0.612) 
Calculator Use  12.36*** 11.05*** 
(Use = 1)  (2.183) (2.363) 
Cognitive Reflection Task Average  12.49*** 10.77*** 
  (3.589) (3.818) 
Motivation  7.602*** 7.013*** 
  (1.910) (1.984) 
Working Status   0.593 
(Working = 1)   (2.482) 
Student Status   0.884 
(Student = 1)   (2.688) 
Has a Degree   2.139 
(Degree = 1)   (2.156) 
Age   -0.090 
(In Years)   (0.103) 
Gender   0.412 
(Male = 1)   (2.269) 
Constant 74.77*** 3.558 7.595 
 (2.859) (5.071) (6.832) 
    
Observations 186 186 173 
R-squared 0.024 0.657 0.664 

Notes: OLS regression with dependent variable as total (sum of) output across 4 rounds of real effort task; the main 
independent variable is a categorical dummy representing the treatment group. Standard errors in parentheses. (*** 
p<0.01, ** p<0.05, * p<0.1). 

 

The table above shows that output is higher for subjects in the Retracked treatment relative 
to the control, and to the Tracked treatment. Overall, the Retracked treatment increases subject 
effort (close to 5.7 questions throughout the experiment), though we do not observe a similar 
effect for the Tracked treatment. However, recall that in the Tracked treatment, subjects remain 
in the same ability group beyond on the first round, and hence have lower incentives to continue 
to exert effort beyond the first round. The next subsection focuses on output across rounds.  

 
3.4.2 The Evolution of Output 

The next question is how output differs over rounds. The Tracked treatment used output 

in the first round to assign people to the high and low wage groups for the rest of the treatment. 

The Retracked treatment used output in each of the first three rounds to assign people to the high 

and low wage groups for the next round. The baseline condition gives subjects little incentive to 
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exert effort, since effort has no bearing on assignment to the high or low wage groups (and hence, 

on earnings). We might reasonably expect effort to be higher (relative to the control) in the first 

round for both the Tracked and Retracked treatments, and then effort to be higher in just the 

Retracked treatment for rounds 2 and 3. Hence, effort overall may be higher in the Retracking 

treatment simply because a greater proportion of the rounds are relevant for earnings. To test to 

see if this is the case, we study output in each round separately.  

In Table 3.3, we report OLS regressions using the same specification as in model 3 (all 
controls) in Table 3.2 above but run separately for each round of the task. Model I reports results 
for round 1 and so on. The results confirm the findings earlier, across all rounds where effort is 
incentivized by the Retracking treatment, subject output is significantly higher (p<0.05). We see 
that subjects in the Retracked treatment answered close to 1.5 questions in the first round, 1.7 
questions in the second round, and 2.2 questions in the third round, more than subjects in the 
baseline treatment. We see a significant and positive difference in output for all rounds bar the 
fourth in our Retracked condition, relative to the baseline. 
 

Table 3.3 – Treatment Effects on Output (by Round) 
 

 (1) (2) (3) (4) 
Dependent variable: 
Output in Round 

Round 1 Round 2 Round 3 Round 4 

     
Tracked Groups 0.658 0.371 0.660 -0.848 
 (0.661) (0.738) (0.729) (0.752) 
Retracked Groups 1.545** 1.744** 2.202*** 0.247 
 (0.660) (0.736) (0.727) (0.750) 
Ability 2.132*** 2.123*** 1.852*** 2.024*** 
 (0.158) (0.177) (0.174) (0.180) 
Calculator Use 2.343*** 2.349*** 2.953*** 3.408*** 
 (0.611) (0.683) (0.674) (0.695) 
CRT Average 2.170** 2.545** 3.191*** 2.869** 
 (0.988) (1.103) (1.089) (1.124) 
IMI Average 1.563*** 1.690*** 1.205** 2.556*** 
 (0.513) (0.573) (0.566) (0.584) 
Working Status 0.136 0.506 0.0673 -0.115 
 (0.642) (0.717) (0.708) (0.730) 
Student Status -0.372 0.467 0.532 0.257 
 (0.696) (0.777) (0.767) (0.791) 
Has a Degree 0.249 0.518 0.514 0.857 
 (0.558) (0.623) (0.615) (0.635) 
Age -0.029 -0.027 -0.033 -0.002 
 (0.027) (0.030) (0.029) (0.030) 
Gender 0.053 -0.298 0.303 0.355 
 (0.587) (0.656) (0.647) (0.668) 
Constant 1.384 1.479 3.991** 0.741 
 (1.768) (1.974) (1.948) (2.011) 
     
Observations 173 173 173 173 
R-squared 0.649 0.609 0.585 0.606 

Notes: OLS regression with dependent variable as output in each of the 4 rounds of real effort task; the main 
independent variable is a categorical dummy representing the treatment group. Standard errors in parentheses. (*** 
p<0.01, ** p<0.05, * p<0.1). 
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We find that Retracking increases effort, but find no similar impact of the Tracked 
treatment, relative to the baseline. Moreover, effort in the Retracking treatment is significantly 
higher than in the Tracking treatment across rounds 2 and 3 (p<0.1 and p<0.05 respectively), but 
not in round 1 (p=0.183). There are no significant differences in rounds 1 and 4 output between 
our Tracking and Retracking treatments; this is expected, since incentives are identical between 
the two conditions in rounds 1 and 4, but differ in rounds 2 and 3. Overall, we conclude that 
tracking systems increase subject effort, but these effects are contained wholly within the rounds 
where they are payoff relevant. The next section looks at differences in effort between the high 
and low ability groups. 
 
3.4.3 Effort Differences by Group Assignment  

A natural split in our data is the ability groups which subjects were placed into. During the 
session, each subject was placed into either the low-wage (green) group or the high-wage (blue) 
group starting at round 2.41 In the baseline, both the low- and high-wage groups contain mixed 
ability subjects. However, in the two tracking treatments the group composition is determined by 
performance: the top 3 performers (in round 1) are assigned to the high-wage group, while the 
bottom 3 performers are assigned to the low-wage group.42 

 
In Table 3.4 we present OLS regressions for two wage groups separately (sub-samples: 

high-wage (columns 1-3) and low-wage (columns 4-6) group members).43 In the high-wage group, 

we find that effort in rounds 2, 3 and 4 is significantly greater in the Retracked treatment relative 

to the control; close to 2.5 questions extra in rounds 1 and 3, and 3.8 questions in round 2. Further 

testing also highlights differences in effort between the Tracked and Retracked treatment for the 

high-wage group (Appendix Table 3.2). We find no significant differences in effort in the Tracked 

treatment relative to the control. 

Interestingly, effort is nominally, but not significantly, lower in the tracking treatments 

relative to the control, for the low-wage groups. In rounds where effort is payoff relevant for the 

Retracking treatment, effort is not significantly different across the three conditions. This suggests 

that subjects assigned to the low-wage group do not reduce their effort in response to treatment.44 

Hence, the overall positive impact of retracking on output stems from subjects assigned to the 

high-wage group increasing their effort, but with no significant decrease observed in the low-wage 

group. Overall, this suggests that one additional benefit of tracking systems (specifically 

Retracking) is that it improves overall outcomes through an increase in effort from high-ability 

individuals, with no appreciable decrease in effort from low-ability individuals.  

 
 

 
41 Since subjects are not placed into ability groupings until the start of round 2, we exclude round 1 from our ability 
sub-group analysis. 
42 There are inherent differences in group composition between the randomly assigned treatment and the Tracking 
and Retracking treatments. The randomly assigned treatment groups contain mixed ability subjects, therefore the top 
performing subject could still be randomly placed into the low-wage group. This cannot happen in other treatments 
since groups are created based on performance. Whilst our estimates provide some control for this by using our 
measure of ability as a secondary independent variable, we provide further robustness checks on this issue later in the 
section. 
43 Analysis for round 1 is excluded, since subjects had not yet been placed into groups. 
44 Note that effort is significantly lower in both the Tracked and Retracked treatments, relative to the control, in round 
4; this is caused by an increase in round 4 effort in the control, rather than a decrease in effort in either condition 
(Appendix Figure 2). It is unclear why effort is increasing in the control in round 4 however. 
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Table 3.4 – Treatment Effects on Effort (by Round and Group) 
 

 (1) (2) (3) (4) (5) (6) 
 High-Wage Group Low-Wage Group 
Output in Round Round 2 Round 3 Round 4 Round 2 Round 3 Round 4 

       
Tracked Groups 0.667 

(1.073) 
1.580 

(1.093) 
0.298 

(1.059) 
-0.914 
(0.944) 

-1.022 
(0.919) 

-2.895*** 
(0.973) 

Retracked Groups 2.423** 
(1.079) 

3.827*** 
(1.126) 

2.570** 
(1.109) 

-0.400 
(0.957) 

-0.480 
(0.893) 

-2.943*** 
(0.924) 

Ability 1.942*** 1.533*** 1.827*** 1.914*** 1.514*** 1.558*** 
 (0.265) (0.279) (0.263) (0.260) (0.249) (0.254) 
Constant 5.894* 6.353** 0.540 3.791 6.756*** 5.529** 
 (2.990) (3.091) (2.965) (2.631) (2.388) (2.542) 
       
Controls Yes Yes Yes Yes Yes Yes 
       
Observations 99 97 94 74 76 79 
R-squared 0.574 0.556 0.611 0.598 0.544 0.585 

Notes: OLS regression with dependent variable as output rounds 2, 3 and 4 of the real effort task; the main 
independent variable is a categorical dummy representing the treatment group. High-wage group analysis is shown in 
columns 1-3, and low-wage group analysis is shown in columns 4-6. Standard errors in parentheses. Controls included 
are the full suite of controls included in Model 3 (Table 3.2). (*** p<0.01, ** p<0.05, * p<0.1). 

 

3.4.4 Additional Robustness Checks 

Note that the differences we highlight above (higher output by individuals in the high-

wage group in the Retracking treatment) may simply be mechanical, in that the high-wage group 

contains high ability individuals in the tracking treatments, and mixed ability subjects in the control. 

Despite controlling for ability, it may be argued that our findings are the result of different 

grouping systems. We tackle this issue by, ex-post, ranking subjects from the control and artificially 

constructing groups based on performance. Specifically, we construct artificial high-wage groups 

in the control by assigning high ability subjects to the high-wage (blue) group. This means that the 

high-wage group in the control now contains high-ability individuals (whereas earlier, it contained 

mixed ability individuals). Columns 1-3 in Table 3.5 present the results of this analysis. We find a 

significant impact of the Retracking treatment on effort, relative to the control, even when subjects 

in the control condition are now all high ability. 

The table below shows that the results of the effects of Retracking on effort remain the 

same when redefining the groups in the control condition to rule out the possibility that lower 

ability individuals assigned to the high-wage group are driving our results. One further issue is that 

in the control condition, individuals are randomly assigned to high- or low-wage groups, meaning 

that some high ability individuals get assigned to a low-wage group. In columns 1-3 we resort them 

based on ability such that high ability individuals are now placed into the high-wage group 
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regardless of their actual wage. Since the low wage could have an effect on output, we next 

construct high-wage groups based on just those subjects that were both high ability, and assigned 

to a high-wage group. This reduces the number of observations in the control (and thus, power). 

In columns 4-6 of Table 3.5, we present the results of this analysis. We find that the effect of 

Retracking remains positive and significant, indicating that the effect of Retracking on effort is not 

explained by the way the groups were constructed in the control. Finally, we undertaken an 

identical exercise for the low-wage group, and confirm our findings of no significant effects of 

either of the tracking treatments on effort. Hence, the positive effects of tracking on the high-

wage group are not offset by a negative effect on the low-wage group, yielding a positive impact 

of tracking on effort overall. The results for the low-wage group can be found in Appendix Table 

3.3.  

Table 3.5 – Treatment effects on effort (by round) – High-wage group only  
 

 (1) (2) (3) (4) (5) (6) 
 Resorted Groups Resorted Groups and Correct Wage 
Output in Round Round 2 Round 3 Round 4 Round 2 Round 3 Round 4 

       
Tracked Groups 0.440 

(1.016) 
1.205 

(0.960) 
0.306 

(0.929) 
0.014 

(1.168) 
1.580 

(1.093) 
0.298 

(1.059) 
Retracked Groups 2.244** 

(1.020) 
3.430*** 
(0.245) 

2.617*** 
(0.976) 

1.765 
(1.173) 

3.827*** 
(1.126) 

2.570** 
(1.109) 

Ability 1.667*** 1.621*** 1.783*** 1.702*** 1.533*** 1.827*** 
 (0.251) (0.245) (0.233) (0.277) (0.279) (0.263) 
Constant 5.088 5.358* 0.371 7.389** 6.353** 0.540 
 (3.348) (2.838) (2.723) (3.641) (3.091) (2.965) 
       
Controls Yes Yes Yes Yes Yes Yes 
       
Observations 97 105 102 89 97 94 
R-squared 0.469 0.570 00.619 0.447 0.556 0.611 

Notes: OLS regression with dependent variable as output rounds 2, 3 and 4 of real effort task, and the main 
independent variable as a categorical dummy representing the treatment group. Ex-post resorted high-wage group 
analysis is shown in columns 1-3, and ex-post resorted and restricted (only those also from the high-wage group during 
the session) high-wage group analysis is shown in columns 4-6. Standard errors in parentheses. Controls include the 
full suite of controls included in Model 3 (Table 1). (*** p<0.01, ** p<0.05, * p<0.1). 

 

3.4.5 A Note on Mechanisms 

We find that effort is significantly greater in the high-wage group under the Retracking 

treatment. We now turn our attention to a potential mechanism. We explore the presence of a 

first-place loving effect (Gill et al., 2019) to see if being ranked in first place drives the increase in 

effort amongst our subjects. We restrict our analysis to the high-wage groups. In Figure 3.5.a we 

display effort in each round for subjects who were ranked 1st in the high-wage group in the previous 

round. We show that effort is significantly higher in rounds 2, 3 and 4 for those ranked first in the 

high-wage group in a Retracking system (p<0.05; p<0.01; p<0.05). compared with the control. We 

confirm this result using regressions (reported in Appendix Table 3.4 columns 1-3). 



112 
 

As a result of our asynchronous design, estimation of a treatment effect for those ranked 

2nd or 3rd in the high-wage is biased due to small sample size.45 In Figure 3.5.b we show the effort 

exerted by a pooled sub-sample of subjects who were either ranked 2nd or 3rd in the high-wage 

group. Here we find significantly greater output for those ranked 2nd or 3rd in the high-wage group 

under Retracking systems in rounds 2 and 3 (p<0.05; p<0.05), relative to the control (Appendix 

Table 3.4, columns 4-6). Overall, we find that all subjects in the high-wage group increased their 

effort in response to the Retracking treatment, not just those ranked in first place. 

Figure 3.5.a (left) and Figure 3.5.b (right) – Output in rounds 2, 3 and 4 for those shown 
rank 1 in previous round (3.5.a) and those shown rank 2 or 3 in the previous round 

(3.5.b). 
 

 
Notes: Mixed ability group treatment (blue), ability tracked groups (red), ability retracked groups (green). Error bars 

show 95% confidence intervals. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
45 Participants were ranked compared to a randomly selected, but previously generated, leaderboard. Therefore, we 
do not have a balanced panel of subjects across ranks. 
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3.5 Conclusion 

 Ability tracking is a prominent feature of education systems around the world, including 

more than 95% of classrooms in the USA (Fu and Mehta, 2018). Tracked classrooms may allow 

teachers to target the material to a group of similar students (Duflo et al., 2012), and additionally 

benefits high-ability students who study among others of high-ability (Imberman et al., 2012; 

Vardardottir, 2013). Despite this, tracking is shown to increase inequality as low-ability students 

suffer whilst studying alongside low-ability peers (Hanushek and Wossman, 2006; Imberman et al., 

2012). These negative effects are less likely to occur in a mixed ability group system where low-

ability students study among higher-ability peers (Feld and Zoltz, 2017). Nevertheless, evidence 

on the effects of ability tracking on student effort is thin. To study this, and to control for 

confounding effects, we conduct a lab experiment where we replicate the core aspects of ability 

tracking: group assignment based on ability. We implement two types of ability tracking, one where 

subjects are tracked once (Tracked Groups), and another where subjects are tracked multiple times. 

We find that the effects of ability tracking on effort are positive for high ability individuals, but 

find no evidence of any negative impacts for low ability individuals. Hence, the overall effects of 

ability tracking (and specifically, Retracking) are positive. This corresponds to inequality, however, 

given that high ability subjects fare better when placed with their peers, even when peer effects are 

not possible. This occurs because individuals that are placed in high ability groups increase their 

effort levels to maintain their place in the high ability group.   

The literature goes a long way in identifying peer effects as the main mechanism through 

which tracking brings about change. However, we cleanly identify another mechanism which is 

difficult to measure in the real-world: effort. In an experimental setting, we examine the impact of 

tracking, and retracking, on effort. Our results show that retracking provides a pareto-

improvement in effort provision, over both our mixed ability baseline and our tracking treatment. 

We go further to provide evidence that the effort improvements in the retracking condition are 

driven by subjects in the high-wage group. Finally, through an ex-post re-sorting of subjects in our 

mixed ability baseline, we demonstrate that increases in effort provision are not as a result of the 

group formation. Our results carry important implications for structuring tracking systems and 

serve as a useful guide for policymakers.  
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3.6 Appendix  
 

Appendix Table 3.1 – The Impact of Retracking Systems on Total Effort 
 

 (1) (2) (3) 
Total Output Model 1 Model 2 Model 3 

    
Retracked Groups 4.984 4.274* 4.847* 
 (4.133) (2.529) (2.691) 
Ability  9.104*** 9.065*** 
  (0.755) (0.788) 
Calculator Use  12.13*** 11.40*** 
  (2.739) (3.072) 
CRT Average  12.54*** 11.10** 
  (4.347) (4.660) 
IMI Average  7.406*** 6.061** 
  (2.664) (2.807) 
Working Status   1.187 
   (3.392) 
Student Status   0.0499 
   (3.577) 
Has a Degree   0.812 
   (2.783) 
Age   -0.138 
   (0.126) 
Gender   1.262 
   (2.917) 
Constant 78.26*** -0.0775 6.661 
 (2.922) (6.754) (9.676) 
    
Observations 124 124 116 
R-squared 0.012 0.650 0.660 

Notes: OLS regression with dependent variable as total output across 4 rounds of real effort task and the main 
independent variable as a categorical dummy representing the treatment group. Our Tracked condition is taken as the 
baseline for our Retracked condition. (*** p<0.01, ** p<0.05, * p<0.1). 
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Appendix Table 3.2 – Effort in Rounds 2, 3 and 4 for the High-Wage (1-3) and Low-
Wage (4-6) Group  

 

 (1) (2) (3) (4) (5) (6) 
 High-Wage Group Low-Wage Group 
Effort in Round Round 2 Round 3 Round 4 Round 2 Round 3 Round 4 

       
Retracked Groups 1.855** 2.185** 2.262** 1.033 0.953 0.151 
 (0.903) (0.982) (0.989) (1.216) (1.040) (1.226) 
Ability 1.903*** 1.414*** 1.825*** 1.779*** 1.246*** 1.706*** 
 (0.322) (0.367) (0.337) (0.423) (0.379) (0.404) 
Constant 7.345* 13.53*** -0.363 5.995 6.617* 4.277 
 (4.028) (4.479) (4.258) (4.437) (3.507) (3.921) 
       
Controls Yes Yes Yes Yes Yes Yes 
       
Observations 73 71 68 43 45 48 
R-squared 0.489 0.424 0.542 0.456 0.396 0.415 

Notes: OLS regression with dependent variable as output rounds 2, 3 and 4 of real effort task, and the main 
independent variable as a categorical dummy representing the treatment group. Our Tracked conditions is taken as 
the baseline for our Retracked conditions. High-wage group analysis is shown in columns 1-3, and low-wage group 
analysis is shown in columns 4-6. Standard errors in parentheses. Controls include the full suite of controls included 
in Model 3 (Table 1). (*** p<0.01, ** p<0.05, * p<0.1). 
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Appendix Table 3.3 – Output in Rounds 2, 3 and 4 for Ex-Post Resorted Low-Wage 
Group 

 

 (1) (2) (3) (4) (5) (6) 
 Resorted Groups Resorted Groups and Correct Wage 
Output in Round Round 2 Round 3 Round 4 Round 2 Round 3 Round 4 

       
Tracked Groups -0.724 -0.493 -2.436** -0.720 -0.561 -2.846*** 
 (1.060) (0.906) (1.000) (0.981) (0.902) (1.037) 
Retracked Groups 0.405 0.631 -1.872* 0.097 0.323 -2.658** 
 (1.081) (0.887) (0.973) (1.013) (0.897) (1.026) 
Ability 1.675*** 1.100*** 1.460*** 1.577*** 0.937*** 1.410*** 
 (0.338) (0.285) (0.300) (0.307) (0.282) (0.307) 
       
Constant 4.773* 6.031*** 5.305** 6.219** 9.460*** 7.327** 
 (2.697) (2.184) (2.404) (2.841) (2.403) (2.767) 
       
Controls Yes Yes Yes Yes Yes Yes 
       
Observations 76 78 81 66 68 71 
R-squared 0.440 0.466 0.493 0.458 0.400 0.467 

Notes: OLS regression with dependent variable as output rounds 2, 3 and 4 of real effort task, and the main 
independent variable as a categorical dummy representing the treatment group. Ex-post resorted low-wage group 
analysis is shown in columns 1-3, and ex-post resorted and restricted (only those also from the low-wage group during 
the session) low-wage group analysis is shown in columns 4-6. Standard errors in parentheses. Controls include the 
full suite of controls included in Model 3 (Table 1). (*** p<0.01, ** p<0.05, * p<0.1). 
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Appendix Table 3.4 – Effort in Each Round for High-Wage Group Subjects Ranked 1st In 
Previous Round (1-3) and Ranked 2nd or 3rd In Previous Round (4-6) 

 

 (1) (2) (3)  (4) (5) (6) 
Output in Round Round 2 Round 3 Round 4 Output in 

Round 
Round 2 Round 3 Round 4 

 Ranked 1st In Previous Round  Ranked 2nd/3rd in Previous Round 

        
Tracked Groups -0.529 

(1.432) 
0.990 

(1.480) 
0.937 

(1.545) 
Tracked 
Groups 

1.335 
(1.627) 

1.682 
(1.488) 

-0.608 
(1.424) 

Retracked Groups 3.750** 
(1.669) 

4.899*** 
(1.559) 

3.940** 
(1.615) 

Retracked 
Groups 

3.552** 
(1.578) 

3.021** 
(1.426) 

2.612 
(1.554) 

Constant 9.642* 15.19*** 4.990 Constant 7.403* 0.122 2.714 
 (5.107) (5.174) (5.439)  (3.737) (3.530) (3.797) 
        
Controls Yes Yes Yes Controls Yes Yes Yes 
        
Observations 47 53 40 Observations 52 46 54 
R-squared 0.585 0.436 0.604 R-squared 0.634 0.747 0.626 

Notes: OLS regression with dependent variable as output rounds 2, 3 and 4 of real effort task, and the main 
independent variable as a categorical dummy representing the treatment group. Our Tracked conditions is taken as 
the baseline for our Retracked conditions. Subjects ranked 1st in previous round in columns 1-3, and subjects ranked 
2nd or 3rd in previous round in columns 4-6. Standard errors in parentheses. Controls include the full suite of controls 
included in Model 3 (Table 3.1). (*** p<0.01, ** p<0.05, * p<0.1). 
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Appendix 3 - Chapter 3 Experimental Protocol 

Before Data Collection 

- The experiment is hosted on a Heroku server 

o The hosted server should have 1 of each type of agent, and a reset Postgres at the 

start of data collection 

o The experimenter is responsible for ensuring that the server is hosted correctly at 

the start of each day of data collection 

- Data may only be collected between the times: (9:00am) – (5:00pm), so please ensure that 

it is currently between these times of day. 

During Data Collection 

- When data collection has started, subjects will join the experiment via the Prolific.co 

platform. 

- Due to server constraints, no more than 10 spaces should be opened on the Prolific.co 

platform at any time. Once 10 people have joined the server, the experimenter must wait 

for them to all finish before opening a further 10 spaces for the next set of subjects to take 

part in the experiment. 

- The experimenter is responsible for maintaining the Prolific.co account during times that 

the experiment is running. This means that they must check for incoming messages at least 

every 5 minutes for subjects who are messaging to say that they are having difficulties. 

- The time and date for a player entering and leaving the experiment is now coded into the 

experiment data output, but should still be collected by the experimenter for cross 

validation. 

- If a subject is disconnected from the server, or the server crashes and all subjects are 

disconnected, then the experimenter must message the subjects in question and provide 

them with a rejoining link which is specific to their Prolific.co ID. This is provided in the 

oTree server, but it is important that the experimenter is aware of which ID links to which 

channel in the server. 

- If a subject “times out” on Prolific.co, meaning they have taken too long to finish the 

experiment, then they must be removed from the server and their data must be dropped 

from the final dataset. 

- Once 15 subjects have finished the task, before allowing a further 15 subjects to enter the 

server, the experimenter must download the current form of the datasets through the 

oTree server and save using the format DDMMYY_numofsubjectscollected_initialofexperimenter 

– i.e., 101022_160subjects_jm 

After Data Collection 

- At the end of each day of data collection, the experimenter is responsible for storing a 

separate dataset containing the full data which has been collected on that specific day. This 

should follow the same format as above. 

o A backup of this dataset should also be created in a separate directory. 

- The experimenter must cross validate these with the bonus payment variable generated by 

the oTree code, and store these in a separate excel document. These will be paid once all 

data is collected. 
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Annex 
Annex 1 – Chapter 2 Instructions for the Experiment  

 

 

{If the participant does not consent to the study – No back button so that they cannot continue 

with the study} 

 

 

 

 



120 
 

[Otherwise if they do consent to the study} 

 

 

 

 

 

 

 

 

 

 

 

 



121 
 

[TREATMENT 1 – SIMPLE ADDITION] 
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[TREATMENT 2 – SIMPLE SUBTRACTION] 
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[TREATMENT 3 – COMPLEX ADDITION] 
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[TREATMENT 4 – COMPLEX SUBTRACTION] 
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[TREATMENT 1 – SIMPLE ADDITION] 
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[TREATMENT 2 – SIMPLE SUBTRACTION] 
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[TREATMENT 3 – COMPLEX ADDITION] 
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[TREATMENT 4 – COMPLEX SUBTRACTION] 
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TASK PAGE IS SHOWN AGAIN HERE 
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Annex 2 – Chapter 3 Instructions for the Experiment 

General Information 

Thank you for agreeing to take part in this Prolific study. The study is being run by 

researchers at the University of East Anglia. Any data which is collected about your 

participation in the study will be anonymous, and will not be linked to you in any 

way. 

If you have any concerns at any time during the study, or would like to withdraw 

from the study, you may contact the lead researcher James Merewood, by sending 

an email to (j.merewood@uea.ac.uk) . Please note that if you withdraw from the 

study you will not receive payment for your participation. 

The study you are about to take part in has received approval from the School of 

Economics Research Ethics Committee at the University of East Anglia. If you would 

like to make a formal complaint please contact the chair of the Research Ethics 

Committee Dr. David Hugh-Jones (d.hugh-jones@uea.ac.uk). 

Please enter your Prolific ID in the box below. 

Consent Form 

Please carefully read the information below, and check the box at the bottom of the screen to 

provide your consent and would like to continue taking part in the study. If you do not 

provide consent, please return to Prolific and mark this study as 'Returned'. 

(1) I am at least 18 years old. 

(2) My participation in this study is voluntary, and I will have the opportunity to earn bonus 

payments based on my decisions during the study. 

(3) I understand that data generated by my participation in this study will be analysed by 

researchers at the University of East Anglia, and will be stored in accordance with the 

University of East Anglia data protection guidelines. 

(4) Anonymised data generated by my participation in this study may be used for research 

purposes, which includes being shared with other researchers. 

(5) The researcher will collect my anonymised demographic information which I have 

previously provided to Prolific, and which will be linked to data generated by my 

participation in this study. 
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Overview 

The study takes an average of 45 minutes to complete. 

You may use a calculator during the study. Please report truthfully at the end of 

the study whether you used a calculator. 

 

 

Stages of the Session 

There will be a total of 4 parts to this study, which we will refer to as Stages. The 

instructions for each Stage will be provided once you get to each Stage. 

In each Stage you will have the opportunity to earn bonus payments. The final bonus 

payment will be the sum of the bonus payments you have earned in all Stages. 
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How Will I Be Paid? 

You will receive £3.75 for completing the study. 

Throughout the study, you will earn tokens which will determine your bonus payment. 

Each token you earn will be worth £0.01. 

Any bonus payments which you earn will be paid within 21 days after the study has 

concluded. 

 

 

Attention Checks 

Please note that there will be several attention checks during the study, which are 

meant to test whether you are paying attention. 

If you fail to correctly answer two or more attention checks then your submission 

may be rejected, and you may not be paid. 
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Part 1 - Number-adding Task 

 

In the session, you will have the opportunity to earn bonus payments. These payments 

will be generated by participating in a Number-adding task as described below. As this 

may be your first time performing such a task, there are detailed instructions provided 

below, and a chance for you to practice the task to ensure that you will do well. 

The task consists of three numbers shown on screen. You will need to add all three 

numbers together, and type your answer into the box provided. Once you are happy 

with your answer, you will click on the submit button, and your response will be 

recorded. Then you will be shown another three numbers, and you will be expected to 

repeat the task. 

An example is shown below. 

In the example above, you will need to add the three numbers together (34 + 67 + 23 

= 124) and type the answer (124) into the box provided. 

If you would like to see additional examples, please click the grey button below. 

Otherwise please click 'next' to continue. 

 

Practice Task 

Now you will be given an opportunity to practise the task for 30 seconds. 

Please note that you will not earn a bonus payment based on your performance 

during this free-form practice. The purpose of the free-form practice is for you to 

have an opportunity to become familiar with the task. Please click on the begin 

button to start free-form practise. 

Please note that once you begin free-form practise, you will not be able to pause it. 

Please make sure that you are ready to proceed. 
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General Information - Paid Practise 
 

Thank you for completing the free-form practice. Before we begin the Stages, you have 

the opportunity to practice the task once more for 30 seconds. 

However, this time you will be paid 2 tokens per correct answer. It is important to note 

that you will earn money for correct answers, but will not lose money for incorrect 

answers. Note further that during the task itself, you will not be told if your answer is 

correct or incorrect. 

On the next screen you will be asked a series of comprehension questions regarding 

the task. It is important that you answer all the questions correctly before you can 

proceed. 
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Comprehension Test 

 

 

If you answer any of the questions incorrectly, you will be returned to the start of the 

instructions. Please read the instructions carefully and try to answer the questions 

again. 

Question 1 

What is the name of the task? 

• Investment Task 

• Number-adding Task 

• Number Subtraction Task 

• Sudoku Task 

Question 2 

How much you be paid for your performance in the task during the practise stage? 

• 5 tokens per answer regardless of whether the answer is correct or incorrect. 

• 3 tokens per correct answer and 1 token per incorrect answer. 

• 2 tokens per correct answer and no tokens for an incorrect answer. 

• 100 tokens for completing the whole task, regardless of how many answers you 

provide. 

Question 3 

What should you do during the task? 

• Add the three numbers together. 

• Subtract the second and third number from the first. 

• Multiply the three numbers together. 

• Divide the three numbers together. 
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Paid Practise Begins 

Thank you for answering all comprehension test answers correctly. We will now begin 

paid practice. You will be given 30 seconds to complete the practice. 

You will earn 2 tokens for each correct answer you provide. You will not lose any 

tokens for incorrect answers. 

Once you begin paid practice, you will not be able to pause it. Please make sure that 

you are ready. 
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Paid Practise Results 

 

 

The results of the paid practise are shown below. 

 

 

In the paid practise, your score was 0. 

You earned a total of 0 tokens. 
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General Instructions 

Thank you for completing the paid practice. Your earnings have been recorded and 

will be added to the bonus payment. 

Before we begin the first stage, there are a number of features specific to the session 

today that we need to inform you about. Following this, you will be given the 

instructions for Stage 1. It is important that you read all the instructions as you will 

be asked to pass comprehension tests before you are allowed to proceed further. 
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Groups 

 

In the session today, you are one of six individuals participating together. You will be participating 

along with 5 other people (who have previously completed the study). These other people have 

completed the same task as you, faced the same pay structure as you, and completed the same number 

of Stages as you. Their data was collected ahead of time to reduce the amount of time you have to 

wait for others to complete their decisions. In the same fashion, this also means that the decisions you 

make may be used in other participants’ sessions. 

The decisions that these other people have made are important, because they may affect your bonus 

payment. Similarly, your decisions may affect the bonus payments of others that are yet to participate 

in the session. How this occurs will be explained shortly, but for now it is important that you 

remember that you are participating in the sessions with 5 other people (so, 6 participants altogether). 
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Treatment 1 

Here is why these other participants are important. In the first Stages in the session, 

we will rank you and the other participants in Stage 1 at random. These ranks will be 

given entirely at random and will not depend on your performance. We will rank you 

from 1st to 6th at random. 

These rankings are important because they affect the bonus payment you will earn 

in all future Stages. Based on the rank, those randomly allocated to 1st – 3rd are placed 

into a “Blue group” while those randomly allocated to 4th – 6th are placed into a “Yellow 

group”. You will stay in these groups for all remaining Stages. The bonus payments are 

as follows: 

• Blue group members earn 15 tokens from the Stage 

• Yellow group members earn 5 tokens from the Stage 

More detail will be provided in later Stages, but for now it is important to remember 

that your randomly allocated rank will impact future bonus payments. 

Treatment 2 & 4 

Here is why these other participants are important. In the first Stages in the session, 

your performance in that particular Stage will be compared with the performance of 

the other participants in that same Stage. 

We will compare your performance in Stage 1. Based on your performance, and other 

participants performance in Stage 1, we will rank you from highest performer (1st) to 

lowest performer (6th). Note that if two people both have the same level of 

performance, one will be randomly selected to be ranked higher. 

These rankings are important because they affect the bonus payment you will earn 

in all future Stages. Based on the rank, the 3 highest performers are placed into a “Blue 

group” while the 3 lowest performers are placed into a “Yellow group”. You will stay in 

these groups for all remaining Stages. The bonus payments are as follows: 

• Blue group members earn 15 tokens from the Stage 

• Yellow group members earn 5 tokens from the Stage 

More detail will be provided in later Stages, but for now it is important to remember 

that your performance in the first Stage can affect the group that you are placed into 

in later Stages. Therefore, it is in your best interest to try as hard as possible in each 

Stage. 
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Treatment 3 & 5 

Here is why these other participants are important. In some of the Stages in the session, 

your performance in that particular Stage will be compared with the performance of 

the other participants in that same Stage. 

For example, we may compare your performance in Stage 1. Based on your 

performance, and other participants performance in Stage 1, we will rank you from 

highest performer (1st) to lowest performer (6th). Note that if two people both have 

the same level of performance, one will be randomly selected to be ranked higher. 

These rankings are important because they affect the bonus payment you will earn 

in the next Stage (for this example, in Stage 2).  Based on the rank, the 3 highest 

performers are placed into a “Blue group” while the 3 lowest performers are placed 

into a “Yellow group.”  The bonus payments are as follows: 

• Blue group members earn 15 tokens from the Stage 

• Yellow group members earn 5 tokens from the Stage 

More detail will be provided in later Stages, but for now it is important to remember 

that your performance in a particular Stage can affect the group that you are placed 

into in later Stages. Therefore, it is in your best interest to try as hard as possible in 

each Stage. 
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Feedback 

 

 

In the session today, you will receive feedback about the number of questions you 

have answered correctly. 

You will also receive feedback about the performance of the other individuals. 

However, you will not receive feedback about all other individuals, just for the 

individuals in your group.  

For example, if you were in the Blue group, you would receive feedback about the 

other individuals in the Blue group. Similarly, if you were in the Yellow group, you 

would receive feedback about the other individuals in the Yellow group.  

All feedback which you are shown about other participants in your group will always 

be accurate. 
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Treatment 1 

Summary 

In this session, you will participate in a series of Stages, each containing the number 

adding task you practiced earlier. 

In Stage 1 we will randomly assign a rank to you and the 5 other participants in your 

session. Based on that randomly assigned rank, the first three ranks will be placed into 

the Blue group and the last three ranks will be placed into the Yellow group. You will 

remain in this group for the remaining Stages. 

Once you are placed in a group, your earnings for that Stage will be determined by 

the group. Blue group members earn 15 tokens, while yellow group members earn 5 

tokens for the Stage. 

Your bonus payment will be the sum of payments in all Stages. 

 

Treatment 2 & 4 

Summary 

In this session, you will participate in a series of Stages, each containing the number 

adding task you practiced earlier. 

Your performance in Stage 1 will be compared with the 5 other participants in your 

session. Based on your performance and that of the other participants, the highest 

three performers will be placed into the Blue group and the lowest three performers 

into the Yellow group. You will remain in this group for the remaining Stages. 

Once you are placed in a group, your earnings for that Stage will be determined by 

the group. Blue group members earn 15 tokens, while yellow group members earn 5 

tokens for the Stage. 

Your bonus payment will be the sum of payments in all Stages. 
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Treatment 3 & 5 

Summary 

In this session, you will participate in a series of Stages, each containing the number 

adding task you practiced earlier. 

Your performance will be compared with the 5 other participants in your session. Based 

on your performance and that of the other participants, the highest three performers 

will be placed into the Blue group and the lowest three performers into the Yellow 

group.  

Once you are placed in a group, your earnings for that Stage will be determined by 

the group. Blue group members earn 15 tokens, while yellow group members earn 5 

tokens for the Stage. 

Your bonus payment will be the sum of payments in all Stages. 
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Comprehension Test 

 

 

If you answer any of the questions incorrectly, you will be returned to the start of the 

instructions. Please read the instructions carefully and try to answer the questions 

again. 

Question 1 

How many people, including you, are in the session? 

• 1 Person 

• 6 People 

• 3 People 

• 10 People 

Question 2 

After we have ranked all the people in your session, which group will the highest 3 

performers be placed into? 

• Blue group 

• Green group 

Question 3 

After each stage you will be shown feedback about your performance and the performance 

of others in your group. 

• False, I will be shown feedback about everyone in my session. 

• True, I will be shown feedback about my performance and those in my group. 

• False, I will only be shown feedback about my own performance. 
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Treatment 1 

Stage 1 
 

Thank you for completing the comprehension test. We are now ready to begin Stage 

1. 

In this Stage, you will be performing the Number-adding task. For this Stage, and for 

later Stages, the Number-adding task will last for 3 minutes.  The rules for the Number-

adding task are exactly the same as earlier. Click here for a reminder of the instructions 

for this task. 

Note that you will earn a bonus payment of 5 tokens for this Stage, regardless of 

your performance in the Number-adding task. 

Recall that once you have completed the task, we will randomly assign you to either 

the Blue or the Yellow group. Once in a group, Blue group members are paid 15 tokens, 

while Yellow group members are paid 5 tokens.  

Please click the button below to take a comprehension test over these instructions. 

 

Treatment 2 

Thank you for completing the comprehension test. We are now ready to begin Stage 

1. 

In this Stage, you will be performing the Number-adding task. For this Stage, and for 

later Stages, the Number-adding task will last for 3 minutes.  The rules for the Number-

adding task are exactly the same as earlier. Click here for a reminder of the instructions 

for this task. 

Note that you will earn a bonus payment of 5 tokens for this Stage, regardless of 

your performance in the Number-adding task. This is done so as to place you in either 

the Blue or the Yellow group for later stages.  

Recall that the first three ranks are placed into the Blue group, while the last three 

ranks are placed into the Yellow group. Once in a group, Blue group members are paid 

15 tokens, while Yellow group members are paid 5 tokens. You will remain in these 

groups for the remainder of the session. 

Please click the button below to take a comprehension test over these instructions. 

 



164 
 

Treatment 3 

Thank you for completing the comprehension test. We are now ready to begin Stage 

1. 

In this Stage, you will be performing the Number-adding task.  For this Stage, and for 

later Stages, the Number-adding task will last for 3 minutes.   The rules for the Number-

adding task are exactly the same as earlier.  Click here for a reminder of the instructions 

for this task. 

Note that you will earn a bonus payment of 5 tokens for this Stage, regardless of 

your performance in the Number-adding task.  However, your performance can affect 

your bonus payment for later Stages: your performance in this Stage will be compared 

with other individuals in this session.  This is done so as to place you in either the Blue 

or the Yellow group for later stages.  

Recall that the highest 3 performers are placed into the Blue group, while the lowest 3 

performance are placed into the Yellow group.  Once in a group, Blue group members 

are paid 15 tokens, while Yellow group members are paid 5 tokens. 

Please click the button below to take a comprehension test over these instructions. 

Treatment 4 

Thank you for completing the comprehension test. We are now ready to begin Stage 

1. 

In this Stage, you will be performing the Number-adding task. For this Stage, and for 

later Stages, the Number-adding task will last for 6 minutes.  The rules for the Number-

adding task are exactly the same as earlier. Click here for a reminder of the instructions 

for this task. 

Note that you will earn a bonus payment of 5 tokens for this Stage, regardless of 

your performance in the Number-adding task. This is done so as to place you in either 

the Blue or the Yellow group for later stages.  

Recall that the first three ranks are placed into the Blue group, while the last three 

ranks are placed into the Yellow group. Once in a group, Blue group members are paid 

15 tokens, while Yellow group members are paid 5 tokens. You will remain in these 

groups for the remainder of the session. 

Please click the button below to take a comprehension test over these instructions. 
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Treatment 5 

Thank you for completing the comprehension test. We are now ready to begin Stage 

1. 

In this Stage, you will be performing the Number-adding task.  For this Stage, and for 

later Stages, the Number-adding task will last for 6 minutes.   The rules for the Number-

adding task are exactly the same as earlier.  Click here for a reminder of the instructions 

for this task. 

Note that you will earn a bonus payment of 5 tokens for this Stage, regardless of 

your performance in the Number-adding task.  However, your performance can affect 

your bonus payment for later Stages: your performance in this Stage will be compared 

with other individuals in this session.  This is done so as to place you in either the Blue 

or the Yellow group for later stages.  

Recall that the highest 3 performers are placed into the Blue group, while the lowest 3 

performance are placed into the Yellow group.  Once in a group, Blue group members 

are paid 15 tokens, while Yellow group members are paid 5 tokens. 

Please click the button below to take a comprehension test over these instructions. 
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Comprehension Test – Questions differ based on treatment with answers corresponding 

to the correct instructions from that particular treatment 

 

 

If you answer any of the questions incorrectly, you will be returned to the start of the 

instructions. Please read the instructions carefully and try to answer the questions 

again. 

Question 1 

How long will stage 1 last for? 

• 1 Minute 

• 5 Minutes 

• 3 Minutes 

Question 2 

How many tokens will you earn for completing stage 1? 

• 5 tokens regardless of your performance. 

• 2 tokens per correct answer. 

• 10 tokens regardless of your performance 

Question 3 

Your performance in stage 1 might influence your earnings in future stages of the study. 

• True - The group I will be placed into in stage 2 will depend on my performance 

in stage 1. 

• False - I will be randomly ranked and placed into a group, and this will influence 

the earnings which I can make in future stages. 
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Treatments 1, 2, and 3 

Stage 1 Begins 

Stage 1 will begin on the next screen and will last for 3 minutes. 

 

Once you begin the 3 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 

Treatments 4 and 5 

Stage 1 Begins 

Stage 1 will begin on the next screen and will last for 6 minutes. 

 

Once you begin the 6 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 
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Treatment 1 

Stage 1 Complete 

Thank you for completing stage 1. 

You have earned 5 tokens for this stage. This will be added to your bonus payment. 

You will now be randomly assigned a rank from 1st to 6th and the software will place 

the first three ranked performers into the Blue group and the last three ranked 

performers into the Yellow group. You will remain in these groups for the rest of the 

session. 

Please click on the button below to receive your feedback for this stage. 

 

Treatment 2 & 4 

Stage 1 Complete 

Thank you for completing stage 1. 

You have earned 5 tokens for this stage. This will be added to your bonus payment. 

Your performance will now be compared with others in the session and the software 

will place the highest three performers into the Blue group and the lowest three 

performers into the Green group. You will remain in these groups for the rest of the 

session. 

Please click on the button below to receive your feedback for this stage. 
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Treatment 3 & 5 

Stage 1 Complete 

Thank you for completing stage 1. 

You have earned 5 tokens for this stage. This will be added to your bonus payment. 

Your performance will now be compared with others in the session and the software 

will place the highest three performers into the Blue group and the lowest three 

performers into the Yellow group. 

Please click on the button below to receive your feedback for this stage. 

 

 

Stage 1 Results 

 

 

In stage 1, you score was 0. 

 

 

Please click on the button below to continue to stage 2. 
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Treatment 1 

Stage 2 Instructions 

 

Here are the instructions for Stage 2. In this Stage, you will be performing the Number-Adding Task 

again as you did before. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

You were randomly assigned a rank from 1st to 6th. You were randomly ranked in the group from 4th – 

6th and are therefore in the Yellow group. 

You will remain in the Yellow group for the remaining Stages. 

After Stage 2 you will be shown feedback about how your performance compares with other 

participants your group. 

 

Treatments 2 & 4 

Here are the instructions for Stage 2. In this Stage, you will be performing the Number-Adding Task 

again as you did before. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

We ranked you alongside the 5 other participants in the session based on your performance in Stage 1. 

You were ranked in the 3 lowest participants and are therefore in the Yellow group. 

You will remain in the Yellow group for the remaining Stages. 

After Stage 2 you will be shown feedback about how your performance compares with other 

participants your group. 

 

Treatments 3 & 5 

Here are the instructions for Stage 2. In this Stage, you will be performing the Number-Adding Task 

again as you did before. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

We ranked you alongside the 5 other participants in the session based on your performance in Stage 1. 

You were ranked in the 3 lowest participants and are therefore in the Yellow group. 

At the start of the next Stage we will place the highest 3 performing participants into the Blue group 

and the lowest 3 performing participants into the Yellow group. Therefore it is in your best interest to 

try as hard as possible. 

After Stage 2 you will be shown feedback about how your performance compares with other 

participants your group. 
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Comprehension Test 

 

 

If you answer any of the questions incorrectly, you will be returned to the start 

of the instructions. Please read the instructions carefully and try to answer the 

questions again. 

Question 1 

How many people have been placed into the Blue group? 

• 6 people 

• 3 people 

• 2 people 

Question 2 

How many tokens will you earn if you have been placed into the Yellow group? 

• 2 tokens per correct answer. 

• 5 tokens regardless of performance. 

• 15 tokens regardless of performance. 
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Treatments 1, 2 & 3 

Stage 2 Begins 

Stage 2 will begin on the next screen and will last for 3 minutes. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

 

Once you begin the 3 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 

 

Treatments 4 & 5 

Stage 2 Begins 

Stage 2 will begin on the next screen and will last for 6 minutes. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

 

Once you begin the 3 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 
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Treatment 1 

Before we Continue 

Before you are shown the results of this Stage, we would like you to make a quick prediction. 

You will remain in the same group for all future Stages. However we are interested in whether you 

think that you would switch between groups if this were possible. 

Imagine that we took the performance of the other 5 participants in your session, and ranked you 

from highest (1st) to lowest (6th) based on your performance and the performance of the other 

participants in your session in Stage 2. Now imagine that, based on this ranking, we placed you into a 

new group, where the highest performing 3 participants were in a new Blue group and the lowest 3 

performing were in a new Yellow group. 

Please predict which group you think that you would be placed into for Stage 3, if the above scenario 

were to really happen. If you think you would be placed into the group which would contain the 

highest 3 participants, please select “Blue” from the following options. If you think you would be 

placed into the group which would contain the lowest 3 participants, please select “Yellow”. 

 

Treatment 2 & 4 

Before you are shown the results of this Stage, we would like you to make a quick prediction. 

You will remain in the same group for all future Stages. However we are interested in whether you 

think that you would switch between groups if this were possible. 

Imagine that we took the performance of the other 5 participants in your session, and re-ranked you 

from highest (1st) to lowest (6th) based on your performance in Stage 3. Now imagine that, based 

on this ranking, we placed you into a new group, where the highest 3 people were in a new Blue 

group and the lowest 3 were in a new Yellow group. 

Please predict which group you think that you would be placed into for Stage 4, if the above scenario 

were to really happen. If you think you would be placed into the group which would contain the 

highest 3 participants, please select “Blue” from the following options. If you think you would be 

placed into the group which would contain the lowest 3 participants, please select “Yellow”. 

Treatment 3 & 5 

Before we continue, please answer the question below. 

We will be reranking you and the other participants in the session based on your and 

their performance in Stage 2. The highest 3 participants will be placed into the ‘Blue’ 

group and the lowest 3 participants into the ‘Yellow’ group. 

Which group do you think that you will be placed in, in Stage 3? If you think that you 

will be in the Blue group, please select Blue. If you think that you will be in the Yellow 

group, please select Yellow. 
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Results 

You were in the Yellow group, and earned 5 tokens for this stage. 

The score of the first ranked person in your group was 11 

The score of the second ranked person in your group was 7 

Your rank in this round was 3 and your score was 0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



175 
 

Treatment 1 

Stage 3 Instructions 

Here are the instructions for Stage 3. In this Stage, you will be performing the Number-Adding Task 

again as you did before. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

You were randomly assigned a rank from 1st to 6th in Stage 1. You were randomly ranked in the group 

from 4th – 6th and are therefore in the Yellow group. 

You will remain in the Yellow group for all remaining Stages. 

After Stage 3 you will be shown feedback about how your performance compares with other 

participants your group. 

 

Treatments 2 & 4 

Here are the instructions for Stage 3. In this Stage, you will be performing the Number-Adding Task 

again as you did before. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

We ranked you alongside the 5 other participants in the session based on your performance in Stage 1. 

You were ranked in the 3 lowest participants and are therefore in the Yellow group. 

You will remain in the Yellow group for all remaining Stages. 

After Stage 3 you will be shown feedback about how your performance compares with other 

participants your group. 

 

Treatments 3 & 5 

Here are the instructions for Stage 3. In this Stage, you will be performing the Number-Adding Task 

again as you did before. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

We ranked you alongside the 5 other participants in the session based on your performance in Stage 1. 

You were ranked in the 3 lowest participants and are therefore in the Yellow group. 

At the start of the next Stage we will place the highest 3 performing participants into the Blue group 

and the lowest 3 performing participants into the Yellow group. Therefore it is in your best interest to 

try as hard as possible. 

After Stage 3 you will be shown feedback about how your performance compares with other 

participants your group. 
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Treatments 1, 2 & 3 

Stage 3 Begins 

Stage 3 will begin on the next screen and will last for 3 minutes. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

 

 

Once you begin the 3 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 

 

Treatments 4 & 5 

 

Stage 3 Begins 

Stage 3 will begin on the next screen and will last for 6 minutes. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

 

 

Once you begin the 3 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 
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Prediction Screens Show Again As Before Depending on Treatment 

 

 

 

Stage 3 Results 

You were in the Yellow group, and earned 5 tokens for this stage. 

The score of the first ranked person in your group was 11 

The score of the second ranked person in your group was 4 

Your rank in this round was 3 and your score was 0 
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Treatment 1 

Stage 4 Instructions 

Here are the instructions for Stage 4. In this Stage, you will be performing the Number-Adding Task 

again as you did before. This will be the final round of the task. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

You were randomly assigned a rank from 1st to 6th in Stage 1. You were randomly ranked in the group 

from 4th – 6th and are therefore in the Yellow group. 

After Stage 4 you will be shown feedback about how your performance compares with other 

participants your group. 

 

Treatment 2 & 4 

Here are the instructions for Stage 4. In this Stage, you will be performing the Number-Adding Task 

again as you did before. This will be the final round of the task. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

We ranked you alongside the 5 other participants in the session based on your performance in Stage 1. 

You were ranked in the 3 lowest participants and are therefore in the Yellow group. 

After Stage 4 you will be shown feedback about how your performance compares with other 

participants your group. 

 

Treatment 3 & 5 

 

Here are the instructions for Stage 4. In this Stage, you will be performing the Number-Adding Task 

again as you did before. This will be the final round of the task. 

For this Stage, you will earn 5 tokens because you are in the Yellow group. 

We ranked you alongside the 5 other participants in the session based on your performance in Stage 1. 

You were ranked in the 3 lowest participants and are therefore in the Yellow group. 

After Stage 4 you will be shown feedback about how your performance compares with other 

participants your group. 
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Treatments 1, 2 & 3 

Stage 4 Begins 

Stage 4 will begin on the next screen and will last for 3 minutes. 

For this Stage, you will earn 5 tokens because you are in the green group. 

 

 

Once you begin the 3 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 

 

 

Treatments 4 & 5 

Stage 4 Begins 

Stage 4 will begin on the next screen and will last for 6 minutes. 

For this Stage, you will earn 5 tokens because you are in the green group. 

 

 

Once you begin the 6 minute stage, you will not be able to pause the task. Please 

make sure that you are ready before you begin. 
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Predictions Play as Before Depending on Treatment 

 

Stage 4 Results 

You were in the Yellow group, and earned 5 tokens for this stage. 

The score of the first ranked person in your group was 9 

The score of the second ranked person in your group was 2 

Your rank in this round was 3 and your score was 0 

 

Survey 

Thank you for taking part in the study. 

You will now be asked a series of general questions. Please be assured that all 

answers you provide will be anonymous. 

Note that there is no need to google the answers to any of these questions. Please 

answer these questions as truthfully as possible. 

 

Survey Plays out As in Chapter 2 Instructions for Experiment (Annex 1) 
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