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Abstract

Personal data is of great commercial benefit and potential sensitivity. However, for the consumers

who provide their personal data, doing so comes with potential costs, benefits and security risks.

Typically, consumers have the option to consent to the use of personal/sensitive data but existing

research suggests consumer choices may only be weakly related to their concerns (the privacy

paradox). Here, we examine if the repetitive nature of data requests alters behaviour but not con-

cern, therefore, explaining the divergence. This work is theoretically grounded in ‘Foot in the door’

research in which small initial requests facilitate subsequent larger requests. An initial laboratory

study asking for real, personal data demonstrated increased information disclosure at a subse-

quent request. A second online study replicated the increased information disclosure effect and

found no change in associated privacy concern. We find this supports foot-in-the-door as one ex-

planation of the privacy paradox. We suggest ways for businesses and consumers to encourage

an acceptable level of disclosure to match personal beliefs for mutual trust and benefit.
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Introduction

Consider the last time you viewed an article from your favourite
newspaper website. Perhaps it was this morning. You may have
been asked to subscribe (e.g. ‘Support the Guardian for as little as
£1’) or at least turn off your adblocker (e.g. ‘Help The Times re-
main The Times… Please add us to your whitelist’). If you then
purchased a book, theatre tickets or an airplane ticket, you were
likely asked to complete a ‘brief customer survey’—for the sec-
ond, tenth or hundredth time. You may have read an email asking
for a small increase in your monthly donation to the Red Cross.
And if you logged into Facebook, it may ask for a little more pro-
file data—your school or workplace for example. Obviously, adver-
tizers, marketers and social media gurus believe that repeated re-
quests will lead to increased compliance. How do these repeated re-
quests change our behaviour, and can they lead us to do things—like
sharing personal information—that we otherwise would not want
to do?

‘The world’s most valuable resource is no longer oil, but data’ [1];
two of the world’s 10 most valuable public companies’ businesses
are centred around personal data.1 However, that data comes from
individual consumers and, for the individual, loss of control of our
personal data can be harmful. There are minor inconveniences such
as junk email and more disruptive potential consequences such as
identity theft or personal and professional embarrassment follow-
ing a disclosure or data breach. We are naturally averse to physical
and social intrusions to our communications such as eavesdropping
[2]. However, despite generally high stated concerns over privacy
most people share large amounts of personal information, particu-
larly over social networks, without protecting that information from
unintended recipients [3]. There is some variation with some people

1 Specifically, this includes Google’s parent company, Alphabet, and Face-
book’s parent company Meta. Three of the other top 10, Apple, Microsoft
and Amazon, also make substantial use of personal data.

1C© The Author(s) 2023. Published by Oxford University Press. This is an Open Access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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being more privacy concerned, but they are in the minority [4]. If we
better understand why people share personal data, we can encour-
age greater sharing when it is mutually beneficial but protect against
over-sharing when it might lead to harm or loss of trust.

The phenomenon in which people state considerable privacy con-
cern but do not act to protect their privacy is known as the ‘privacy
paradox’ [5]. Most people state that they are ‘moderately or ‘very’
concerned about privacy but then many admit to revealing personal
information for discounts or other minor rewards [6]. Even when
the privacy intention and behaviour is matched, consumers disclose
more information than their earlier stated willingness to disclose, as
measured in a seemingly separate episode [5]. People are willing to di-
vulge personal information to strangers across social networks and to
give faceless companies access to highly personal information around
major life events. The privacy paradox might be partly because of
the complexity and uncertainty around the costs, benefits and con-
sequences of personal data-sharing—which is technologically, legally
and logistically complex [7].

In addition to, or because of, the complexity of understanding
data-sharing costs and benefits there are also social reasons for
personal information disclosures. There is evidence that social
identification with a brand leads to greater disclosure [8]. Increasing
disclosure by others on a social network increases disclosure, as does
similarity to disclosers [9]. Trust, self-presentation and relationship
development has also been found to be predictive of self-disclosure,
which may be moderated by network size and prestige [10, 11]. Fur-
thermore a range of structural ‘nudges’ such as cues, warnings, pri-
vacy information and defaults can increase or decrease information
disclosure, which can be described as ‘dark patterns’ [12, 13]. This
complexity may be a feature of social networks to encourage data
sharing.

One feature of computerized privacy requisition is repetition—
and this feature may lead to greater personal data-sharing and partly
explain the privacy paradox. Often, online database/social network
requests initially solicit some information (email/phone/age and so
on) and then, via future emails/logins, make subsequent requests for
more personal information. For example, upon creating a Facebook
profile, the consumer is asked for a variety of information that they
would like to share on their profile, such as their current location,
hometown and relationship status. If people leave certain areas
blank (such as past schooling), they may be prompted to fill these
in later. People are further prompted to ‘Answer a question to help
people get to know you’. Smartphone maps may ask people to track
their location and provide reviews of places they have been. Other
apps may ask for access a person’s browsing history, contacts or
other information.

We contend that this pattern of asking for increasing amounts
of users’ information over time is analogous to a classic compliance
technique called the ‘Foot in the door’ (FITD) effect [14, 15]. In the
FITD, a large request (e.g. ‘Would you allow our researchers into
your home to check what household items you use?’ is preceded by a
smaller request (e.g. ‘Would you answer a few simple questions about
household items?’); in this procedure, the second, larger request is
much more likely to be successful than without the preceding request.
Although the average effect size of the FITD is small, this is a robust
and highly replicated finding, i.e. applicable to consumer behaviour
and charitable giving [16, 17].

Theoretically, there is some dispute about the cause of the FITD
effect, although there is agreement that it is caused by interpreta-
tion of the initial response [16, 18]. One theory, self-perception [19],
holds that respondents agree to the initial request and then conclude
that they are helpful people and this change in attitude makes them

more compliant to a subsequent request [20]. However, this pro-
cess may be more likely in domains such as charitable giving [e.g.
21], than in seemingly mundane interactions with a website. An al-
ternative account is that respondents wish to be internally consis-
tent with their first response [22]. Such consistency motivations may
operate outside awareness [23], and have been indicated as one of
the primary drivers of human behaviour [24, 25]. The FITD can
also work by simply de-sensitizing people to requests on a particular
topic. It could be argued the difference between compliance with a
small request and a larger, related request is merely one of degree;
agreeing to decline or comply with the initial request is where the
qualitative difference lies [26]. Similarly, statements and requests are
seen as more valid and familiar when they are repeated over time
[27, 28].

FITD is a robust phenomenon, which works after delays of days
or weeks, for pro-social and anti-social requests, and for low le-
gitimacy requestors such as a special-interest group [16, 29, 30].
While many studies demonstrating FITD make requests in person
and may be partially reliant on experimenter effects [16], there have
also been demonstrations relayed by computer, e.g. a prior peti-
tion elicited 4.9% of visitors to donate compared to 1.6% of visi-
tors who did not receive a petition first [31]. Similarly, it has been
found that the FITD was successful in getting people to complete
surveys advertized via unsolicited email and conducted over the
internet [32].

There is a reason, therefore, to predict that the FITD will be ef-
fective in an online setting when focused on the case of personal in-
formation disclosure. However, we do not necessarily expect such
an approach to alter self-perceptions related to privacy concern. Past
research has shown that the FITD can be effective without chang-
ing self-perceived altruism [33] or helpfulness [34], and above we
have discussed theoretical explanations for the FITD that do not rely
on self-perception theory. It may also be the case that self-schemas
are less salient when people are asked for information on a website
than when they are asked for a charitable donation in real-life (the
scenario underlying much FITD research). Should privacy concern
remain unchanged in the face of a significant FITD effect, it suggests
an origin for the privacy paradox: repeated questioning can change
an individual’s disclosure behaviour but not his or her attitude to-
wards personal information.

There are alternative inter-related accounts for the potential ef-
ficacy of repeated requests for information. It may be that repeated
identical requests facilitate a subsequent request by repetition alone,
rather than a small request facilitating a large request characteris-
tic of FITD. We know that repeated exposure enhances the credi-
bility of statements [35]. Repetition may normalize an information
request, or may affect persuasiveness by greater scrutiny or fatigue
with further repetition [36]. Of particular relevance for digital pri-
vacy requests is the idea of privacy fatigue or digital resignation [37,
38]. Privacy fatigue has been compared to burnout in which peo-
ple become exhausted and cynical with regard to privacy over an
extended period of being unable to control their personal informa-
tion and therefore disengage from privacy maintenance. The level
of measured privacy fatigue can be more predictive of personal in-
formation disclosure than privacy concern [37]. Digital resignation
addresses the related idea that accepting the futility of protecting pri-
vacy from powerful corporate entities is a rational response [38].
However, while it is important to be aware of the context of research
in this area our study focuses on a shorter timescale and only two re-
quests for information which are under participants’ control. We be-
lieve this design would be insufficient to create fatigue or resignation
effects.
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Some people may be more susceptible to the privacy paradox than
others. What individual differences might determine how people re-
spond to repeated requests for disclosure information? Agreeableness
is the extent to which people are favourably disposed to others and
is associated with concessions in social situations [39]. Therefore,
we might expect greater agreeableness to be associated with greater
willingness to disclose [40], thereby linking agreeableness and the
FITD effect. It is notable that there is evidence of greater privacy con-
cern with greater agreeableness, which can be attributed to shared
responsibility around privacy [41], this may make inferences on the
relationship between ‘agreeableness’ and the privacy paradox more
complex.

Social desirability—the willingness to conform with social norms
or present oneself in a positive light—may also provide interesting
insights regarding the privacy paradox. The FITD effect may rely
on people doing the pro-social behaviour of agreeing to the first re-
quest, but higher social desirability has also been shown to reduce
disclosure of private, sensitive information [42]. Social desirability
is, therefore, an ideal individual differences variable with which to
investigate personal data sharing.

Two studies investigated repeated requests for personal data, as
well as examining the key individual differences measures identi-
fied above. An initial laboratory study with incentivized requests for
real data found greater willingness to disclose at the second time
of asking. A second study used the same methodology but with
hypothetical requests for data and replicated this effect. Personal-
ity factors and privacy concern did not explain the disclosure of
personal data.

Study 1

Study 1 uses a behavioural laboratory-based measure with realistic
consequences. Participants were asked to reveal personal informa-
tion and then to disclose that information publicly to a website for
2 weeks in exchange for a chance of a reward. The aim was to cre-
ate an analogous situation to real-life data requests, with realistic
incentivized rewards and consequences for disclosure. The decreased
psychological distance fostered in a laboratory setting increases en-
gagement and decision concreteness. Incentivized choices are more
likely to elicit privacy preferences, which predict their actual privacy
choices [43]. This is also analogous to websites or apps that require
access to data in order to obtain some reward (e.g. ability to take a
quiz or view a humorous message). Prior to the laboratory session,
we also measured privacy concern, general self-reported privacy be-
haviour, a brief five-factor measure of personality and a measure of
social desirability.

In this study, we asked participants to make the same decision re-
garding information disclosure twice. As suggested by FITD research,
our primary hypothesis was that that compliance at the second re-
quest would be greater, following the preliminary request. Further-
more, we hypothesized social desirability and agreeableness would be
associated with willingness to disclose, as both factors are associated
with agreeing with others’ requests. Agreeableness and social desir-
ability might also be associated with greater influence of the FITD
effect i.e. even greater disclosure at the second request. We also mea-
sured that and self-reported general privacy behaviour and general
privacy concern. However, these may not relate to willingness to dis-
close, as suggested by the privacy paradox.

One exploratory hypothesis was that lack of control over infor-
mation might increase subsequent disclosure. To examine this a con-
trol manipulation informed half the participants that their first in-

formation disclosure decision was being discarded and the decision
of another was being used instead prior to their second disclosure
decision.

Method

Participants
A total of 27 participants, nine men, 17 women, one undeclared
(M = 19.3 years old, SD = 1.3) were recruited from a university
participant panel, receiving £4 compensation with the possibility of
performance based additional rewards of 2 × £5. Therefore, partici-
pants could earn £4, £9 or £14 depending upon their decisions in the
experiment.

Materials
Participants were asked to disclose personal information as well
as privacy concern, self-reported privacy behaviour and personality
measures.

Personal information disclosure index (PIDI)
Participants were asked to complete 67 questions about their per-
sonal beliefs and behaviour including height, weight, phone num-
ber as well as opinions on immigration, abortion, politics and sexual
fantasies. These questions were then re-presented to participants dur-
ing the study, ordered from least-to-most ‘intrusive’ (as rated by an
independent sample in a prior survey). These questions were sam-
pled from the full 70-item H-PIDI minus two questions on employ-
ment and one on important conversations (see the full ordered list
in the Appendix). Participants worked their way through the list,
item by item, and decided if they would ‘sell’ each item to the ex-
perimenters. Participants were told that this sale would involve any
information that the participants agreed to sell being published on-
line on a purpose-made website for a 2-week period.2 For ethical
reasons, this information was not published online and participants
were fully debriefed at the end of the study. However, the participants
all acknowledged that they had made their decisions in the belief that
the information would become public. Once a participant reached an
item on the list that they did not wish to sell, the decision sequence
ended. The PIDI score was the highest numbered item the participant
was willing to sell. Each sold item increased the probability of win-
ning an additional £5. For example, if a participant decided not to
sell the first item, the session ended and no items were sold in this
sequence, and the PIDI would score 0.

Concern for information privacy scale
Participants were asked to complete a 15-item concern for informa-
tion privacy scale (CFIP) on a 7-point Likert-type scale from strongly
disagree to strongly agree, [44], e.g. ‘I’m concerned that companies
are collecting too much personal information about me’ (α = 0.91).

Privacy behaviour scale
Participants also completed a 15-item self-reported privacy be-
haviour scale based on an existing 12-item scale [45], e.g. ‘Do you
clear your browser history regularly?’ and with an additional three
items: ‘Do you encrypt your data (e.g. on laptop, phone)? Do you
make an effort to ensure your social media privacy settings match
your preferences? Do you have multiple social media accounts to

2 Participants were not informed precisely how the information would be
presented or whether their name would be included. This ambiguity is
analogous to real-world situations and supported an ethical but convincing
design.
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Table 1: Means, standard deviations and zero-order Spearman’s rho correlations for measured variables

Scale (min–max) M SD 1 2 3 4

1. Intrusion questions answered pre-test (0–67) 55.7 12.9 –
2. CFIP pre-test (15–105) 85.2 12.0 − 0.08 –
3. Privacy behaviour pre-test (15–105) 37.2 8.9 0.20 0.51∗∗ –
4. Personal information disclosure index (items sold 0–67) T1 38.7 20.7 0.42∗ 0.01 − 0.31
5. Personal information disclosure index (items sold 0–67) T24 43.0 21.3 0.44∗ 0.04 − 0.24 0.90∗∗∗

6. SDS13 (0–13) 5.7 2.5 − 0.17 0.21 − 0.13 0.07
7. TIPI—extraversion (2–14) 8.8 2.6 − 0.11 0.08 0.02 − 0.05
8. TIPI—conscientiousness (2–14) 9.6 2.4 0.09 0.04 0.16 − 0.05
9. TIPI—openness (2–14) 10.2 2.2 0.07 0.32 − 0.06 0.60∗∗∗

10. TIPI—agreeableness (2–14) 8.9 2.3 − 0.28 − 0.15 − 0.16 − 0.07
11. TIPI—emotional stability (2–14) 9.0 2.7 −0.34 − 0.10 − 0.27 0.08

Note: ∗ P < 0.05, ∗∗ P < 0.01 and ∗∗∗ P < 0.001.
4Due to the very high correlation (0.90) between the two PIDI measures, only Time 1 is presented in a column.

compartmentalize your life (e.g. two twitter accounts, one ‘profes-
sional’, one ‘private’)?’ all 15 items were scored on a 5-point scale
from never to always (α = 0.79).

Personality scales
A 10-item personality inventory was completed [46] as well as a 13-
item social desirability scale [47] (α = 0.57).

Design
A within subjects design was employed to examine privacy behaviour
(Time 1, Time 2). All participants made the same privacy information
disclosure index decisions twice, allowing for within-subject com-
parison. A further between subjects manipulation employed control
(own, other), which is described below briefly. Measures of indi-
vidual difference were correlated with PIDI and PIDI change Time
1–Time 2.

Procedure
Participants completed an online questionnaire in which they pro-
vided answers to the 67 PIDI questions, presented randomly. Partic-
ipants then completed the 10-item personality inventory, the social
desirability scale, the CFIP scale and the general privacy behaviour
scale.

A total of 1–3 days later, participants attended a laboratory ses-
sion, where they made decisions based on the information they had
previously provided online. There were four stages to this part of the
experiment:

Stage 1
(T1): the PIDI was re-presented onscreen, one item at a time, or-
dered from least-to-most ‘intrusive’ question. Participants decided
how much of the previously collected information they were will-
ing to sell (from 0 to 67 items)—they could only choose a question
up to which they would sell all of the prior information.

Stage 2:
Participants made the same ‘sale’ decisions again, but this time they
thought that they were deciding whether or not to sell the informa-
tion of an unknown other participant, with that other participant
gaining any rewards associated with the sales. This was included
to make the Stage 3 between-subjects manipulation convincing; this
data was not analysed.

Stage 3:
At this stage of the experiment, a between subjects manipula-
tion was introduced: half of the participants (the ‘other’ condi-

tion) were informed that their stage 1 judgments would be dis-
carded in place of the sale decisions that an unknown other par-
ticipant had made on their behalf. The remaining half of the par-
ticipants (the ‘own’ condition) existing decisions would be used.
The own or other judgement respectively would determine pay-
ment from stage 1 and the associated disclosure for the partici-
pant.

Stage 4
(T2): all participants completed the same PIDI judgement task as in
stage 1, this time for an additional 2-week period of publicity, with
the possibility of gaining an additional, separate £5 lump sum.

Results and discussion

As expected, this small-scale experimental study with real incentives
found an increase in privacy disclosing behaviour at a second request
(see Table 1). Disclosure increased by an average of an additional
four-items at second request (mean items sold: T1 = 38.7, T2 = 43.0),
t (26) = 2.44, P = 0.022. There was a substantial range in responses
(see Fig. 1). There was no significant difference (or interaction) be-
tween the ‘own/other’ conditions.3 Thus, our participants would give
away more of their own personal information merely having been
asked to do so more than once, supporting our primary hypothesis.
This behaviour is characteristic of the FITD effect—participants ac-
quiesced to a first request and then were more willing to help at the
subsequent request. Indeed, due to the ordering of the sale choices,
any additional items would have been more ‘intrusive’ than those
previously sold.

The two PIDI measures were highly correlated with one another
as one would expect for the same questions (r = 0.90) and were also
associated with high openness to experience on the TIPI, but were not
associated with privacy concern (CFIP). Privacy concern was associ-
ated with general self-reported privacy behaviour and with openness
to experience. The reported scores are indicative and uncorrected
for multiple comparisons—after Bonferroni correction only the PIDI
T1–T2 correlation remains significant. There is little support for our
hypothesis that agreeableness and social desirability should lead to
increased willingness to disclose.

Non-parametric correlations of the eight self-report measures
(CFIP, privacy behaviour, SDS13 and the five TIPI factors) with the
PIDI-change between T1 and T2, surprisingly only revealed agree-
ableness as related (r(25) = −0.575, P = 0.002). This indicated

3 Sales to other averaged 37.2 (SD = 19.1).
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Figure 1: Frequency of PIDI responses at T1 (a) and T2 (b).

that participants low in agreeableness were likely to disclose more
at the second time of asking and vice versa. Importantly, our ‘ask-
twice’ effect of increased disclosure on second request was unrelated
to ‘concern for privacy’. This may speak to the formation of the
‘privacy paradox’, as here we show that a foot-in-the-door effect
acts to change privacy behaviours but does not modulate privacy
concern.

We note also that ‘privacy behaviour’ in general (pre-test) showed
a trend for association with general ‘privacy concern’ but not with
the PIDI at T1 or T2. This is important as it suggests that self-
report measures of intended or previous behaviours do not match
with actual behaviours when it comes to information privacy, in
our sample. In general, the privacy disclosing behaviour was also
unrelated to the personality measures except a trend for openness
to experience being associated with greater self-reported privacy
behaviour.

Mean scores for each of the scale variables and zero-order Spear-
man’s rho correlations between them are presented in Table 1. On
average, 55.7 intrusive privacy questions were answered in the on-
line pre-test. As expected, participants provided more answers to
questions that were (independently rated as being) less intrusive
(r = 0.623, P < 0.001). Further, the more questions a participant
answered online, the more information (PIDI) they would ‘sell’ at
both T1 and T2. No other measures related to number of questions
initially answered.

We note that although debrief and data analysis did suggest that
the privacy disclosures our participants made in the initial online sec-
tion of this study were genuine, this was not empirically verified. One
strategy might be to disclose false information, mitigating any poten-
tial negative impact [48]. However, while these limitations may have
reduced the power of the study to detect differences they do not ex-
plain the greater disclosure at the second request—which supports a
FITD account for privacy disclosure.

Overall, there is evidence for a FITD effect for personal infor-
mation disclosures, which suggests that repeated requests for pri-
vacy information (which are common online) will increase disclo-
sure on average. This behaviour was not explained by privacy con-
cern. Further research is needed to address the study limitations
and test the robustness of the effect. In order to validate our novel
foot-in-the-door finding, and to rule out the potential that our ef-
fects result from participant strategies such as providing false in-
formation, in Experiment 2, below, we had participants make de-
cisions about hypothetical information. This negates the possibility
for negative impacts relating to sharing information, thus remov-
ing any motivation to employ a false-disclosure strategy. Finding a
foot-in-the-door effect for information sharing under these condi-
tions would provide a stronger base on which to interpret the current
findings.

Study 2

Study 2 aims to replicate Study 1 to test whether the effect of repeated
disclosure requests is robust. The methodology diverged slightly to
support some improvements. First, both privacy concern and disclo-
sure behaviour were measured twice; it may be that as disclosure
increases, concern decreases and, therefore, there is no paradoxical
gap between behaviour and concern. The measurement was moved
online to facilitate a larger sample and more realistic conditions for
what is typically an online behaviour. Further, we removed the ex-
ploratory between subject manipulation of self/other control, which
may have added noise in Study 1.

Potential explanatory variables were added including trust and
need for cognition. Trust increases the likelihood of sharing personal
information [49] and it follows that people who are generally more
trusting might also be generally more compliant. Need for cognition
is the extent to which people engage and enjoy evaluation of their
environment (NFC) [50]. We would expect those higher in NFC to
identify potential risks around personal information disclosure and
so reduce it [40], and to reduce the contextual effect of a first request
via FITD. Refined measures of social desirability and agreeableness
were also used to improve on the short questionnaires that measured
these variables in Study 1. The potential problem of false disclosure
was removed by using hypothetical disclosure.

In line with Study 1, our primary hypothesis was that disclo-
sure would be greater at the second request but that privacy concern
would not change. As secondary hypotheses, we expected need for
cognition to decrease privacy disclosure and compliance and trust,
agreeableness and social desirability to increase privacy disclosure
and compliance.

Method

Participants
A sample of university students were invited to take part in the study
for course credit. The final sample consisted of 132 participants; 146
began the survey, two participants withdrew/failed to complete the
survey, eight had to be removed due to a technical problem and four
were removed for a total completion time under 4 min (under 1/3
median response time). The final sample was 86.4% female with an
average age of 19.7 years (SD = 2.71). Median completion time was
12 min.

Materials and procedure
Participants were asked to complete a privacy concern scale and a
hypothetical personal information disclosure index (H-PIDI) at two
time points within the same survey. The H-PIDI used all 70 items
that the PIDI was drawn from and in a slightly different order (see
Appendix for full list). The order of scales was the same for each
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Table 2: Means and zero-order Spearman’s rho correlations for measured variables

Scale (min–max) M SD 1 2 3 4

1. CFIP T1 (15–105) 85.4 13.1 –
2. H-PIDI T1 (1–70) 25.3 16.5 − 0.09 –
3. CFIP T2 (15–105) 86.2 13.9 0.90∗∗∗ − 0.05 –
4. H-PIDI T2 (1–70) 27.8 18.8 − 0.04 0.84∗∗∗ 0.00 –
5. SDS17 (0–16) 8.1 3.3 0.21∗ − 0.01 0.24∗∗ 0.05
6. NFC (18–90) 57.6 8.0 0.26∗∗ 0.01 0.36∗∗∗ 0.05
7. Trust (3–21) 14.6 4.3 0.01 − 0.07 0.01 − 0.08
8. Agreeableness (8–72) 56.2 9.1 0.19∗ 0.01 0.21∗ 0.07

Note: ∗ P < 0.05, ∗∗ P < 0.01 and ∗∗∗ P < 0.001.

Figure 2: Frequency of H-PIDI responses at T1 (a) and T2 (b).

participant but within scale items were presented in random order
(except the privacy behaviour indicator). Initially, participants were
asked to complete the 15-item CFIP (α = 0.927). Then participants
were asked to indicate their hypothetical willingness to sell personal
data H-PIDI as follows ‘Please indicate the first item in the list below
that you WOULD NOT consider selling for modest compensation’.
and were offered a lottery ticket for a small (£5) lottery for each item
they were willing to sell. The list included the 67 items from Study 1
starting at ‘Your height’ and progressing to bank details and personal
beliefs, e.g. ‘Your opinion on abortion’.

Participants then completed a 16-item measure of social desirabil-
ity, the SDS-17 [51]. It uses true/false questions, e.g. ‘I never hesitate
to help someone in case of emergency’ (α = 0.722). This was fol-
lowed by the need for cognition scale [50]. This is an 18-item scale
on a 5-point Likert-type scale from ‘extremely uncharacteristic of me’
to ‘extremely characteristic of me’, e.g. ‘I prefer complex to simple
questions’ (α = 0.776). Participants then completed a 3-item gen-
eral trust scale which used a 7-point Likert-type scale anchored from
strongly disagree to strongly agree, e.g. ‘I usually trust people until
they give me a reason not to trust them’ (α = 0.853; [52]). An 8-
item agreeableness scale was then presented [53]. Participants ranked
themselves for accuracy of trait descriptions Extremely-inaccurate to
Extremely-accurate on a 9-point Likert-type scale for traits such as
‘warm’ and ‘kind’ (α = 0.850). Finally, the participants completed
the CFIP a second time (α = 0.938) and then completed the H-PIDI
again before answering demographics and debrief questions.

Results and discussion

In line with Study 1, this investigation into privacy behaviours relat-
ing to online hypothetical information again found that participants
were willing to sell more private information on the second time of
asking (H-PIDI: T1 = 25.3, T2 = 27.8; t (131) = 2.73, P = 0.007;
see also Table 2). This supports our primary hypothesis. As in Study
1, there is a wide spread of responses (see Fig. 2). Thus, the effect is

robust to the change in medium (online vs. in person) and the change
in question format (hypothetical vs. actual), and cannot be explained
by participants disclosing false information.

We note, however, that the majority of participants sold the same
at each time of asking (n = 104). Yet, nearly twice as many people
were willing to sell more data (n = 18, M = 24, SD = 13.8) than who
wished to sell less (n = 10, M = −10, SD = 11.9) at the second time
of asking. Therefore, it seems reasonable that future research may
be particularly interested in investigating the influence of individual
differences on the propensity to share personal information.

Privacy concern increased slightly from T1 to T2 but not signifi-
cantly (t (131) = 1.85, P = 0.067). Notably then, the increased selling
of information at T2, relative to T1, does not coincide with a reduc-
tion in privacy concern, which could have explained the increased
giving. Therefore, Study 2, as with Study 1, suggests that a foot-in-
the-door mechanism is at play and that this process may contribute
to the privacy paradox.

In Table 2, we present mean scores for each of the scale variables
and zero-order Spearman’s rho correlations. Privacy concern at T1
and T2 was predicted by social desirability, need for cognition and
agreeableness measures, and the T1 and T2 scores of privacy con-
cern correlated highly. The H-PIDI at T1 was only correlated with
its T2 measure. The T2 H-PIDI was additionally marginally asso-
ciated with T1 privacy concern. The reported scores are indicative
and uncorrected for multiple comparisons—after Bonferroni correc-
tion only the CFIP T1 -T2 correlation, H-PIDI T1-2 correlation and
NFC-CFIP-T2 correlations remain significant. No variables predicted
H-PIDI change with no correlation with disclosing behaviour T1–T2
change reaching significance. There was no support for the hypothe-
ses that NFC, agreeableness, social desirability or trust increase pri-
vacy disclosure and compliance.

It is worth noting that the H-PIDI scores in this study are notably
below the PIDI scores of Study 1. While the pattern of increased re-
sponding at T2 is maintained the absolute level of disclosure appears
lower. There are a number of differences between the two studies,
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Table 3: Linear model of predictors of CFIP scores

CFIP time 1 CFIP T2

Variable B (CI) SE B β B (CI) SE B β

H-PIDI T1 − 0.12 (−0.26, 0.02) 0.06 − 0.15 0.03 (−0.74, 0.12) 0.06 0.03
SDS17 0.98 (0.20, 1.87) 0.44 0.25∗ 0.17 (−0.11, 0.49) 0.15 0.04
NFC 0.40 (0.20, 0.59) 0.12 0.24∗∗∗ 0.13 (0.02, 0.27) 0.06 0.08∗

Trust − 0.10 (−0.71, 0.52) 0.31 − 0.03 − 0.03 (−0.24, 0.21) 0.10 − 0.01
Agreeableness 0.09 (−0.19, 0.37) 0.13 0.06 0.13 (−0.01, 0.13) 0.06 0.01
H-PIDI T2 − 0.01 (−0.10, 0.11) 0.05 − 0.02
CFIP T1 0.96 (0.87, 1.02) 0.04 0.90∗∗∗

R2 0.15∗∗∗ 0.88∗∗∗

Note: confidence intervals are 95% BCa CI’s based on 1000 bootstrap samples. ∗ P < 0.05, ∗∗ P < 0.01 and ∗∗∗ P < 0.001.

which might account for this difference, the PIDI was hypotheti-
cal, in a different order and online rather than in person. It might
be that people take more risks in reality than they would expect
to hypothetically—we know that people are more subject to affect
for real than hypothetical choices and the possibility of immediate
gratification may have enhanced disclosure [54]. It may be that the
H-PIDI, which is ordered more closely with common personal data
requests introduces items that participants may be reluctant to dis-
close earlier. Alternatively, it may be that demand characteristics in-
crease willingness to disclose in person—although social desirability
has been found constant across modalities [55].

Four bootstrapped regressions were carried out to predict H-
PIDI and CFIP at T1 and T2. At T1, the four psychometric mea-
sures (SDS17, NFC, Trust and Agreeableness) were used as well as
either H-PIDI at T1 or CFIP at T1. At T2, the same measures were
used as well as the other T1 predictor variable and either H-PIDI
or CFIP at T2. The model for H-PIDI T1 did not reach significance
[R = 0.18, F (5126) = 0.84, P = 0.525]. The model for H-PIDI at
T2 [ R = 0.83, F (7124) = 40.17, P < 0.001] had only one signif-
icant predictor, H-PIDI at T1 ( B = 0.94, SE = 0.05, P < 0.001).
The models for CFIP are shown in Table 3. SDS17 and NFC mea-
sures predict CFIP at T1 and at T2 only CFIP at T1 and NFC are
predictive.

This study illustrates that predicting specific privacy behaviour
is challenging, as we found that it was not associated with general
privacy concern or personality measures. A substantive contextual
element of privacy behaviour is likely to be situation specific such as
perceived benefit and, in this study, prior requests.

General privacy concern as measured by CFIP was greater with
increased need for cognition, and social desirability. Agreeableness
was also associated with higher concern, however, this effect was lost
when it was considered together with the other variables—possibly
due to a high intercorrelation with social desirability (r (135) = 0.39,
P < 0.001). Social desirability has been considered a factor in the dis-
connect between concern and behaviour—that people who wish to
present themselves as concerned might not also act to protect their
privacy and this is found in this data. There is likely a social com-
ponent to privacy and although here that does not extend to privacy
behaviour, it might be possible to exploit social motives to change
behaviour. These results suggest that the privacy–behaviour gap is
not only about self-presentation. Perhaps NFC, which was associ-
ated with privacy concern, can be leveraged in future interventions
to inform privacy behaviour.

In summary, disclosure was greater at second request, but this
was not explained by privacy concern, which did not decrease at sec-
ond report. Privacy disclosure and change in privacy behaviour was
not associated with the personality measures or with privacy con-

cern. Privacy concern was predicted by need for cognition and social
desirability.

General Discussion

In our digital age consumers are often faced with repeated personal
information requests. Incrementally, more information is often re-
quested on subsequent website visits including further email, tele-
phone or personal history information. Two studies, both in the labo-
ratory and online demonstrate increased privacy disclosure responses
to a second request. This change in disclosure, analogous to a FITD
effect, is not predicted by privacy concern. These studies show that
while a repeated request leads to greater disclosure, this change in
behaviour is not explained by privacy concern and is, therefore, not
congruent with participants stated desire to maintain privacy. It is
possible that exposure to repeated and incrementally escalating re-
quests in the online world could help to create this situation, which
is consistent with the privacy paradox, just as the FITD effect does
not require explicit attitudinal change to affect behaviour [34]. Com-
panies may wish to avoid accidentally or purposefully exploiting the
privacy paradox via repeated requests because consumer trust un-
derlies the personal data business model. The closure of Cambridge
Analytica demonstrates what can happen when personal data collec-
tion and use goes beyond consumer expectations.

This is one of a number of factors which influence personal dis-
closure, which also include consideration of the benefits of disclo-
sure, number and similarity of other disclosers, network size, self-
presentation and nudges [8–12]. However, it does appear to be dis-
tinct from digital fatigue and digital resignation as it operates over a
shorter timescale [37, 38]. Although there are multiple routes to per-
sonal disclosure, our understanding of them provides opportunities
to assist with appropriate levels of disclosure.

Future research should consider how consumers might resist the
FITD technique in online settings. Awareness that data requests can
escalate may be a key. Forewarning of persuasive intent generally
leads to resistance, particularly when the influence attempt is seen
as self-relevant and important [56]. People who resist a weak per-
suasive attempt initially are better at resisting stronger requests later
[57], thus training or opportunities to ‘practice’ rejecting data re-
quests may allow consumers to behave in a manner that better re-
flects their concern for their own information privacy. It is use-
ful to consider this in the context of privacy fatigue and bolster-
ing people’s belief in self-control and resilience over time. Even in
the case where requests appear in ‘novel’ settings, such as in our
experiments, general effects of privacy fatigue and decreased self-
efficacy regarding one’s data may still have an effect. A further av-
enue of investigation is consumer-centric—strengthening or increas-
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ing the salience of one’s attitudes increases the motivation and abil-
ity to resist persuasion [58]. Therefore, further investigations should
examine the possibility that reinforcing one’s privacy concern may
lead to more congruent privacy behaviours and reduce the observed
paradox.

Predicting privacy-related behaviour is challenging. In most do-
mains, attitudes and behavioural intentions are strong predictors of
actual behaviour [59], but that is generally not the case here. In two
studies, we saw no relationship between privacy concern and actual
or hypothetical behaviour. Even self-reports of past behaviour did not
match the behaviour exhibited in our studies. However, we did see
associations linking privacy behaviour to openness. A more compre-
hensive investigation linking privacy behaviour and with personality
may be fruitful. For example, a general focus on prevention of neg-
ative outcomes [60], rather than a promotion of positive outcomes
may predict engaging in privacy-protecting behaviours. Additional
work could examine how businesses interact with consumers. If a
company is perceived as ‘tricking’ consumers to give up their data,
it may result in reduced engagement, lower profits or worse if the
business model relies on personal data.

Future work should attempt to develop other manipulations that
alter privacy behaviour, with a particular goal of examining whether
or not privacy concern changes along with behaviour. Such manip-
ulations may include other compliance techniques [61], or interven-
tions using subtle social-norms or ‘nudging’ approaches [62]. Other
research should focus on contextual or environmental factors that
should affect the willingness to divulge sensitive information [63]. It
would be interesting to examine the interaction of FITD mechanism
with privacy fatigue over multiple repeated requests, as happens with
repeated visits to websites over time. This will help to further eluci-
date the mechanisms by which the privacy paradox develops. In the
longer term, such research may provide insights that would enable
consumers to make better decisions about what to share when they
are online.

In summary, two studies show that a FITD effect on infor-
mation requests leads to increased information disclosure, while
not impacting respondents’ privacy concerns. Thus, we illustrate a
rather simple scenario where consumers may disclose more infor-
mation than they think they would like to, thereby offering a clear
mechanism that contributes to the privacy paradox and a security
vulnerability.
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Appendix
Tell Me More, Tell Me More: Repeated Personal Data Requests Increase Dis-
closure.

Questions from ‘Perceptions of intrusion’, adjusted for experiment—Study
1 PIDI.

Please answer the below questions.
Please note: your responses to the below will be used in the second part of

the experiment, where you will make decisions on whether to ‘sell’ some items
for modest compensation. Each sold item will be publicised on a purpose-made
website for up to 4 weeks. Important: for half the participants (this could be
you) the sale decisions, and therefore, the money you receive and the amount
of your information that it put online will be based on the judgements of an-
other participant. Therefore, only answer questions that you would genuinely
consider agreeing to receive compensation for the publicization of.

1. How do you classify your gender?
2. How would you describe your ethnicity?
3. What is your height?
4. Which company is your internet provider?
5. What mobile phone do you currently own?
6. Please list the social media accounts that you have signed up to.
7. Please describe the content of your last five Facebook posts (or as many

as you can remember).
8. Please list any membership of extracurricular groups/teams/societies.
9. What is your date of birth?

10. Which company is your mobile phone network provider?
11. Where were you born?
12. How do you rate your current course of study/job?
13. Would you rather move to live somewhere else than your current place of

residence?
14. Provide the names of any siblings (or other non-parental family).
15. How often do you visit family (e.g. on average per month)?
16. What is your least favourite nickname?
17. What are your parents names?
18. What is your relationship status?
19. How many hours per week do you spend studying (either academically or

out of personal interest)?
20. What do you consider to be your most recent success?
21. What do you consider to be your biggest success?
22. In an average week, how much alcohol do you consume?
23. How many times per month do you call family?
24. Which bank do you use?
25. What is your sexual orientation?
26. What is your opinion regarding homosexuality?
27. What is your perspective on religion?
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28. Over the past month, how many important conversations have you had
with friends?

29. Please provide your username for as many social media accounts as you
can.

30. What is your opinion on immigration?
31. Which political party did you last vote for (or if you have not voted

before—who are you most likely to vote for)?
32. Who do you text most often?
33. What is your opinion on abortion?
34. What is your opinion on euthanasia?
35. What is your email address?
36. What was your address prior to your current address?
37. What is your current/most recent average academic grade?
38. What is your biggest fear?
39. What do you consider to be your most recent failure?
40. What is your current weight?
41. Have you ever cheated academically?
42. Specify someone that you have looked up on social media in the last

month.
43. What is your most embarrassing habit?
44. What do you consider to be your biggest failure?
45. What is your phone number (mobile)?
46. How often do/did arguments occur between yourself and your cur-

rent/most recent partner?
47. What is your phone number (landline)?
48. Over the last month, how often have you used social media to ‘stalk’ oth-

ers?
49. What is your honest opinion of your current/most recent housemates?
50. Detail any history of illegal drug use.
51. What is your current residential address?
52. Who do you currently find attractive/fantasize about?
53. What was the reason for your most recent relationship ending?
54. Have you ever been romantically unfaithful?
55. Please list any currently or previously prescribed medications.
56. List the websites you have visited in the last month.
57. What was the topic of your last conversation via instant messaging?
58. What is the biggest lie you have ever told?
59. State any history of psychological problems.
60. List the google searchers you have made over the last month.
61. What is/was your parents’ income?
62. What is your most painful memory?
63. What is your current bank balance?
64. How often do you have (or did you have) intercourse with your current

(or previous) partner?
65. Describe a sexual fantasy.
66. Please provide your Facebook log-in details (username and password).
67. What is your bank account number?

Study 2 Full 70-item H-PIDI

1. How tall are you?
2. How much do you weigh?
3. What is your date of birth?
4. Where were you born?
5. What is your gender?
6. What is your ethnicity?
7. What is your email address?
8. What is your phone number?
9. What is your current residential address?

10. What was your last address (prior to your current address)?
11. How often do you visit family (on average per month)?
12. How frequently do you (phone) call family (on average per month)?
13. What is your current academic grade (average percent)?
14. Have you ever cheated (academically)?
15. Are you in paid employment while studying?

16. How many hours per week do you spend studying/working?
17. Where do you work (name of organization)?

18. What extracurricular groups/teams/societies are you currently a member
of?

19. How much alcohol do you consume per week (on average)?
20. What is your relationship status?
21. What is your sexual orientation?
22. What were the reasons for your previous relationship breakups?
23. How often do/did you argue(d) with your current or previous

partner?
24. What is/was your frequency of sexual intercourse with current/previous

partner?
25. Have you ever been unfaithful (romantically)?
26. What were your last five Facebook posts about?
27. What were your last five conversations via instant messaging about?
28. How many important conversations you have had with university friends

in the last month?
29. How many important conversations you have had with friends from be-

fore university in the last month?
30. What is your honest opinion of your current housemates?
31. Would you rather move to live elsewhere?
32. What is your most embarrassing habit?
33. What social media accounts do you have (e.g. Twitter, Facebook)?
34. What are your username for your various social media accounts (e.g. Twit-

ter, Facebook)?
35. How often have you have used social media to ‘stalk’ others in the last

month?
36. Who have you looked-up on social media in the last month?
37. What are your social media login details (username and password) for the

account you use most often (e.g. Facebook)?
38. Which bank do you use?
39. What is your current bank balance?
40. What is your back account number?
41. What is your mobile phone number?
42. Which company is your mobile phone network provider?
43. Which company is your internet network provider?
44. Who do you text the most?
45. What medication have you most recently been prescribed?
46. Which illegal drugs have you used?
47. Do you have a history of psychological problems?
48. What is your biggest fear?
49. What is your least favourite nickname?
50. What is he biggest lie you have ever told?
51. How do you rate your current course of study?
52. Which political party did you last/will you next vote for?
53. What are the last five things you searched for (e.g. google?)
54. What five websites have you visited most in the last month?
55. What mobile phone do you currently have?
56. What do you consider to be your most recent success?
57. What do you consider to be your most recent failure?
58. What do you consider to be your biggest success?
59. What do you consider to be your biggest failure?
60. What is your opinions of homosexuality?
61. What is your most painful memory?
62. Who do you currently find attractive/fantasise about?
63. What sexual fantasies do you have?
64. What is your perspective on religion?
65. What are your opinions on immigration?
66. What are your opinions on abortion?
67. What are your opinions on euthanasia?
68. What are the names of your parents?
69. What are the names of your siblings (or other non-parent family mem-

bers)?
70. What is your parents’ income (approximately)?
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