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A B S T R A C T   

Multigroup analysis (MGA) in partial least squares structural equation modeling (PLS-SEM) has grown consid-
erably in the past few years in many different research fields, particularly in the business area. However, a close 
examination of MGA in PLS-SEM articles revealed much less research that compared more than two groups. 
Furthermore, research applying MGA in PLS-SEM with more than two groups has several constraints. For 
instance, most researchers need clarification about using either the omnibus test of group differences (OTG) or 
non-parametric distance-based tests (NDT) for an overall difference across the groups. Moreover, they do not 
handle family-wise error when comparing more than two groups, nor do they check for measurement invariance. 
This article uses an empirical illustration to fully understand multigroup analysis with more than two groups, 
providing valuable guidelines and comprehensible recommendations for researchers applying PLS-MGA.   

1. Introduction 

Group comparisons have been conducted in many research fields 
recently because they are of great interest. Indeed, researchers can un-
cover differences in the subgroups within the entire population that are 
not visible when examining the entire sample (Matthews, 2017). For 
example, it provides a better understanding of consumer behavior in the 
marketing field, which is paramount for marketers to develop marketing 
strategies and provide superior value. In many real situations, the 
assumption of homogeneity is unrealistic because individuals, groups, or 
organizations are likely to be heterogeneous regarding their perceptions 
and evaluations of latent constructs (Sarstedt & Ringle, 2010). This is 
especially true for business research, which often examines differences 
in parameters related to distinct subpopulations, such as cultures and 
countries (Sarstedt et al., 2011; Ting et al., 2019). Notably, when per-
forming on an aggregated data level, ignoring population heterogeneity 
can seriously bias the results and yield inaccurate management con-
clusions (Becker et al., 2022; Hair et al., 2019; Schlägel & Sarstedt, 
2016). These arguments clearly illustrate the value and need of con-
ducting group comparisons. 

Multigroup analysis (MGA) is an approach that has been broadly 
used for group comparisons. It is a set of advanced techniques that are 
usually applied when researchers want to examine differences between 
categorical variables (i.e., gender or countries) (Hair et al., 2018) or 
continuous variables that can be categorized through a dichotomization 
process or cluster analysis (Hair et al., 2019). MGA can be executed in 
partial least squares structural equation modeling (PLS-MGA), and re-
searchers can test for meaningful differences between the structural 
paths of multiple groups (Matthews et al., 2018). 

Despite several studies with guidelines for applying PLS-MGA (e.g., 
Cheah et al., 2020; Hair et al., 2018; Matthews, 2017; Sarstedt et al., 
2011), the examples provided are MGA with only two groups. However, 
researchers frequently encounter situations where they would like to 
compare more than two groups (Hair et al., 2018; Sarstedt et al., 2011).1 

To date, empirical research with more than two groups appears to be 
rarer. Nevertheless, specific details must be addressed when comparing 
more than two groups that have not been adequately evidenced in 
existing research. In fact, many business researchers still fail or are 
unaware to fully utilize the suitability evaluation procedure when con-
ducting MGA with more than two groups in PLS-SEM. For instance, 
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when conducting PLS-MGA with more than two groups, it is necessary to 
conduct all possible pairwise group comparisons using the non- 
parametric permutation-based test (NPT). This increases the overall 
probability of a Type I error (also known as the familywise error rate), i. 
e., the likelihood of finding a significant result is higher when it is not 
(Hair et al., 2018). Hair et al. (2018) recommend performing the Bon-
ferroni correction or the Šidák procedure to control this type of error 
when using NPT. 

Another recommendation is to calculate the omnibus test of group 
differences (OTG) to examine the overall difference in parameters across 
multiple groups before conducting pairwise group comparisons (Hair 
et al., 2018). According to Hair et al. (2018), “If the OTG approach in-
dicates a significant effect, we can conclude that the path coefficient of 
at least one group differs significantly from those of the other groups. 
However, this does not mean that all the groups’ path coefficients differ 
significantly” (p.157). Therefore, the OTG emphasizes estimating a 
single parameter rather than the entire or complete model. 

Furthermore, a more recent and robust technique could also be 
performed, namely, the non-parametric distance-based test (NDT) that 
compares the model-implied correlation matrix across two (or more) 
groups using a permutation procedure (Klesel et al., 2019; Klesel et al., 
2022). In particular, the NDT technique suggested by Klesel et al. (2019) 
compares all parameters simultaneously between groups. Indeed, “all 
model parameters are taken into account, and thus, the complete model 
is compared across groups” (Klesel et al., 2022, p. 27). Thus, the aim is to 
explore whether the proposed research models or theories behave 
differently across groups. Therefore, the OTG might show a significant 
difference in one parameter (i.e., a specific path) while the NDT might 
not indicate any significant differences because it assesses the whole 
model and not only one path. 

Recognizing the paucity of research on MGA with more than two 
groups, the first objective of this research is to examine articles that have 
used PLS-MGA to determine how much research has been conducted 
with more than two groups and whether the recommendations of Hair 
et al. (2018) and Klesel et al. (2019) are being followed. The second 
objective of this paper is to illustrate and provide appropriate guidelines 
for PLS-SEM with more than two groups. Specifically, it presents an 
empirical example comparing three groups (countries) with all the steps 
necessary to perform MGA in PLS-SEM, providing researchers with a 
valuable basis to conduct and present the results when performing MGA 

with more than two groups in PLS-SEM. This is crucial to increase the 
usage of MGA in PLS-SEM and to disseminate rigorous methodological 
standards in business domains such as information systems, human 
resource management, and marketing, among others. 

2. Research applying PLS-SEM multigroup analysis 

Research in PLS-SEM is difficult to confine to specific disciplines and 
can be found in many different research fields. Therefore, in March 
2022, two general databases, Science Direct and SCOPUS, were used to 
search for articles on PLS-SEM multigroup analysis. 

The literature search was based on the keywords “PLS-SEM Multi-
group Analysis”, “PLS-SEM Multigroup”, “PLS-MGA”, and “PLS Multi-
group” within the article title, abstract, and keywords. The full text of 
each article was reviewed to eliminate those that did not perform PLS- 
MGA. Only published empirical research articles were considered (ab-
stracts, conceptual papers, book chapters, conference papers, and dis-
sertations were excluded). The search was limited until 2021. A total of 
378 articles conducted a PLS-SEM multigroup analysis in 183 different 
journals. The distribution by years and the number of compared groups 
are provided in Fig. 1. 

It should be noted that articles that conducted PLS-MGA but did not 
mention this in the title, abstract, or keywords do not appear in the 
results. Indeed, while the results indicate that the first article published 
applying PLS-SEM MGA appeared in 2010, the first paper was published 
by Keil, Tan, Wei, Saarinen, Tuunainen, and Wassenaar in 2000. 
Although some papers may not have been considered, the literature 
search carried out is very significant for the purpose of this study. It 
reveals the exponential growth in the number of PLS-MGA articles in the 
last few years. Of the 378 articles using PLS-SEM MGA, only 67 (18 %) 
compare three or more groups. In fact, many more studies have used 
PLS-SEM to compare two groups in the literature. 

Some of the most popular two-group comparisons have been gender, 
with 21 % of the articles (e.g., Ghasemy et al., 2020; Lim et al., 2021; 
Velayutham et al., 2012) and country (11 % of articles) (e.g., Ahmad 
et al., 2021; Ramli et al., 2019). However, many other examples can be 
found, from comparing mobile coupon users between novices and ex-
perts (e.g., Carranza et al., 2020) to comparing the effect of corporate 
social responsibility on economic performance between family and non- 
family businesses (e.g., Yáñez-Araque, et al., 2021). Regarding more 
than two-group comparisons, 25 % of the articles have compared 
countries (e.g., Basco et al., 2020; Roy et al., 2018), and 11 % compared 
age groups (e.g., Mahmoud et al., 2020; Schade et al., 2016). 

Each article was carefully reviewed to see whether measurement 
invariance between groups had been assessed. In the case where three or 
more groups were compared, the article was further examined to check 
if the OGT or NDT approaches had been applied and the Bonferroni or 
Šidák procedures. 

Among the 378 articles, 61 % (n = 229) did not mention whether 
measurement invariance between all groups had been assessed. This is 
an essential issue because measurement invariance is necessary to 
ensure the validity of the results, i.e., that group differences are not due 
to different meanings of variables in groups or the measurement scale 
(Hair et al., 2018; Henseler et al., 2016). It was only in 2011 that Sar-
stedt et al. recommended considering measurement invariance. One 
year later, Chin et al. (2012) introduced permutation-based multigroup 
invariance to assess measurement invariance in PLS-SEM. However, this 
technique was not fully developed then because it only allowed re-
searchers to assess configural invariance and use differences in group 
parameters for measurement loadings to determine full or partial in-
variances. Henseler et al. (2016) advanced measurement invariance 
testing by developing the measurement invariance of composite models 
(MICOM) based on the permutation technique. This technique caters to 
both common-factor and composite models. It deals with configural 
invariance, compositional invariance, equal variances, and equal means, 
providing a clearer understanding of achieving partial and full 

Fig. 1. Number of articles published using PLS-SEM MGA by years and groups.  

Table 1 
Reporting in PLS-MGA studies with three of more groups.  

Test Number of studies reporting 

Measurement Invariance using MICOM 21 (31.34 %) 
OTG 3 (4.48 %) 
NDT 0 (0 %) 
Šidák 1 (1.49 %) 
Bonferroni 1 (1.49/%)  

J.-H. Cheah et al.                                                                                                                                                                                                                               



Journal of Business Research 156 (2023) 113539

3

invariance (Hair et al., 2018). With this proven technique, research 
using the measurement invariance significantly increased. Yet, among 
the articles published after the MICOM technique was published, more 
than 61 % of the articles still did not report measurement invariance. 
This supports Sarstedt et al., (2022a) claim that few studies implement 
the MICOM technique when investigating the categorical moderators’ 
impact using MGA. 

Considering the 67 studies that performed MGA in PLS-SEM with 
three or more groups, only 31.34 % reported measurement invariance 
using MICOM (Table 1), and only three performed the OTG test. 
Furthermore, only two conducted the Bonferroni correction or the ̌Sidák 
procedure to handle the family-wise error. Moreover, no articles con-
ducted the NDT. Therefore, most PLS-MGA research with three or more 
groups does not follow Hair et al. (2018) or Klesel et al. (2019) 
recommendations. 

Another interesting fact from published MGA research is that many 
PLS-SEM users compare only two groups when comparing more would 
make more sense. For instance, researchers divide the sample into two 
age groups, despite having the data to divide the sample into more age 
groups to perform comparisons (e.g., Assaker et al., 2015; Trojanowski 
& Kułak, 2017). On the other hand, some articles claiming to have 
conducted PLS-MGA were eliminated from the analysis because they 
only tested the model using different groups but did not test for signif-
icant differences between the groups. Therefore, this review further 
confirms the need to provide an empirical example of PLS-MGA in 
general and, in particular, with three or more groups. 

3. Techniques to conduct multigroup analysis with more than 
two groups 

Looking back at the PLS-SEM literature, there are two prominent 
techniques to perform multigroup analysis with more than two groups, 
namely the (i) Omnibus Test of Group (OTG) and the (ii) Non-parametric 
Distance-Based Test (NDT). Sarstedt et al. (2011) introduced the OTG to 
compare a single parameter across more than two groups. This test in-
corporates both the bootstrapping and permutation techniques to 
generate a criterion similar to the overall F test. Although this approach 
is comparable to an analysis of variance (ANOVA) F-test for analyzing 
more than two groups, it retains the type I error level (familywise error 
rate) and offers an appropriate statistical power without relying on 
distribution assumptions (Bortz, Lienert, & Boehnke, 2003; Pitman, 
1938). Furthermore, if the OTG technique shows a significant effect, this 
indicates that the path coefficient of at least one group differs signifi-
cantly from those of the other groups. 

There are, however, two limitations to this approach. First, OTG 
might not be sufficient to detect group differences because this tech-
nique consistently reveals significant parameter differences, mainly 
when the number of bootstrap runs increases in the estimation (Cheah 
et al., 2020). Second, the approach only looks at whether the average 
bootstrap estimates of a parameter differ significantly between groups 
but not the estimated parameters (Klesel et al., 2022). Therefore, when 
the number of bootstrap runs increases, the value of the F-test statistic 
that compares the bootstrap means across groups will also increase as 
the within-group variation, i.e., the variance of the bootstrap means 
reduces, even if there is no group difference in the population. 

Conversely, the F-test statistics depend on the permutation samples 
used to estimate the reference distribution under the null hypothesis that 
no group differences are relatively trivial and, thus, closely distributed 
right of zero. Therefore, Klesel et al. (2022) have argued that OTG is not 
recommended because the procedure detects differences between 
groups that may not exist. Furthermore, the OTG results do not provide 
conclusive evidence whether there are specific differences in the path 
coefficients between the groups. Thus, it is necessary to apply a pairwise 
comparison test, which will be explained in the following section. 

This limitation has encouraged Klesel et al. (2019) to develop the 
NDT approach as an alternative approach to compare the differences 

between two or more groups in a complete model rather than a single 
parameter. The NDT can help researchers compare all parameters 
simultaneously between groups. First, the average distance between the 
model-implied indicator correlation matrices is examined to assess 
whether the complete model differs across two or more groups. The test 
compares the model-implied indicator correlation matrix between 
groups using either the average squared Euclidean distance (dL) or the 
average geodesic distance (dG). Thus, the complete structural model can 
be compared across groups (see Klesel et al., 2022). In other words, the 
test investigates the distances between the indicators model-implied 
correlation matrices across groups based on the proposed model. 

Furthermore, the NDT approach can compare the correlation matrix 
of indicators for common factors and composites (regardless of loadings 
and weights) and measurement error correlations. In particular, the NDT 
employs permutation to acquire the reference distribution of the dis-
tances (Klesel et al., 2019). Therefore, if the group difference does not 
exist in the population’s model-implied indicator correlation matrix, 
both distances should be closely distributed around zero within the 
bounds of sampling variation. In other words, the two groups differ if the 
distance exceeds zero. On the contrary, if the model-implied correlation 
matrix differs between groups, the differences should be significantly 
greater than zero, and the test is most likely to indicate a significant 
result (Klesel et al., 2022). 

If the NDT result is significantly established, further steps, such as 
pairwise comparisons, must be conducted to investigate the differences 
in more depth, e.g., specific path coefficients, regardless of direct or 
indirect effect comparisons (Cheah et al., 2021). In other words, speci-
fying specific parameters for comparison must be implemented after the 
NDT result. Hence, researchers should first identify the path coefficients 
based on clear theoretical linkages before using a bucket list of MGA 
statistical approaches, such as parametric test equal variances (PTE; see 
Keil et al., 2000), parametric test unequal variances (PTU; see Sarstedt 
et al., 2011), non-parametric bootstrap-based test (NBT; see Henseler, 
2012), the non-parametric permutation-based test (NPT; see Chin, 2003; 
Chin & Dibbern, 2010), confidence intervals overlap (CIO; see Sarstedt 
et al., 2011), and confidence intervals cover parameter (CIP; see Sarstedt 
et al., 2011). 

Evidently, Klesel et al.’s (2019; 2022) NDT technique can also be 
used to compare a single parameter between two groups and a complete 
structural model. However, among these approaches, Klesel et al.’s 
(2022) simulation study recommends using NPT when testing a single 
parameter. The reason is that NPT demonstrated higher power while 
keeping the predetermined significance threshold compared to other 
techniques developed to compare a single parameter. With this sup-
porting evidence, this study compares a specific parameter between 
groups using NPT as the most robust technique. 

As the name implies, NPT uses a permutation test to obtain the 
reference distribution of the difference in the parameters from which the 
critical values are estimated. It is used to determine whether a difference 
in parameters is statistically significant. The pairwise comparison 
(similar to a t-test) only allows researchers to compare two groups 
simultaneously. Therefore, researchers must run this test multiple times 
if there are more than two groups. For example, ten comparisons must be 
performed to compare a specific path relationship across five groups. 

To avoid alpha inflation in the MGA test of more than two groups, 
researchers must conduct all plausible pairwise group comparisons 
while controlling the familywise error rate (Type I error) using the p- 
value adjustment.2 This can be easily addressed by using either the 
Bonferroni or Šidák corrections, which are often used and suggested in 
the PLS-SEM literature (Hair et al., 2018; Hair et al., 2019; Sarstedt & 

2 When conducting MGA with more than two groups, the p-value adjustment 
is used to avoid the familywise error rate. The purpose is to prevent a false 
conclusion in a series of hypothesis tests by means of avoiding the likelihood of 
making a Type 1 error. 
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Mooi, 2019).3 The Bonferroni correction can be implemented using the 
formula alpha/m. For example, if researchers compare five groups, there 
would be m = 10 comparisons, producing a significance level of 0.05/ 
10 = 0.005 instead of 0.05. Conversely, the Šidák correction employs a 
different formula, which is 1-(1-alpha)1/m. In other words, instead of 
using 0.05, a significant level of 1-(1–0.05)1/10 = 0.005116 would be 
used for five groups with ten comparisons. Both p-value adjustments are 
conceivable, but researchers should be aware that the Bonferroni 
correction has lower statistical power than the Šidák correction in 
identifying pairwise group comparisons (direct and/or indirect effect) 
when the number of comparisons grows exponentially (see Hair et al., 
2018). 

4. Empirical illustration of a multigroup analysis with more 
than two groups: Procedures and guidelines 

4.1. Model and data 

The model used by Amaro et al. (2020) was replicated in this study to 
perform a multigroup analysis between more than two groups (Fig. 2). 
The sample used in their study to examine the antecedents and outcomes 
of Destination Brand Love (DBL) was composed of Erasmus students 
from three different countries. Germany, Italy, and Portugal. All mea-
sures for each item were rated on a five-point Likert scale. 

4.2. Model estimation 

Partial least squares structural equation modeling (PLS-SEM) was 

used to test for differences between Erasmus students regarding the 
antecedents and outcomes of Destination Brand Love in the three 
countries. PLS-SEM uses a causal-prediction approach that suits the 
prediction-oriented objective of the present research (Chin et al., 2020; 
Hair & Sarstedt, 2019; Sarstedt, Hair, & Ringle, 2022b). Importantly, 
PLS-SEM can estimate a very complex structural model (see Fig. 2), 
performing advanced assessments such as permutation tests, i.e., the 
OTG test and the NDT test (Hair et al., 2018).4 To implement these 
advanced assessments, researchers should follow the five-step procedure 
shown in Fig. 3. The analysis was carried out to facilitate the explanation 
using SmartPLS version 3.3.9 (Ringle et al., 2015; Sarstedt & Cheah, 
2019). 

4.2.1. Step 1: Data preparation by generating data groups 
Data preparation is essential for ensuring rigor and avoiding 

misleading results in the group comparison study. There are three data 
preparation steps, namely (i) defining the groups, (ii) specifying how 
groups are measured, and (iii) statistical power on sample size. 

First, several approaches can be used to define the groups for a 
comparison study. In particular, researchers frequently choose the cat-
egorical variable of interest from the dataset. In this case, prior knowl-
edge of the theoretically plausible models is necessary to ensure a 
meaningful group comparison study. In other words, theory and 
observation are essential to generate the data groups. For example, 
suppose that both theory and observation show that Germany, Italy, and 
Portugal produce different results regarding the effects of Destination 
Image and Erasmus Experience on Destination Brand Love. In that case, 
researchers must position nationality as a moderator to examine overall 
relationships. 

In addition, group comparisons could be conducted by drawing on a 
continuous moderator variable (e.g., switching costs or satisfaction). 
According to Hayes and Preacher (2014), artificial dichotomization 
through dividing points (i.e., percentiles) can be used when trans-
forming continuous variables into categorical variables of more than 
two groups (low, medium, and high conditions). Hayes and Preacher 
(2014) stressed that estimations based on such transformed data should 

Fig. 2. Research Framework. Note: * means that it is crucial to adjust the conventional p-value with Šidák’s or Bonferroni’s adjustment when assessing the pairwise 
difference between groups. 

3 This study only focuses on using Bonferroni and Šidák corrections, which 
are commonly applied by empirical researchers in assessing the multiple pair-
wise comparisons of more than two groups (Hair et al., 2018; Sarstedt and 
Mooi, 2019). However, researchers must be aware that there are other 
correction methods that can be used for p-value adjustment. One of the well- 
established p-value adjustments that researchers can explore is Holm’s p- 
value method. It is known to be less conservative than both Bonferroni and 
Šidák correction in dealing with familywise error (Holm, 1979). This correction 
employs stepwise adjustments to the significant level based on the rank order of 
the multiple tests’ p-values (smallest to largest p-values). The formula to 
calculate Holm’s correction is α

(k− i+1), in which αis often used as 0.05, k is the 
number of tests, and i is the rank number of pair tests based on the degree of 
significance (see Holm, 1979). This approach can also be executed on the 
following website: https://www.quantitativeskills.com/sisa/calculations/bon-
fer.htm. 

4 SmartPLS is used to estimate the measurement, structural model and MGA 
tests, such as measurement invariance of composite models and permutation 
test (Ringle, Becker, and Wende, 2015; Sarstedt and Cheah, 2019). In addition, 
this study also used the R statistical package (Hair et al., 2022b) like the cSEM 
package to perform the NDT approach (Rademaker & Schuberth, 2021) and the 
OTG approach in R (Sarstedt et al., 2011). 
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have strong underlying reasoning and justification. However, such an 
approach requires extra vigilance since it can reduce the statistical 
power to identify path differences and induce a downward bias in esti-
mated path coefficients and group comparisons (Cheah et al., 2021). 
Hair et al. (2019) also stressed that artificial dichotomization through 
dividing points is an arbitrary and unscientific method of defining 
groups. The main reasons are that much of the information contained in 
the continuous moderator variable is lost during conversion, and it is 
unlikely that the split approach (either mean, median, or percentile) 
would result in an equal sample size. Therefore, this approach should 
not be used for rigorous research practices. 

Another exciting and superior approach that several researchers 

have used to define groups is the FIMIX-PLS procedure (e.g., Mikalef 
et al., 2020; Sarstedt, Radomir, Moisescu, and Ringle, 2022c). It allows 
researchers to detect unobserved heterogeneity and define groups that 
are then used for multigroup analysis. Researchers have also used cluster 
analysis to define meaningful subgroups of objects (i.e., respondents, 
brands, products, or other entities) used for comparisons (see Arsenovic 
et al., 2021, Huaman-Ramirez & Merunka, 2019, Sanchez-Franco & 
Roldán, 2010). Cluster analysis is a multivariate data analysis technique 
that can maximize the homogeneity of groups within clusters while also 
maximizing the heterogeneity between groups (Hair et al., 2019; Hair, 
Page, and Brunsveld, 2020). 

Second, it is necessary to specify how groups are measured. For 

Fig. 3. Procedure for conducting MGA on two and more groups.  
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instance, researchers may be interested in comparing path coefficients 
across more than two existing groups, such as countries, as in the 
example presented in this study (i.e., Germany vs Italy, Germany vs 
Portugal, and Italy vs Portugal). Germany could be categorized as group 
1, Italy as group 2, and Portugal as group 3 to distinguish and detect the 
output displayed in any PLS-SEM software or R statistical environment. 
In contrast, if a continuous variable (e.g., switching costs) is used to 
investigate group comparisons of the low, medium, and high conditions, 
then the percentile transformation can be an option. In this case, the low 
condition will represent group 1, the medium condition will represent 
group 2, and the high condition will represent group 3. For more 
advanced group comparisons of more than two groups, researchers can 
use combinations of categorical variables to compare more than two 
groups (e.g., nationality: Germany, Italy, and Portugal and generation: 
Gen-X, Gen-Y, and Gen-Z), which creates more complex multiple 
outcome groups. 

Third, examining the sample size is crucial after specifying the groups 
that will be compared. When comparing more than two groups, it is 
necessary to ensure that each subgroup is large enough and comparable 
in size to detect the moderating effect (Hair et al. 2022a). This notion is 
consistent with Aguinis et al.’s (2017) view that it would be unreliable to 
estimate moderator effects with unequal sample sizes across subgroups 
because it would reduce statistical power and lead to underestimation of 
moderating effects, even if the total sample sizes are substantially large. 
To mitigate this problem, researchers should select similar sample sizes 
for each group to maximize sample variance (see Aguinis et al., 2017). 
However, although oversampling a smaller group of respondents can be 
advantageous to increase statistical power, it can also result in a 
misrepresentation of the smaller group in the sampling frame concern-
ing the actual study population (Becker et al., 2013). 

There are several approaches to determine the minimum sample size 
recommended in PLS-SEM. The standard practice recommends a sta-
tistical power of 80 % when assuming a significance level of 5 % for each 
subgroup, as Cohen (1988) and Hair et al. (2022a) recommend. There-
fore, groups with fewer observations than those recommended for a 
statistical power of 80 % should be avoided with PLS-MGA unless it is 
impossible in a situation where the population being sampled is small. 
For example, business-to-business (B2B) research or team-based as-
sessments in organizational research generally have a small population 
(Hair et al., 2019). Thus, these samples will be smaller when low 
response rates occur during data collection and after data cleaning. 

Furthermore, researchers could look at the work of Aguirre-Urreta 
and Rönkkö (2015) to determine the power-based sample size through R 
programming. Alternatively, it is also possible to determine the mini-
mum sample size needed for a path model using the gamma-exponential 
or inverse square root (Kock and Hadaya, 2018). For example, the 
gamma exponential method requires a minimum sample size of 146. In 
contrast, the inverse square root requires a minimum sample size of 160, 
especially if researchers are not aware of the path coefficient with the 
minimum absolute magnitude. Although both approaches occasionally 
result in minimal overestimation, this minor flaw guarantees that the 
problem of undetected moderation due to inadequate power is avoided. 

4.2.2. Step 2: Measurement model assessment 
Data were analyzed and interpreted using the two-step approach: 

assessment of the measurement model and the structural model (Hair 
et al., 2020; Hair et al. 2022a).5 In assessing the measurement model, the 
relevant criteria for reflective and formative constructs differ (cf. Hair 
et al. 2022a for rules of thumb). For a reflective measurement mode, 
indicator loadings should be significant, with a value of at least 0.708. 
Additionally, measurements must be valid (i.e., convergent validity: 
average variance extracted, and discriminant validity: heterotrait- 
monotrait (HTMT) ratio correlation) and reliable (i.e., indicator reli-
ability, Cronbach’s alpha, rho A, and composite reliability). For forma-
tive measurement modes, Hair et al. (2022a) recommend assessing 
convergent validity and to check for multicollinearity issues, using the 
variance inflation factor. Finally, they also recommend examining each 
indicator’s outer weight’s significance. In order to ensure more robust 
construct validity of formative measurement modes, Urbach and Ahle-
mann (2010) suggested assessing discriminant validity using the inter-
construct correlations between formative constructs and all other 
constructs. Interconstruct correlations lower than 0.7 indicate sufficient 
discriminant validity (Bruhn et al., 2008; MacKenzie et al., 2005). In 
addition, the latent variable scores of the formative construct can be 
used in the HTMT assessment to evaluate the discriminant validity with 
other constructs. Notably, although measurement models were often 
theoretically substantiated, researchers can depend on confirmatory 
tetrad analysis (CTA-PLS) to avoid potential model misspecification (see 
Gudergan et al. 2008). Finally, if the measurement models meet all the 
criteria, the evaluation of the measurement invariance test in Step 3 can 
be carried out. 

The reflective constructs in this study were assessed first.6 In 
particular, factor loadings, Cronbach’s alpha (CA), rho A, composite 
reliability (CR), and average variance extracted (AVE) were used to 
evaluate the constructs’ internal consistency and convergence validity 
(complete and split datasets from Germany, Italy, and Portugal) (Hair 
et al. 2022a). Table 2 shows that all item loadings exceed the recom-
mended value of 0.5, except for two items, which were BL2_rev and 
EWM3. Therefore, these items were removed due to low loading for the 
three datasets (Hair et al. 2022a). As a result, the CA, rho_A, and CR 
values obtained afterward are larger than 0.7, and the AVE values are 
greater than the threshold value of 0.5 (Hair et al. 2022a; Nunnally & 
Bernstein, 1994). Thus, the complete and split samples of the three 
groups demonstrated a satisfactory result in terms of convergent validity 
and internal consistency. 

Subsequently, the formative construct of destination image was 
assessed. First, all items of destination image were checked for collin-
earity issues.7 Table 3 shows that the variance inflation factor (VIF) 
values are lower than 3, indicating that all formative items are distinct. 
Second, the outer weights and significance of each item were examined. 

5 Before assessing MGA of more than two groups, the measurement model 
assessment can be conducted by two different approaches of confirmatory 
composite analysis (CCA) from Hair et al. (2020) or Henseler and Schuberth 
(2020). CCA is a sequence of steps that can be performed with a composite- 
based SEM method (i.e., PLS-SEM) to confirm reflective and formative mea-
surement models – particularly on ensuring reliability and validity – within a 
specific nomological network. The choice or usage of CCA is deeply intertwined 
between the work of Hair et al. (2020) and Henseler and Schuberth (2020). 
Therefore, one should read both studies to understand the purpose of using CCA 
and the distinction between different perspectives on CCA.  

6 Revisit Intention is treated as a single item. Since a single-item construct is 
equal to its measure, the indicator loading, conventional reliability, and 
convergent validity assessment will result in a value of 1.00, making the 
interpretation of the measurement difficult.  

7 In formative measurement model evaluation, redundancy analysis is not 
being assessed because neither a single global item nor reflective construct that 
measures the same concept is being collected in this study (see Cheah et al., 
2018 on the implementation of redundancy analysis). 
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Table 2 
Assessment of Reliability and Convergent Validity.  

Dataset Construct Item DBL CA rho_A CR AVE FC 

Complete 
(all countries combined) 

Brand Love BL1 0.833  0.912  0.923  0.923  0.669  2.818 

n = 2237  BL2_rev *        
BL3 0.878        
BL4 0.888        
BL5_rev 0.608        
BL6 0.842        
BL7 0.826       

Erasmus Experience EEX1 0.835  0.844  0.865  0.890  0.622  1.798   
EEX2 0.864        
EEX3 0.875        
EEX4 0.692        
EEX5 0.648       

E-WoM EWM1 0.879  0.758  0.772  0.892  0.804  1.180   
EWM2 0.914        
EWM3 *       

Recommend RCM1 0.881  0.888  0.891  0.931  0.818  2.715   
RCM2 0.906        
RCM3 0.924       

Revisit Intention RVST1 1.000  1.000  1.000  1.000  1.000  1.579  
WoM WM1 0.894  0.877  0.879  0.924  0.803  2.698   

WM2 0.916        
WM3 0.878       

WoM Intensity WMI1 0.725  0.813  0.823  0.877  0.641  1.885   
WMI2 0.845        
WMI3 0.839        
WMI4 0.787      

Germany Brand Love BL1 0.821  0.898  0.910  0.922  0.667  2.745 
n = 921  BL2_rev *        

BL3 0.876        
BL4 0.886        
BL5_rev 0.623        
BL6 0.842        
BL7 0.824       

Erasmus Experience EEX1 0.828  0.840  0.859  0.888  0.616  1.792   
EEX2 0.870        
EEX3 0.863        
EEX4 0.697        
EEX5 0.638       

E-WoM EWM1 0.877  0.787  0.837  0.902  0.821  1.174   
EWM2 0.935        
EWM3 *       

Recommend RCM1 0.880  0.876  0.880  0.924  0.801  2.559   
RCM2 0.893        
RCM3 0.912       

Revisit Intention RVST1 1.000  1.000  1.000  1.000  1.000  1.517  
WoM WM1 0.892  0.875  0.876  0.923  0.800  2.589    

WM2 0.919        
WM3 0.871       

WoM Intensity WMI1 0.728  0.811  0.819  0.876  0.639  1.867   
WMI2 0.831        
WMI3 0.848        
WMI4 0.785      

Italy Brand Love BL1 0.845  0.899  0.912  0.923  0.670  2.895 
n = 761  BL2_rev *        

BL3 0.878        
BL4 0.878        
BL5_rev 0.615        
BL6 0.839        
BL7 0.825       

Erasmus Experience EEX1 0.827  0.842  0.860  0.889  0.618  1.832   
EEX2 0.856        
EEX3 0.871        
EEX4 0.698        
EEX5 0.655       

E-WoM EWM1 0.860  0.737  0.768  0.882  0.790  1.210   
EWM2 0.916        
EWM3 *       

Recommend RCM1 0.876  0.890  0.892  0.932  0.819  2.685   
RCM2 0.910        
RCM3 0.929       

Revisit Intention RVST1 1.000  1.000  1.000  1.000  1.000  1.585  
WoM WM1 0.893  0.872  0.875  0.921  0.795  2.758 

(continued on next page) 
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For the complete dataset, all items of destination image are statistically 
significant (with < 0.05). On the contrary, the datasets of Germany, 
Italy, and Portugal exhibit that DI4 is not significant. Nevertheless, this 
item is retained to fully capture the domain of the destination image (Lee 
& Lockshin, 2021; Roberts & Thatcher, 2009). 

Finally, discriminant validity was evaluated using the HTMT ratio in 
complete and split datasets (Franke & Sarstedt, 2019; Henseler et al., 
2015; Voorhees et al., 2015). Table 4 shows no discriminant validity 
issues for complete data and datasets from Germany, Italy, and Portugal. 
Indeed, all the HTMT values are lower than the threshold value of 
HTMT.85 (Henseler et al., 2015). Furthermore, the interconstruct 

correlations between the destination image as a formative construct and 
other constructs are lower than 0.7, indicating sufficient discriminant 
validity for complete data and datasets across three countries (see 
Table 4). 

4.2.3. Step 3: Assess measurement invariance using MICOM 
A fundamental concern when comparing model estimates for sub-

stantial differences in the multigroup analysis is that the construct 
measures are invariant between groups (Sarstedt et al., 2011). Mea-
surement invariance must be confirmed so that researchers can be 
assured that group differences in model estimates are not due to 

Table 2 (continued ) 

Dataset Construct Item DBL CA rho_A CR AVE FC   

WM2 0.903        
WM3 0.879       

WoM Intensity WMI1 0.724  0.807  0.817  0.874  0.634  2.026   
WMI2 0.855        
WMI3 0.838        
WMI4 0.762      

Portugal Brand Love BL1 0.835  0.898  0.915  0.923  0.671  3.237 
n = 555  BL2_rev *        

BL3 0.883        
BL4 0.901        
BL5_rev 0.577        
BL6 0.846        
BL7 0.829       

Erasmus Experience EEX1 0.852  0.855  0.886  0.896  0.638  1.848   
EEX2 0.866        
EEX3 0.900        
EEX4 0.679        
EEX5 0.663       

E-WoM EWM1 0.895  0.737  0.738  0.884  0.792  1.224   
EWM2 0.884        
EWM3 *       

Recommend RCM1 0.890  0.904  0.906  0.940  0.839  3.047   
RCM2 0.921        
RCM3 0.937       

Revisit Intention RVST1 1.000  1.000  1.000  1.000  1.000  1.852  
WoM WM1 0.898  0.888  0.890  0.930  0.817  2.665   

WM2 0.927        
WM3 0.885       

WoM Intensity WMI1 0.719  0.820  0.833  0.881  0.650  2.164   
WMI2 0.853        
WMI3 0.827        
WMI4 0.819      

* Item removed due to low loading. 

Table 3 
Assessment of Formative Measurement Model.  

Dataset Construct Item Outer Weights and 95 % Percentile CI p-value VIF FC 

Complete Destination Image DI1 0.317 [0.262; 0.387]  0.000  1.063  1.588 
n = 2237  DI2 0.425 [0.399; 0.554]  0.000  1.714  
(All countries  DI3 0.379 [0.212; 0.372]  0.000  1.715  
combined)  DI4 0.105 [0.054; 0.191]  0.000  1.271    

DI5 0.250 [0.173; 0.305]  0.000  1.281  
Germany Destination Image DI1 0.304 [0.136; 0.462]  0.000  1.049  1.509 
n = 921  DI2 0.441 [0.247; 0.632]  0.000  1.690    

DI3 0.472 [0.267; 0.648]  0.000  1.686    
DI4 0.021 [-0.139; 0.197]  0.726  1.209    
DI5 0.154 [-0.013; 0.323]  0.010  1.205  

Italy Destination Image DI1 0.268 [0.103; 0.438]  0.000  1.074  1.589 
n = 761  DI2 0.421 [0.210; 0.628]  0.000  1.713    

DI3 0.302 [0.098; 0.502]  0.000  1.701    
DI4 0.140 [-0.055; 0.327]  0.039  1.324    
DI5 0.319 [0.133; 0.516]  0.000  1.347  

Portugal Destination Image DI1 0.390 [0.178; 0.583]  0.000  1.079  1.646 
n = 555  DI2 0.369 [0.098; 0.629]  0.000  1.778    

DI3 0.327 [0.071; 0.577]  0.000  1.800    
DI4 0.006 [-0.187; 0.204]  0.936  1.333    
DI5 0.327 [0.136; 0.520]  0.000  1.358  

Note: Bold means that the indicator shows a non-significant relationship. 
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distinctive meanings or different interpretations of the latent variables 
across groups and, therefore, ensure the validity of results and conclu-
sions (Hair et al., 2019). Conversely, if the measurement invariance is 
not established, then the validity of the outcomes is questionable (Hair 
et al., 2018). 

Before performing multiple group analysis (MGA) to compare the 
path coefficients between the three countries’ groups of Erasmus stu-
dents, as proposed in this study, an invariance test using MICOM must be 
conducted (Henseler et al., 2016). The goal is to ascertain whether 
construct measurements are understood similarly across the three 
countries perceived by Erasmus students (Henseler et al., 2016). Three 
procedures should be applied to carry out the MICOM test: configural 
invariance, compositional invariance, and equal distribution of mean 
values and variances of composites. 

In the initial procedure, researchers need to first establish configural 
invariance. Configural invariance exists when constructs are equally 
parameterized and estimated between groups (Henseler et al., 2016). In 
other words, the test ensures that each measurement model employs the 
same indicators across groups. This is critical in cross-cultural studies to 
apply good empirical research procedures to establish the equivalence of 
the indicators, such as back-to-back translation. However, it is not easy 
to determine whether the same indicators apply to all groups. Therefore, 
verifying whether the researcher employed the same set of indicators 
across the groups can be aided by qualitative investigations (Moore, 
Harrison, and Hair, 2021) or face and/or expert validity evaluations (see 
Hair et al., 2019). 

Furthermore, the data treatment of the indicators and data handling 
must be identical or consistent across all groups (Henseler et al., 2016), 
mainly when processing the data of the subgroups for the configural 
invariance test. Moreover, according to Henseler et al. (2016), when 
outliers are detected, it is crucial to treat them consistently across 

groups. For example, multivariate outliers, such as Cook’s distances, 
leverages, and Mahalanobis distance, can be used to detect and treat 
between groups (Sarstedt and Mooi, 2019). Finally, keeping an eye on 
straight-lining patterns is essential, which occurs when a respondent 
provides the same answer to almost all survey questions. These re-
sponses should be discarded during the data-cleaning stage (Hair et al., 
2019). Straight-line answers reduce variability, resulting in undetected 
moderator (or detected but underestimated) effects in MGA (Cheah 
et al., 2020). In order to check for straight lining, internal consistency 
reliability indexes should be inspected to detect the situation. This so-
lution was also suggested by Hair et al. (2019, p.8) that “reliability 
values of 0.95 and above also suggest the possibility of undesirable 
response patterns (e.g., straight-lining)”. 

Furthermore, researchers must ensure that differences in the group- 
specific model estimations are not caused by different algorithm set-
tings. The choice of initial outer weights (by means value of 1.0) and the 
inner model weighting scheme must be predetermined when using the 
PLS-SEM technique. According to Hair et al. (2022a) recommendations, 
it is necessary to use path weighting, with a maximum of 300 iterations 
and a stop criterion of 10–7 in the settings of the PLS-SEM algorithm 
across the groups. In this study, the measurement model stage shows 
that the configural invariance is established across the datasets of all 
countries (see Tables 2 to 4). 

Conducting the MICOM test requires assessing compositional 
invariance. Compositional invariance exists when composite scores 
across the groups are perfectly correlated (Henseler et al., 2016). This 
test can be established if the initial correlation is equal to or greater than 
the 5 % quantile and the p-value is non-significant. In other words, the 
establishment of the partial invariance can only be achieved if the per-
mutation technique using the MICOM test shows that none of the c 
values are significantly different. However, when assessing the 

Table 4 
Assessment of Discriminant Validity using HTMT and Interconstruct Correlations.  

Dataset Construct BL Destination Image E-WoM Erasumus Experience Recommend Revisit Int WoM WoM Intensity 

Complete BL   0.534  0.246  0.607  0.693  0.575  0.708  0.595 
n = 2237 Destination Image  0.563   0.155  0.445  0.532  0.442  0.461  0.392 
(all countries combined) E-WoM  0.292  0.177   0.290  0.254  0.148  0.314  0.362  

Erasumus Experience  0.684  0.484  0.362   0.578  0.405  0.526  0.512  
Recommend  0.767  0.564  0.305  0.658   0.524  0.710  0.601  
Revisit Int  0.609  0.442  0.170  0.441  0.555   0.480  0.429  
WoM  0.791  0.490  0.386  0.603  0.798  0.512   0.619  
WoM Intensity  0.684  0.433  0.456  0.613  0.703  0.472  0.731  

Germany BL   0.508  0.171  0.596  0.672  0.540  0.697  0.560 
n = 921 Destination Image  0.536   0.102  0.434  0.519  0.408  0.451  0.357  

E-WoM  0.197  0.110   0.249  0.204  0.076  0.267  0.345  
Erasumus Experience  0.675  0.473  0.304   0.565  0.377  0.519  0.502  
Recommend  0.747  0.553  0.240  0.644   0.487  0.702  0.562  
Revisit Int  0.573  0.408  0.086  0.411  0.520   0.441  0.393  
WoM  0.780  0.482  0.322  0.597  0.795  0.471   0.590  
WoM Intensity  0.645  0.395  0.426  0.605  0.662  0.433  0.699  

Italy BL   0.538  0.296  0.610  0.682  0.568  0.716  0.602 
n = 716 Destination Image  0.566   0.164  0.461  0.516  0.444  0.473  0.379  

E-WoM  0.354  0.193   0.302  0.277  0.188  0.342  0.379  
Erasumus Experience  0.695  0.500  0.384   0.591  0.403  0.543  0.503  
Recommend  0.754  0.547  0.333  0.678   0.497  0.715  0.622  
Revisit Int  0.600  0.444  0.218  0.437  0.524   0.494  0.437  
WoM  0.801  0.503  0.423  0.627  0.805  0.528   0.631  
WoM Intensity  0.695  0.422  0.480  0.609  0.729  0.486  0.749  

Portugal BL   0.571  0.314  0.624  0.741  0.636  0.718  0.649 
n = 555 Destination Image  0.602   0.233  0.450  0.566  0.492  0.458  0.459  

E-WoM  0.382  0.271   0.341  0.316  0.221  0.364  0.374  
Erasumus Experience  0.687  0.485  0.430   0.589  0.458  0.520  0.548  
Recommend  0.814  0.595  0.385  0.657   0.613  0.714  0.635  
Revisit Int  0.674  0.492  0.257  0.493  0.645   0.526  0.484  
WoM  0.797  0.484  0.452  0.588  0.792  0.557   0.651  
WoM Intensity  0.741  0.503  0.476  0.640  0.731  0.528  0.761  

Note: The HTMT result falls below the diagonal value while the above result belongs to interconstruct correlations; Values that are in bold and italic represents the 
result of interconstruct correlations between formative construct (i.e., destination image) and all other constructs (i.e., BL, E-WoM, Erasmus Experience, Recommend, 
Revisit Int, WoM, and WoM Intensity). 
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invariance test of more than two groups, it is crucial to adjust the con-
ventional p-value of 0.05 through ̌Sidák’s or Bonferroni’s adjustment, to 
avoid the family-wise error (see Fig. 4 on the application of the p-value 
adjustment). If Šidák’s p-value adjustment is used, researchers must 
adjust the significance level of 0.05 to 0.0169524 when executing the 
permutation test in any PLS commercial software or R statistical soft-
ware.8 In that case, the confidence intervals of the upper bound value 
will automatically be adjusted from 95 % to 98.31 %. Notably, the one- 
tailed test can be used to analyse the permutation test when directed 
hypotheses are involved in the study. As shown in Table 5, all permu-
tation c value results (=1) straddle between the upper and lower bounds 
of the 98.31 % confidence interval, thus establishing compositional 
invariance in the research model for all countries’ datasets. 

Finally, researchers need to assess the equality of composite mean 
values and variances as the final requirement to establish full mea-
surement invariance (Henseler et al., 2016). Based on Table 5, the 
composites’ equality of mean values and variances of the composites 
across the three datasets do not produce all non-significance differences 
after applying the Šidák adjustment. The reason is that the difference in 
the composite’s mean value and variances ratio must fall between the 
upper and lower bounds of the 0.84 % and 99.16 % confidence interval, 
especially after the p-value adjustment of Šidák’s method. The MICOM 
procedure established partial measurement invariance, indicating a 
feasible comparison and interpretation of the MGA’s group-specific 
differences in the PLS-SEM findings (Henseler et al., 2016). 

4.2.4. Step 4: Determine the goal of analysis 
Once measurement invariance is established (see Table 5), re-

searchers need to determine the goal of analysis, if it is to examine the 
difference in a complete model or a specific path coefficient between 
groups. To reiterate, researchers should not evaluate group comparisons 
using the OTG approach (see Sarstedt et al., 2011) because this tech-
nique consistently shows significant parameter differences for many 
bootstrap runs, even if the pairwise evaluation of each path coefficient 
across the groups exhibits non-significant result. Suppose that re-
searchers want to examine the differences in the complete model across 

groups because they have no established knowledge about which pa-
rameters in the model differ across groups or if they are interested in 
exploring whether a suggested theory or model performs differently 
across groups (e.g., nationality). In that case, researchers must perform 
the NDT to ensure differences across groups based on a complete 
structural model (Klesel et al., 2019; 2022). This would be similar to the 
ANOVA evaluation, where the F-test examines H0 and finds that all 
means are equal. 

In contrast, if the choice is to examine the specific path coefficient 
across groups, researchers can immediately run the NPT for pairwise 
evaluation. The test randomly permutes observations between the 
groups and reestimates the model to derive a test statistic for the group 
differences (Chin and Dibbern, 2010). Drawing on the above-mentioned, 
this study illustrates the difference in a complete model by performing 
both OTG and NDT to corroborate Klesel’s (2022) recommendation. 
Therefore, the following procedure is to assess the NPT for pairwise 
evaluation. 

4.2.5. Step 5: Analyze and interpret the MGA test 
The first step is to test for overall differences in the path coefficients 

of the three groups. To obtain this result, the OTG and NDT were used to 
assess whether the path coefficients were similar across the three sam-
ples (i.e., Germany, Italy, and Portugal).9 The OTG analysis reveals that 
the null hypothesis of the eight path coefficients are similar across the 
five groups; hence it can be rejected in all structural models. In partic-
ular, the analysis shows FR values of 640.74 (Destination Image → 
Erasmus Experience), 3426.24 (Destination Image → Destination Brand 
Love), 53.68 (Erasmus Experience → Destination Brand Love), 1518.23 
(Destination Brand Love WOM), 14010.66 (Destination Brand Love 
Recommendation), 124892.99 (Destination Brand Love E-WOM), 
16059.94 (Destination Brand Love → WOM Intensity), and 14501.62 
(Destination Brand Love → Revisit Intention), thus rendering all differ-
ences significant at p < 0.001 (see Table 6). The results show significant 
differences between path coefficients among the three groups’ samples. 
However, the use of the OTG produces biased results because this 
technique consistently exhibits significant parameter differences even 
though the pairwise evaluation from the NPT indicates non-significant 
results (see relationships of DI → EE, DI → DBL, EE → DBL, DBL → 

Fig. 4. Procedure for conducting the p-value of both Šidák’s and Bonferroni’s adjustments.  

8 In this study, the p-value adjustment based on the Šidák procedure was used 
to assess the compositional invariance, the composites’ equality of mean values, 
and variances of the composites. If SmartPLS 3 is used, the adjustment of the 
permutation test will be in three decimal point that is 0.017. In contrast, if 
SmartPLS4 is used, the adjustment of the permutation test will be in two dec-
imal point that is 0.02. 

9 The procedure to conduct the OTG approach is in Appendix A, while the 
procedure to conduct NDT is in Appendix B. In order to ensure reproducibility 
of both results from Appendix A and Appendix B, the data can be obtained upon 
request from the corresponding author. 
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WOM, and DBL → Recommend). 
In contrast, the MGA assessment was extended using the NDT sug-

gested by Klesel et al. (2019). Table 7 shows a significant result for dL 
but a non-significant result for dG. Thus, the findings indicate that 
comparing the complete model between the three countries is necessary. 
This result confirms Klesel et al.’s (2019) work that the dG test is stricter 
than the dL test when detecting heterogeneity (or differences) in the 
structural model across groups. In other words, researchers should not 
be too rigid when using the NDT approach because the result could 
achieve significant differences in a specific part of the model between 
different groups. Hence, NDT would produce a non-significant result on 
either dG or dL. On the other hand, if both dG or dL show a non- 
significant result, the group comparisons should be rejected, or the 

grouping variable should be respecified. Additionally, researchers could 
also check for data and measurement problems. 

Since both OTG and NDT do not provide clear parameter information 
on whether there are specific differences between path coefficients be-
tween group comparisons, pairwise comparisons are performed (Hair 
et al., 2018). The permutation test for multigroup comparisons (Sarstedt 
et al., 2011) was used to conduct pairwise comparisons. If there is a 
difference in the path coefficients between the groups, researchers can 
continue to evaluate and report the structural model for each group 
separately. If there is no difference in the path coefficients between the 
two groups, it is recommended to check for data and measurement 
problems. 

To assess the pairwise comparison of more than two groups – in the 

Table 5 
Assessment of Measurement Invariance.     

Compositional 
Invariance  

Equal Mean Value Equal Variances  

Country Construct Configural 
Invariance 

c = 1 Confidence 
Interval 

Partial 
Measurement 
Invariance 
Established 

Differences Confidence 
Interval 

Differences Confidence 
Interval 

Full 
Measurement 
Variance 
Established 

Germany 
vs Italy 

Brand Love Yes  1.000 [1.000; 
1.000] 

Yes  − 0.055 [-0.095; 
0.088]  

0.005 [-0.146; 
0.142] 

Yes  

Destination 
Image 

Yes  0.970 [0.965; 
1.000] 

Yes  − 0.097 [-0.095; 
0.099]  

− 0.007 [-0.190; 
0.205 

Yes  

E-WoM Yes  1.000 [0.995; 
1.000] 

Yes  0.033 [-0.092; 
0.094]  

0.072 [-0.110; 
0.119] 

Yes  

Erasmus 
Experience 

Yes  1.000 [0.999; 
1.000] 

Yes  0.030 [-0.107; 
0.099]  

− 0.034 [-0.146; 
0.151] 

Yes  

Recommend Yes  1.000 [1.000; 
1.000] 

Yes  − 0.138 [-0.097; 
0.095]  

0.010 [-0.186; 
0.192] 

No  

Revisit 
Intention 

Yes  1.000 [1.000; 
1.000] 

Yes  − 0.033 [-0.100; 
0.095]  

0.081 [-0.211; 
0.208] 

Yes  

WoM Yes  1.000 [1.000; 
1.000] 

Yes  − 0.099 [-0.090; 
0.089]  

0.022 [-0.149; 
0.137] 

No  

WoM 
Intensity 

Yes  1.000 [0.999; 
1.000] 

Yes  − 0.114 [-0.095; 
0.100]  

0.021 [-0.118; 
0.121] 

No 

Germany 
vs 
Portugal 

Brand Love Yes  1.000 [1.000; 
1.000] 

Yes  0.017 [-0.112; 
0.107]  

− 0.077 [-0.147; 
0.142] 

Yes  

Destination 
Image 

Yes  0.976 [0.959; 
1.000] 

Yes  − 0.071 [-0.104; 
0.109]  

− 0.098 [-0.218; 
0.218] 

Yes  

E-WoM Yes  0.997 [0.993; 
1.000] 

Yes  − 0.072 [-0.103; 
0.107]  

0.062 [-0.117; 
0.136] 

Yes  

Erasmus 
Experience 

Yes  0.999 [0.999; 
1.000] 

Yes  − 0.004 [-0.103; 
0.106]  

− 0.086 [-0.142; 
0.148] 

Yes  

Recommend Yes  1.000 [1.000; 
1.000] 

Yes  − 0.094 [-0.101; 
0.109]  

− 0.090 [-0.199; 
0.194] 

Yes  

Revisit 
Intention 

Yes  1.000 [1.000; 
1.000] 

Yes  0.042 [-0.102; 
0.112]  

− 0.112 [-0.217; 
0.221] 

Yes  

WoM Yes  1.000 [1.000; 
1.000] 

Yes  − 0.069 [-0.099; 
0.106]  

− 0.027 [-0.162; 
0.152] 

Yes  

WoM 
Intensity 

Yes  1.000 [0.999; 
1.000] 

Yes  − 0.187 [-0.102; 
0.108]  

− 0.016 [-0.130; 
0.128] 

No 

Italy vs 
Portugal 

Brand Love Yes  1.000 [1.000; 
1.000] 

Yes  0.070 [-0.112; 
0.114]  

− 0.082 [-0.175; 
0.168] 

Yes  

Destination 
Image 

Yes  0.985 [0.960; 
1.000] 

Yes  0.024 [-0.104; 
0.117]  

− 0.115 [-0.210; 
0.200] 

Yes  

E-WoM Yes  0.997 [0.995; 
1.000] 

Yes  − 0.109 [-0.114; 
0.104]  

− 0.004 [-0.121; 
0.123] 

Yes  

Erasmus 
Experience 

Yes  0.999 [0.998; 
1.000] 

Yes  − 0.032 [-0.111; 
0.110]  

− 0.054 [-0.173; 
0.169] 

Yes  

Recommend Yes  1.000 [1.000; 
1.000] 

Yes  0.042 [-0.108; 
0.111]  

− 0.101 [-0.232; 
0.221] 

Yes  

Revisit 
Intention 

Yes  1.000 [1.000; 
1.000] 

Yes  0.075 [-0.104; 
0.107]  

− 0.194 [-0.224; 
0.223] 

Yes  

WoM Yes  1.000 [1.000; 
1.000] 

Yes  0.030 [-0.114; 
0.109]  

− 0.048 [-0.177; 
0.173] 

Yes  

WoM 
Intensity 

Yes  1.000 [0.999; 
1.000] 

Yes  − 0.074 [-0.108; 
0.110]  

− 0.038 [-0.152; 
0.135] 

Yes 

Note: Confidence interval is adjusted using ̌Sidák p-value adjustment. Since SmartPLS 3 is used in the study, the adjustment of the p-value changes from 0.05 to 0.017. 
Therefore, the upper bound confidence interval of compositional invariance was automatically adjusted to 98.31%, while both equal mean value and variances were 
automatically adjusted to a lower bound of 0.84% and an upper bound of 99.16%. 
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case of this study, Germany and Italy, Germany and Portugal, and Italy 
and Portugal – the Bonferroni or the Šidák correction is compulsory to 
avoid family-wise error. Researchers can use the Bonferroni-Šidák 
Correction calculator10 if they encounter difficulties calculating the 
Bonferroni or the Šidák correction (see Fig. 4). The calculator requires 
researchers to set an alpha value and the number of tests (which depends 
on the number of groups to be compared, which in this study is 3). 
Regarding the correlation and degree of freedom (Df), researchers can 
use the default value of 0. Considering an alpha value of 0.05, the p- 
value of ̌Sidák’s adjustment is 0.0169524 and the p-value of Bonferroni’s 
adjustment is 0.0166667. The differences in path coefficient in three 
pairs of comparisons using the conventional p-value (<0.05), the p- 
value of Šidák’s adjustment (<0.0169524), and the p-value of Bonfer-
roni’s adjustment (<0.0166667) when using a two-tailed test are shown 
in Table 7. 

Specifically, the conventional p-value result suggests significant 
differences regarding the relationship of destination brand love on the 
outcome of recommendation, E-WOM, WOM Intensity, and Revisit 

Intention. First, only the comparisons between Germany and Portugal (| 
diff| = − 0.068; p-value = 0.023) and Italy and Portugal (|diff| =
− 0.059; p-value = 0.033) show a significant relationship between 
destination brand love and recommendation (see Table 6). However, the 
result of the paired comparison of these countries is not significant when 
using the adjustment of the p-value by both Šidák and Bonferroni. 

When the conventional p-value is used, the German sample signifi-
cantly differs from the Italian sample (|diff| = − 0.125; p-value = 0.002) 
and the Portuguese sample (|diff| = 0.143; p-value = 0.001), particu-
larly for the relationship between destination brand love and E-WOM. 
Similarly, the pair-comparison result for these countries is also signifi-
cant when using Šidák’s and Bonferroni’s adjustments for this rela-
tionship with a p-value ≤ 0.005. 

On the other hand, the effect of the destination brand love on WOM 
Intensity is also significant when using the conventional p-value, ̌Sidák’s 
adjustment, and Bonferroni’s adjustment. In particular, there are path 
differences between samples from Germany and Portugal (|diff| =
− 0.088; p-value = 0.004, 0.009, and 0.008). Finally, the conventional p- 
value, Šidák’s adjustment, and Bonferroni’s adjustment results of the 
relationship between the destination brand love and revisit intention 
show that the Germany sample differs significantly from the Portugal 
sample (|diff| = − 0.096; p-value = 0.005, 0.009; 0.009). 

In conclusion, the pair-comparison analysis shows that some results 
are not significant when using both Šidák’s and Bonferroni’s p-value 
adjustment. However, both adjustments correspond to the same result. 
Therefore, once the results of the pair-comparison show a significant 
difference, further interpretation of the path coefficient of a specific 
relationship between groups is crucial. This can be assessed by 
comparing the strength of each value of the path coefficient or the 
quality criteria (coefficient of determination, effect size, and predictive 

Table 6 
Assessment of the Omnibus Test of Group (OTG) and Pairwise Comparison using the Non-Parametric Permutation-Based Test (NPT).     

Permutation Test 

Relationship Comparison diff Conventional p-value: 
0.05 

Šidák’s p-value adjustment: 
0.0169524 

Bonferroni’s p-value 
adjustment: 
0.0166667 

DI → EE Germany vs Italy  − 0.021  0.630  0.637  0.610 
[Fr: 640.74; p-value: <0.000] Germany vs 

Portugal  
− 0.018  0.695  0.731  0.702  

Italy vs Portugal  0.004  0.956  0.953  0.958 
DI → DBL Germany vs Italy  − 0.027  0.542  0.566  0.573 
[Fr: 3426.24; p-value: <0.000] Germany vs 

Portugal  
− 0.053  0.286  0.278  0.281  

Italy vs Portugal  − 0.025  0.601  0.593  0.600 
EE → DBL Germany vs Italy  0.005  0.898  0.908  0.907 
[Fr: 53.68; p-value: <0.000] Germany vs 

Portugal  
0.002  0.975  0.979  0.977  

Italy vs Portugal  − 0.004  0.934  0.954  0.932 
DBL → WOM Germany vs Italy  − 0.019  0.456  0.468  0.488 
[Fr: 1518.23; p-value: <0.000] Germany vs 

Portugal  
− 0.021  0.496  0.498  0.494  

Italy vs Portugal  − 0.002  0.959  0.965  0.974 
DBL → Recommend Germany vs Italy  − 0.010  0.760  0.773  0.776 
[Fr: 14010.66; p-value: 
<0.000] 

Germany vs 
Portugal  

− 0.068  0.023  0.031  0.035  

Italy vs Portugal  − 0.059  0.033  0.068  0.076 
DBL → EWOM Germany vs Italy  − 0.125  0.002  0.004  0.005 
[Fr: 24892.99; p-value: 
<0.000] 

Germany vs 
Portugal  

− 0.143  0.001  0.003  0.004  

Italy vs Portugal  − 0.018  0.734  0.745  0.720 
DBL → WOM Intensity Germany vs Italy  − 0.042  0.228  0.237  0.220 
[Fr: 16059.94; p-value: 
<0.000] 

Germany vs 
Portugal  

− 0.088  0.004  0.009  0.008  

Italy vs Portugal  − 0.046  0.208  0.223  0.212 
DBL → RI Germany vs Italy  − 0.028  0.516  0.503  0.494 
[Fr: 14501.62; p- 

value:<0.000] 
Germany vs 
Portugal  

− 0.096  0.005  0.009  0.009  

Italy vs Portugal  − 0.068  0.149  0.068  0.112 

Note: Bold values indicate statistically significant. 

Table 7 
NDT approach by Klesel et al. (2019).  

Ho: Model-Implied Indicator Covariance Matrix is Equal Across Groups 
Distance Measure Test Statistic p-value Decision 

dG  0.144  0.581 Do not reject 
dL  2.074  0.038 Reject  

10 The Bonferroni-Šidák Correction calculator link: https://www.quantitati-
veskills.com/sisa/calculations/bonfer.htm. 
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power) in the evaluation of the structural model (see Table 8). 
Before evaluating structural models, it is critical to check that 

collinearity issues are not linked to assessing the structural model. 
Therefore, full collinearity variance inflation factors (VIFs) are evalu-
ated as a viable option to assist in identifying multicollinearity issues. 
The results of the full collinearity test are shown in Table 8. Each con-
struct’s VIF score is below the threshold value of 3.3, demonstrating that 
collinearity is not an issue (Hair et al. 2022a). 

The causal relationships between the model’s constructs are 
described by the structural model (i.e., path coefficients and the coef-
ficient of determination, R2 value) (Hair et al. 2022a). The bootstrapping 
technique with 10,000 samples is used to assess the significance of the 
path coefficient (Becker et al., 2022; Hair et al. 2022a Streukens & Leroi- 
Werelds, 2016). Firstly, the path coefficients are positively significant 
for the Complete, Germany, Italy, and Portugal datasets (see Table 8). 
Notwithstanding the significant relationships, it is critical to examine 
the effect sizes of the paths’ (f 2) (Cohen, 1988). Based on Table 8, the 
complete data (f 2 = 0.160), Italy data (f 2 = 0.167), and Portugal data (f 
2 = 0.207) show a moderate effect on the relationship between Desti-
nation Image and Destination Brand Love, except for the German data (f 
2 = 0.137) that exhibits small effect size. On the other hand, the Com-
plete data (f 2 = 0.311), German data (f 2 = 0.302), and Italy data (f 2 =

0.303) show a moderate effect on the relationship between Erasmus 
Experience and Destination Brand Love, except for Portugal data (f 2 =

0.329) that exhibits large effect size. 
Table 8 also shows the R2 values for each sample to illustrate the 

variance explained. The 19 % and above values indicate that all data 
have the adequate capacity to explain the Destination Image in the 

Erasmus Experience during their study in Europe. On the other hand, the 
relationship between the Destination Image and the Erasmus Experience 
in Destination Brand Love, where R2 indicates 40 % and above. Finally, 
the results (Recommendation, Revisit Intention, WOM, and WOM in-
tensity) of Destination Brand Love show an adequate explanatory power 
of more than 20 % and above, compared to e-WOM, which exhibits<10 
%. Finally, since PLS-SEM prioritizes causal prediction results over 
theory testing, the PLSpredict technique was used to understand the 
predictive relevance of the proposed path model (Shmueli et al., 2019). 
Endogenous latent variables show a value greater than zero, indicating 
that all data sets have acceptable predictive accuracy (see Table 8). 

5. Discussion and recommendations 

A close examination of MGA in PLS-SEM research demonstrates the 
lack of rigor in applying this methodology. The application of MGA in 
PLS-SEM requires specific details so that the data can be adequately 
analyzed. Researchers in business and management fields often neglect 
to assess measurement invariance, making their conclusions about 
model relationships questionable. However, MGA in PLS-SEM studies 
rarely exploit the potential to examine three or more groups and 
therefore miss opportunities to conduct more meaningful research. 
Several vital issues concerning MGA with three or more groups have not 
yet been well investigated, such as handling family-wise errors. There-
fore, this research makes an essential contribution to this development. 
This study addresses the most pressing questions of researchers about 
using PLS-SEM, that is, how to fully utilize the MGA technique with 
three or more groups, which enables a researcher to apply it to business 

Table 8 
Assessment of the Structural Model.        

Percentile 95 % 
CI     

Data Set Relationship Std Beta Std Error t-value P Values LB UB VIF f 2 R2 Q2_predict 

Complete Destination Image → Erasmus 
Experience  

0.445  0.020  22.670  0.000  0.414  0.478  1.000 NA 0.198 0.195 

(All countries 
combined) 

Destination Image → DBL  0.329  0.018  18.088  0.000  0.301  0.360  1.247 0.160 0.455 0.282  

Erasmus Experience → DBL  0.460  0.019  24.689  0.000  0.428  0.488  1.247 0.311  
DBL → E-WoM  0.246  0.020  12.274  0.000  0.213  0.280  1.000 NA 0.061 0.023  
DBL → Recommend  0.693  0.013  54.289  0.000  0.671  0.714  1.000 NA 0.480 0.255  
DBL → Revisit Int  0.575  0.017  33.853  0.000  0.544  0.603  1.000 NA 0.331 0.176  
DBL → WoM  0.708  0.012  58.146  0.000  0.691  0.729  1.000 NA 0.502 0.204  
DBL → WoM Intensity  0.595  0.014  43.567  0.000  0.574  0.618  1.000 NA 0.354 0.147 

Germany Destination Image → Erasmus 
Experience  

0.438  0.028  15.393  0.000  0.357  0.504  1.000 NA 0.192 0.184  

Destination Image → DBL  0.310  0.031  9.928  0.000  0.229  0.385  1.238 0.137 0.433 0.253  
Erasmus Experience → DBL  0.460  0.030  15.549  0.000  0.384  0.534  1.238 0.302  
DBL → E-WoM  0.171  0.032  5.367  0.000  0.080  0.219  1.000 NA 0.029 0.009  
DBL → Recommend  0.672  0.021  31.766  0.000  0.612  0.706  1.000 NA 0.452 0.227  
DBL → Revisit Int  0.540  0.029  18.860  0.000  0.462  0.586  1.000 NA 0.292 0.147  
DBL → WoM  0.697  0.019  37.066  0.000  0.646  0.725  1.000 NA 0.486 0.184  
DBL → WoM Intensity  0.560  0.023  24.530  0.000  0.496  0.596  1.000 NA 0.314 0.115 

Italy Destination Image → Erasmus 
Experience  

0.460  0.036  12.917  0.000  0.395  0.513  1.000 NA 0.211 0.200  

Destination Image → DBL  0.338  0.034  10.028  0.000  0.281  0.391  1.268 0.167 0.462 0.289  
Erasmus Experience → DBL  0.455  0.035  13.029  0.000  0.396  0.513  1.268 0.303  
DBL → E-WoM  0.296  0.034  8.825  0.000  0.239  0.351  1.000 NA 0.088 0.025  
DBL → Recommend  0.682  0.026  26.589  0.000  0.637  0.722  1.000 NA 0.465 0.247  
DBL → Revisit Int  0.568  0.032  17.677  0.000  0.514  0.620  1.000 NA 0.323 0.175  
DBL → WoM  0.716  0.021  33.947  0.000  0.680  0.748  1.000 NA 0.513 0.218  
DBL → WoM Intensity  0.602  0.026  23.541  0.000  0.557  0.641  1.000 NA 0.363 0.141 

Portugal Destination Image → Erasmus 
Experience  

0.456  0.040  11.443  0.000  0.381  0.511  1.000 NA 0.208 0.193  

Destination Image → DBL  0.363  0.034  10.834  0.000  0.303  0.415  1.263 0.207 0.494 0.314  
Erasmus Experience → DBL  0.459  0.034  13.482  0.000  0.402  0.513  1.263 0.329  
DBL → E-WoM  0.314  0.039  7.997  0.000  0.247  0.374  1.000 NA 0.099 0.052  
DBL → Recommend  0.741  0.020  36.683  0.000  0.705  0.772  1.000 NA 0.548 0.292  
DBL → Revisit Int  0.636  0.028  22.545  0.000  0.587  0.678  1.000 NA 0.405 0.213  
DBL → WoM  0.718  0.024  30.380  0.000  0.675  0.754  1.000 NA 0.516 0.205  
DBL → WoM Intensity  0.649  0.025  25.721  0.000  0.602  0.688  1.000 NA 0.421 0.201  
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Table 9 
Overview.  

No. Question Recommendations 

1 Before conducting MGA with more 
than two groups, what are the data 
preparations and considerations?  

• Prior knowledge of theoretically 
plausible models is necessary to 
ensure a meaningful group 
comparison study. 

When detecting and defining 
groups, the FIMIX-PLS procedure or 
cluster analysis should be consid-
ered.Converting a continuous 
moderator to a categorical variable 
of more than two groups (low, me-
dium, and high conditions) should 
be avoided when conducting MGA 
because it can reduce the statistical 
power to detect path differences. 
However, when a dichotomization is 
needed from a continuous variable, 
researchers should consider the use 
of dividing points (i.e., percentiles) 

. In this case, researchers should 
present strong underlying reasoning 
and justification.Planning well 
research design is critical, particu-
larly in collecting the right amount 
of data when assessing the hetero-
geneity effects of more than two 
groups. In other words, the sample 
size must be appropriate and repre-
sentative of the population based on 
the study’s research objective 

(Moore, Harrison & Hair, 2021). 
Online surveys, such as Amazon 
Mechanical Turk (MTurk), can be 
used to collect a large sample size of 
subsample groups. This ensures that 
sufficient observations are collected 
when conducting a study with more 
than two groups. Additionally, re-
searchers should try to collect data 
so that each subgroup has a compa-
rable size to avoid underestimating 
moderating effects (see Aguinis 
et al., 2017). Finally, adequate sta-
tistical power should be achieved 
(Hair et al., 2022ba). The gamma 
exponential method and the inverse 
square root method or Hair et al.’s 
(2022a) power analysis table can be 
used to determine the minimum 
sample size requirement. 

2 What measurement tests should be 
considered before assessing the 
MGA with more than two groups?  

• The assessment of measurement 
models – whether reflective or 
formative - must meet the 
satisfactory criteria or rule of thumb 
(see Hair et al. 2022a). Researchers 
could depend on the confirmatory 
tetrad analysis (CTA-PLS) 

(see Gudergan et al., 2008) to 
avoid any potential model 
misspecification when assessing the 
measurement model. 

3 Should the comparison of more 
than two groups be analyzed with 
or without measurement 
invariance?  

• Evaluation of measurement 
invariance is essential, particularly 
in using the measurement 
invariance of composite models 
(MICOM) in PLS-SEM (see Henseler 
et al., 2016). If partial or full 
invariance is established, re-
searchers could begin to evaluate 
the MGA with more than two groups 
to ensure that the differences be-
tween groups in the model estimates 
are not the result of, for example, 
group-specific response styles 
(Henseler et al., 2016).When  

Table 9 (continued ) 

No. Question Recommendations 

assessing the measurement invari-
ance test using MICOM, the adjust-
ment of the conventional p-value 

(i.e., Šidák’s and/or Bonferroni’s) 
is needed to ensure that no family- 
wise errors occur in the study. 

4 Should group comparisons of more 
than two groups be analyzed using 
Omnibus Test of Group (OTG) 
differences?  

• The OTG approach (Sarstedt et al., 
2011) should be avoided because 
this procedure consistently 
demonstrates significant parameter 
differences for many bootstrap runs, 
even if the pairwise evaluation of 
each path coefficient across the 
groups exhibits non-significant re-
sults. In other words, the OTG 
almost always rejects the null hy-
pothesis of no group differences. 
Therefore, it is not recommendable 
(Klesel et al., 2022). 

5 When should researchers use the 
Non-Parametric Distance Based 
Test (NDT) or the non-parametric 
permutation-based test (NPT)?  

• If the aim is to examine the 
difference in the complete model 
across groups, the non-Parametric 
Distance Based Test (NDT) can be 
performed to ensure the differences 
across groups based on a complete 
structural model (Klesel et al., 2019; 
2022).If the objective is to examine 
the specific path differences across 
groups, researchers can subse-
quently perform the NPT to achieve 
the pairwise comparison 

(Chin & Dibbern, 2010). 
6 How should Non-Parametric 

Distance Based Test (NDT) be 
assessed?  

• If either or both criteria (dG or dL) in 
NDT show a significant result 
(rejecting H0), researchers should 
perform the pairwise evaluation of 
each path coefficient across the 
groups (which can be considered as 
the post-hoc tests) using the non- 
parametric permutation-based test 
(NPT) (Chin 2003; Chin and Dib-
bern, 2010) with the Šidák’s and/or 
Bonferroni’s p-value adjustment to 
manage the family-wise error (see 
Hair et al., 2018).However, if the 
NDT exhibits a non-significant 
result, the group comparisons 
should be rejected, or the grouping 
variable should be respecified based 
on a well-established theoretical 
justification (see Hair et al. 2022a) 

. 
The findings of the present study 

are consistent with the Klesel et al.’s 
(2019) research that the dG criterion 
is stricter in producing higher 
rejection rates of H0 than the dL 
criterion. However, Klesel et al. 
(2019) also highlighted that both 
criteria (dG and dL) in NDT could 
perform slightly worse – by means of 
being unable to detect heterogeneity 
– when the data are non-normally 
distributed and if the path differ-
ences are minor across groups 
(approximate β difference of 0.1). 
Therefore, following Klesel et al.’s 
(2019) recommendation, a moder-
ate structural difference (approxi-
mate β difference of 0.2 across 
groups) requires 200 observations 
per group (or more) to detect het-
erogeneity using the dG criterion, 
mainly when data are normally 
distributed. In addition, for non- 
normal data, 300 observations per 

(continued on next page) 
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research in general. Table 9 summarizes the key questions and the 
proposed answers and recommendations, which will be valuable for 
researchers to apply the method effectively. 

6. Conclusions 

In summary, this study contributes in several ways to the body of 
knowledge about PLS-MGA. First, it evidences that most PLS-MGA 
research only compares two groups. Second, it reveals that much 

research does not assess measurement invariance. Third, it provides an 
empirical example that compares more than two groups, using an 
appropriate technique such as the NDT, highlighting the importance of 
handling family error when comparing more than two groups (Šidák’s 
and Bonferroni’s adjustment of the p-value). Indeed, adjusting the 
conventional p-value with Šidák’s or Bonferroni’s adjustment is essen-
tial, as some paths were not significant after adjusting the conventional 
p-value. Fourth, this study may be the first to present a detailed 
empirical example of PLS-MGA with more than two groups, providing 
clear guidelines that can motivate future PLS-MGA research with more 
than two groups. Finally, this study encourages PLS-SEM software de-
velopers to implement NDT to allow researchers to apply the MGA of 
more than two groups without using R programming. 

7. Future studies 

Future research should address new and expanded issues on the 
topics discussed in this paper. For instance, researchers could bench-
mark the systematic review and compare the MGA of more than two 
groups, particularly between PLS-SEM and covariance-based SEM (Hair, 
Black, Babin & Anderson, 2019) or consistent PLS-SEM algorithm 
(Dijkstra & Henseler, 2015a, 2015b). Second, future studies could also 
use the MGA criteria (i.e., measurement invariance using MICOM, OTG, 
NDT, Šidák, and Bonferroni) to examine other composite-based SEM 
methods such as generalized structured component analysis (Hwang 
et al., 2010), and regularized canonical correlation analysis (Tenenhaus 
& Tenenhaus, 2011). Finally, future studies could also perform Monte 
Carlo simulation to discover which p-value adjustment test (i.e., Bon-
ferroni, Šidák, Holm, and other approaches) is more robust when 
dealing with multiple pairwise comparisons of more than two groups. 
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Appendix A:. Steps to execute OTG by Sarstedt et al. (2011)  

rm(list = ls()) #deletes all existing objects 

set.seed(5) #arbitrary random number generator seed 
setwd(“C:/OTG”) #set working directory, which includes all relevant files 
#contains the bootstrap results of one group in each column 
delimiter <- “,” #define delimiter 
separator <- “.” #define decimal sepator 
MCruns <- 500 #define number of Monte Carlo runs 

(continued on next page) 

Table 9 (continued ) 

No. Question Recommendations 

group (or more) with a moderate 
structural difference are necessary 
to detect heterogeneity for both 
criteria of dG and dL. To conclude, 
when using dG or dL in NDT, re-
searchers should consider the 
normality of the data, sample size, 
and size of the differences in the 
path coefficient in the structural 
model. 

7 How should the non-parametric 
permutation-based test (NPT) be 
assessed?  

• To avoid family-wise error, either 
Šidák’s or Bonferroni’s p-value 
adjustment must be used to assess 
the non-parametric permutation- 
based test (NPT) (Chin 2003; Chin 
and Dibbern, 2010). 

A one-tailed or two-tailed test can 
be applied for this pairwise group 
comparison test. However, it de-
pends on how the research hypoth-
eses are proposed through either 
directional or non-directional 
research hypotheses.If the pairwise 
group comparison shows a signifi-
cant result, there are group differ-
ences regarding the specific 
comparison of path coefficients 
(direct or indirect effects) 

. 
If the NPT does not show any sig-

nificant specific comparison of path 
coefficients, researchers can check 
on their data and measurement 
issues. 

8 Should the structural model be 
further assessed?  

• If neither NDT nor NPT show a 
promising result, it is worth 
investigating whether there are 
group differences in the specific 
comparison of path coefficients (i.e., 
direct or indirect effects; see Cheah 
et al., 2021) as well as other quality 
criteria (such as coefficient of 
determination, by means R2, effect 
size (f2), and PLS predict, model 
selection criteria, and cross- 
validated predictive ability test 
(CVPAT) (see Liengaard et al., 2021; 
Sarstedt et al., 2022a; Sharma et al., 
2022).  
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(continued ) 

rm(list = ls()) #deletes all existing objects 

#OTG for the Destination Image->Erasmus Experience relationship 
data_file_name <- “DI-EE.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 
n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P 
#OTG for the Erasmus Experience->Destination Brand Love relationship 
data_file_name <- “EE-DBL.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 
n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P 
#OTG for the Destination Image->Destination Brand Love relationship 
data_file_name <- “DI-DBL.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 
n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P 
#OTG for the Destination Brand Love->Word of Mouth relationship 
data_file_name <- “DBL-WOM.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 
n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P 
#OTG for the Destination Brand Love->Recommendation relationship 
data_file_name <- “DBL-RECOM.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 
n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P 
#OTG for the Destination Brand Love->Electronic Word of Mouth relationship 
data_file_name <- “DBL-EWOM.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 
n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P 
#OTG for the Destination Brand Love->Word of Mouth Intensity relationship 
data_file_name <- “DBL-EWOMINT.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 

(continued on next page) 
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(continued ) 

rm(list = ls()) #deletes all existing objects 

n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P 
#OTG for the Destination Brand Love->Revisit Intention relationship 
data_file_name <- “DBL-RI.csv” #select data file for one parameter 
FR <- 0*(1:MCruns) 
data <- as.matrix(read.table(file = data_file_name, sep = delimiter, dec = separator)) 
n < -dim(data)[1] 
F0 <- n * var(colMeans(data)) / mean(diag(var(data))) 
for (i in 1:MCruns){ 
mcdata <- t(apply(data, 1, sample)) 
FR[i] <- n * var(colMeans(mcdata)) / mean(diag(var(mcdata))) 
} 
P <- sum(FR>=F0) / MCruns 
P  

Appendix B:. Steps to execute NDT by Klesel et al. (2019)  

# Import Data 

library(readxl) 
ErasmusPLS <- read_excel(“C:/Users/User/Desktop/ErasmusPLS.xlsx”) 
View(ErasmusPLS) 
library(cSEM) 
model<-“ 
# Structural Model 
EEX ~ DI 
DBL ~ DI + EEX 
WOM ~ DBL 
RCM ~ DBL 
EWM ~ DBL 
WMI ~ DBL 
RVST ~ DBL 
# Composite model 
EEX <~ EEX1 + EEX2 + EEX3 + EEX4 + EEX5 
DI <~ DI1 + DI2 + DI3 + DI4 + DI5 
DBL <~ BL1 + BL3 + BL4 + BL5_rev + BL6 + BL7 
WOM <~ WM1 + WM2 + WM3 
RCM <~ RCM1 + RCM2 + RCM3 
EWM <~ EWM1 + EWM2 
WMI <~ WMI1 + WMI2 + WMI3 + WMI4 
RVST <~ RVST1 
“ 
# Perform estimation 
res_pls <- csem(.data = ErasmusPLS,.model = model) 
# Get summary 
summarize(res_pls) 
as.factor(ErasmusPLS$Country) 
# Solution 1: You can use the.id argument and the original dataset 
out <- csem(ErasmusPLS, model,.resample_method = “bootstrap”,.R = 1000,.id=’Country’) 
summarize(out) 
#Solution 2: You can create a list of datasets and provide this list to the csem function 
dat < -list(dat1 = ErasmusPLS[ErasmusPLS$Country==1,], dat2 = ErasmusPLS[ErasmusPLS$Country==2,], dat3 =

ErasmusPLS[ErasmusPLS$Country==3,]) 
# Please have a look at the help file of the testMGD function, it has various arguments 
# that you can use but in our case we focused on NDT by Klesel et al. (2019) 
outMGD = testMGD(out,.R_permutation = 1000,.approach_mgd = ’Klesel’) 
outMGD  

References 

Aguinis, H., Edwards, J. R., & Bradley, K. J. (2017). Improving our understanding of 
moderation and mediation in strategic management research. Organizational 
Research Methods, 20(4), 665–685. https://doi.org/10.1177/1094428115627498 
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