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Abstract 

Lower respiratory tract infections (LRTI) are a leading cause of morbidity and mortality 

globally, and the rise of Antimicrobial Resistance (AMR) complicates their treatment. To 
achieve the best patient outcomes and avoid contributing to the rise of AMR, timely and 

appropriate antimicrobial treatment needs to be prescribed. However, the current gold 

standard for aetiological investigation of LRTIs (microbiological culture) is too slow to 
guide initial therapy. 

Clinical metagenomics (CMg) has emerged as a potential solution to this problem; 

however, existing methods are too laborious. In this study, we optimise our previously 
published CMg pipeline to achieve a sensitive workflow with a 3.5 hour turnaround time. 

Evaluating the workflow, we show efficient depletion (>99.8%) of host DNA with our new 
15 minute host depletion method. Sensitivity and specificity are 90.5% and 62.5%, 

respectively, rising to 96.6% and 100% when qPCR is used to investigate discordance. 
We also show that 30 minutes of sequencing is sufficient to make an accurate pathogen 

call. 

For pathogen surveillance, targeted sequencing approaches are more appropriate. 
Sequencing of SARS-CoV-2 for genomic epidemiology became a valuable tool during the 

ongoing COVID-19 pandemic. However, early on, methods were low-throughput and 
inflexible. We responded to this by developing a high-throughput library preparation 

method, CoronaHiT, which can be used for sequencing SARS-CoV-2 on Illumina or 
Oxford Nanopore Technologies platforms. The method was shown to be cheap and 

accurate, while also being more robust for samples with lower viral loads. CoronaHiT has 

subsequently been used to sequence hundreds of thousands of SARS-CoV-2 genomes in 
the UK. 

In conclusion, we have developed and optimised two different approaches for 

investigating respiratory infections (CMg and targeted) for two different applications, 
demonstrating the potential of rapid sequencing. Methods like these will continue to 

reshape diagnostics and public health in the future. 
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1. Introduction 

1.1 Lower respiratory tract infections  

Lower respiratory tract infections (LRTI) are infections that affect the airways. Before the 

recent Coronavirus Disease 2019 (COVID-19) pandemic, LRTIs ranked the 4th leading 

cause of death globally, killing 2.6 million people in 2019, making it the most lethal 

communicable disease globally [1,2]. It is an even larger problem in low-income countries, 

being the second ranking cause of death in 2019. COVID-19, which is a respiratory 

disease caused by the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) 

can also progress to the lower respiratory tract and cause pneumonia, and has resulted in 

over 6.4 million confirmed deaths since the end of 2019 [3]. 

LRTIs affect the passages of the lower respiratory system including the trachea, primary 

bronchi and the lungs [4]. LRTI is often used interchangeably with pneumonia, which is an 

infection that causes inflammation of the air sacs themselves [5] and is a large constituent 

of LRTIs, however, LRTI also includes bronchitis which is inflammation of the lining of the 

bronchial tubes [6]. In contrast, upper respiratory tract infections (URTIs) affect the upper 

respiratory passages, including the nasal cavity, pharynx and larynx. URTIs are very 

common, especially during the winter, but compared to LRTIs, are generally benign and 

self-limiting with mild symptoms [7]. Causes include viruses such as the common cold 

(rhinovirus), influenza, adenovirus and respiratory syncytial virus (RSV) [7]. While URTIs 

have an economic burden due to time off sick and outpatient appointments, complications 

are rare, unless the infection spreads to other parts of the body (e.g., lower respiratory 

system, blood, brain). On the other hand, LRTIs are a much bigger problem with high 

hospitalisation and fatality rates, especially for infants and the elderly [8]. Risk factors of 

LRTIs include malnutrition, chronic health conditions, lack of immunisation and crowded 

living conditions.  

Pneumonia is one of the most important LRTIs and can be further divided into categories 

depending on how it was acquired. These different forms of pneumonia have different 
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aetiologies and are generally treated differently. Community-acquired pneumonia (CAP) is 

pneumonia that develops in the community (i.e. outside of a hospital) [9]. Hospital-

acquired pneumonia (HAP) is pneumonia that develops 48h after hospitalisation of a 

patient. Ventilator-associated pneumonia (VAP) is a form of HAP that develops while a 

patient is being mechanically ventilated. Healthcare-associated pneumonia (HCAP) was a 

previously used category for pneumonia for patients who interacted with the healthcare 

system without being hospitalised, however, this term has fallen out of favour as studies 

have shown that HCAP is a poor predictor of multi-drug resistance (MDR) and potentially 

led to the use of increased antibiotics without resulting in better patient outcomes [10]. 

VAP can be considered a subset of HAP, however, for treatment purposes, can be 

considered its own entity. Even though SARS-CoV-2 can cause pneumonia, COVID-19 

has often been listed and managed separately from CAP/HAP/VAP [11]. 

 

1.1.1 Community Acquired Pneumonia 

CAP has a high mortality rate, with 5-15% of patients hospitalised for CAP in the UK dying 

within 30 days, rising to 30% for those that need intensive care [12]. Additionally, CAP can 

have long-term effects, diminishing the quality of life and aggravating other underlying 

health issues such as cardiovascular disease and renal disease. Like all pneumonias, it 

affects older people disproportionately. CAP also has an indirect economic impact – in 

addition to the hospital costs, half of CAP patients in the UK require more than two weeks 

off work [12]. In Europe, the economic cost of work days lost to CAP is estimated to be 3.6 

billion euros per annum [12].  

Streptococcus pneumoniae is the leading bacterial cause of CAP in adults, followed by 

Haemophilus influenzae [13]. Atypical causes of CAP include Mycoplasma pneumoniae, 

Legionella pneumophila and Chlamydia pneumoniae (Figure 1.1). The proportion of 

patients where no aetiologic agent can be identified is high, with studies reporting a range 

between 50.2 - 67.1% [13]. MDR organisms account for less than 20% of CAP, with MDR 
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S. aureus and P. aeruginosa being most common [14]. The prevalence of respiratory 

viruses in CAP was previously underestimated, recent studies that include Polymerase 

Chain Reaction (PCR) have shown that 30-40% of CAP patients can have a respiratory 

virus [13]. The most common virus in adults with CAP is influenzae virus, with it being 

detected in 9% of patients on average [15]. Viral and bacterial coinfection can also be 

common, which means that identification of a virus alone cannot be used to rule out a 

bacterial infection and discontinue antibiotic treatment [13]. The detection of polymicrobial 

infections have increased due to the use of newer methods which have also led to the 

reduction of cases with no known aetiology; this can improve the accuracy of treatment 

[14]. 
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Figure 1.1 – Aetiology of CAP in adults, stratified by laboratory techniques used (Without 
PCR = culture and serological methods, With PCR = culture and serological methods + 

PCR for atypicals and viruses). Adapted from Shoar and Mushner, 2020 [13] 

 

For patients that require intensive care, mortality can rise to as high as 50%, therefore, 

early and effective treatment is crucial [16]. Currently, treatment of CAP depends on the 

risk group and the most likely causative pathogen [16]. Treatment of non-severe cases is 

largely based around the assumption of likely S. pneumoniae infection. In the UK, 

amoxicillin is recommended as the first-choice antibiotic for low severity and moderate 

cases of CAP, plus a macrolide if an atypical is suspected (local AMR and surveillance 

data can guide this). For high severity cases, amoxicillin with clavulanic acid (co-

amoxiclav) and a macrolide combination treatment is recommended, which provides 
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broad-spectrum cover for Gram-negatives and atypicals too [17]. This lines up with 

recommendations from the European Respiratory Society (ERS) which states that 

combination therapy should not be used for non-severe cases of CAP [14]. If a causative 

organism is detected or suspected, empiric treatment can be changed to a targeted 

therapy. Treatment failures can occur due to the emergence of MDR, which is on the rise 

[16]. Antibiotic resistance in S. pneumoniae can also be found, with high rates of penicillin 

resistance seen in some countries like Spain, however, amoxicillin is sufficient for 

treatment of S. pneumoniae in these cases [14].  

 

1.1.2 Hospital Acquired Pneumonia and Ventilator Associated Pneumonia 

HAP is defined as a pneumonia occurring 48 hours or more after hospital admission [18]. 

Risk factors include old age, being male and structural lung disease. Non-ventilator HAP 

has a prevalence of 1% in hospital inpatients, lengthens hospital stay by 8 days on 

average and has a high mortality rate [11]. One study showed that 15.5% of non-ventilator 

HAP patients die compared to 1.6% of other hospitalised patients and have a 19.0% 

chance of requiring ventilators compared to 3.9% for other hospitalised patients [19]. HAP 

also has a considerable cost to hospitals, with one study showing average costs of 

£43,100 per patient; antibiotic costs were only a small fraction of this cost at £321 [20]. 

Unfortunately, HAP is difficult to prevent and data on prevention strategies for HAP are 

either absent or of poor quality [18]. 

Gram-negative bacteria are the most common cause of HAP, namely Pseudomonas 

aeruginosa, Klebsiella spp, Escherichia coli and Acinetobacter baumannii [18]. 

Staphylococcus aureus is the most common Gram-positive cause. Many of these 

pathogens are considered antibiotic resistance threats globally [21] due to the difficulty in 

treating these infections, with particular concern for carbapenem-resistant Gram-negative 

bacteria. The World Health Organisation (WHO) released a priority list of pathogens that 

require urgent action, and many of the constituents are HAP pathogens (Table 1.1). 
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Viruses are not typically seen as important pathogens for severe HAP, however, viruses 

such as RSV and parainfluenza virus, as well as influenza and rhinovirus can be identified 

from bronchoalveolar lavages (BAL) [22]. Viruses are more commonly identified in 

immunocompromised patients compared to immunocompetent patients. In some case 

studies, it has been shown that no pathogen is identified in the vast majority of non-

ventilated HAP cases (56.3% in one case study [19]). This likely depends on the 

diagnostic methods used and how it is used (e.g. culture with or without dilution, different 

PCR assays etc).  

Table 1.1 – List of WHO priority pathogens for new antibiotics [23] 

Priority 1: Critical Priority 2: High Priority 3: Medium 
Acinetobacter baumannii 
carbapenem-resistance 

Enterococcus faecium, 
vancomycin-resistant 

Streptococcus 
pneumoniae,  
penicillin-non-susceptible 

Pseudonomas aeruginosa 
carbapenem-resistant 

Staphylococcus aureus, 
methicillin-resistant, 
vancomycin-intermediate 
and resistant 

Haemophilus influenzae, 
ampicillin-resistant 

Enterobacteriaceae 
carbapenem-resistant, 
ESBL-producing 

Helicobacter pylori, 
clarithromycin-resistant 

Shigella spp., 
fluoroquinolone-resistant 

 Campylobacter spp., 
fluoroquinolone-resistant 

 

 Salmonellae, 
fluoroquinolone-resistant 

 

 Neisseria gonorrhoeae, 
cephalosporin-resistant, 
fluoroquinolone-resistant 

 

 

VAP is pneumonia that develops 48-72 hours after a patient has been intubated [18]. It is 

estimated to develop in 10-20% of patients after 48 hours of mechanical ventilation, and 

VAP patients are twice as likely to die compared to non-VAP patients [24]. Additionally, 

VAP causes longer stays in intensive care units (ICU) meaning additional hospital costs. 

The same organisms are typically involved in the cause of VAP as non-ventilator HAP, 

including P. aeruginosa, Enterobacteriaceae, S. aureus and A. baumannii [25] [26] [27] 

[28]. Additionally, some studies suggest Late-onset VAP (VAP that develops later during 
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intubation, typically after 4 or 5 days) vs. Early-onset VAP may correlate with different 

aetiological agents [27], however, other studies suggest no difference [26]. A high 

prevalence of MDR pathogens is common. Resistant P. aeruginosa, A. baumannii and 

methicillin resistant S. aureus (MRSA) are commonly found in ICUs around the world [25].  

Viruses typically do not cause VAP but some studies suggest they can be associated with 

VAP; viruses such as Herpes Simplex Virus (HSV) and cytomegalovirus have been shown 

to reactivate in ventilated patients and cause bronchopneumonitis or VAP [1]. Additionally, 

patients with high viral loads generally have poorer outcomes compared to those with low 

or no virus. 

National Institute for Health and Care Excellence (NICE) guidelines suggest that 

antibiotics should be given to patients suspected of having HAP as soon as possible 

(within 4 hours) and a sample sent for microbiological testing at the same time. The first-

line oral antibiotic is typically co-amoxiclav; alternatives based on the patient and local 

resistance data include doxycycline, cefalexin, trimethoprim with sulfamethoxazole (co-

trimoxazole), and levofloxacin (or clarithromycin for children). If symptoms are severe or if 

there is a high chance of resistance, other options include piperacillin/tazobactam, 

second/third generation cephalosporins (ceftazidime, ceftriaxone, cefuroxime), and the 

carbapenem meropenem. If MRSA is suspected, vancomycin, teicoplanin or linezolid 

should be added on top of the first-choice antibiotic [30].  

 

1.1.3 Antimicrobial resistance 

Antimicrobial resistance (AMR) is a major public health concern [31]., The Organisation 

for Economic Co-operation and Development (OECD) states that, if no effective action is 

taken, resistance to important second-line antibiotics will be 72% higher in 2030 compared 

to 2005 [31]. AMR is already responsible for 33,000 deaths per annum in European 

Union/European Economic Area (EU/EEA) countries, costs 1.1 billion euros annum and 

contributes to 700,000 deaths globally [32]. The health burden of AMR is comparable to 
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that of influenza, tuberculosis (TB) and human immunodeficiency virus/acquired 

immunodeficiency syndrome (HIV/AIDS) combined in the EU/EEA. 40% of the burden is 

due to bacteria that are resistant to last-line antibiotics (used as a last resort treatment 

when bacteria are resistant to other antibiotics). When bacteria are resistant to last-line 

antibiotics such as carbapenems and colistin, treatment can be difficult or impossible. By 

2050, 10 million deaths may be attributed to AMR every year, if no action is taken [33]. 

This would be even higher than cancer which is projected to kill 8.2 million per year by 

2050. The cost to the global economy could be up to 100 trillion dollars [33]. These 

numbers do not fully capture the problem with AMR, as the inability to treat infections due 

to resistance will have significant knock-on effects in healthcare. Treatments that 

suppress immune systems such as chemotherapy will become much riskier as any 

resulting infection may be difficult or impossible to treat. Routine surgeries such as joint 

replacement and organ transplantation will also become riskier. The effect across the 

globe will be unbalanced, with Asia and Africa seeing higher mortalities.  

 

1.1.4 Antimicrobial stewardship  

AMR is associated with antibiotic use, whereas antibiotic stewardship practises help 

reduce the development of AMR by preventing use of antibiotics when they are not 

necessary [31]. Antibiotic stewardship is the responsible use of antibiotics – this principle 

goes further than just individual patient health but also has the goal of preserving 

antimicrobial effectiveness in the future and therefore safeguarding public health [16]. The 

aims are to: achieve optimal outcomes for the patient by using the correct antibiotics; 

reduce toxicity by, for example, deescalating if a toxic antibiotic is not needed; reduce the 

costs associated with administering antibiotics and importantly; reduce the selection 

pressures which enable the proliferation of resistant strains.  

ICUs, where HAP is often treated and/or where VAP can develop, are a focus for 

antibiotic stewardship programmes as this is where a large proportion of antibiotics are 
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administered. Additionally, due to better access to diagnostics and direct treatment of 

patients, there is a greater opportunity to de-escalate when microbiology results are 

negative. Rapid identification of the cause of pneumonia can lead to correct treatment 

given at the first instance or escalation/de-escalation earlier than normal. However, it has 

been shown that even when microbiological results identify susceptible pathogens, 

antibiotic therapy is only narrowed from broad-spectrum antibiotics in 30-40% of cases 

[34]. The tests must be reliable, validated and must be comprehensive enough to ensure 

pathogens are not missed, otherwise treatment is unlikely to be de-escalated.  

The O’Neill review recommends several interventions to reduce the burden of AMR. In the 

final report, this is broadly divided into reducing the demand for antimicrobials and 

increasing the supply of new antimicrobials [32]. To increase the supply, the report 

suggests a global innovation fund for early-stage research and development (R&D) and 

better incentives to promote investment in new and existing drugs. In the reduction of 

demand category, the report suggests improving global public awareness, improving 

sanitation, reducing unnecessary use of antimicrobials in agriculture, improving global 

surveillance, promoting new vaccines, promoting people working in infectious diseases, 

and promoting new and rapid diagnostics. Surveillance involves monitoring infectious 

diseases globally, their resistances and the use of antimicrobials. This is something that 

requires laboratory capacity as resistance is often confirmed in the laboratory. Reducing 

antibiotic use will require new and rapid diagnostics. This is because antibiotics are often 

not prescribed depending on a diagnosis but empirically (decision based on observation 

and experience rather than microbiological data). Acutely ill patients need to be treated as 

soon as possible if they have a potential infection, so prescribers cannot wait for a 

definitive diagnosis, this means that prescribers are required to treat empirically, and this 

leads to unnecessary and/or over/under-prescribing. The OECD is another body that 

recommends rapid diagnostic tests as an important intervention to tackle the issue [31]. 

In the US, it was found that out of 40 million patients who are given antibiotics for 

respiratory reasons, only 13 million needed them, while 27 million received them 
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unnecessarily [35]. Additionally, respiratory diseases were the most common cause for 

the prescription of antibiotics (41% of antibiotics), followed by skin/mucosal conditions and 

urinary tract infections (UTI). Broad-spectrum antibiotic use is much higher than narrow-

spectrum antibiotics in the majority of EU/EEA countries [31] and in the US [35]. This is a 

problem as use of broad-range antibiotics can lead to the increased risk of Clostridium 

difficile infection [36] and poor antibiotic stewardship that can drive the increase of 

antibiotic resistance. Rapid diagnosis of the infectious agent and any resistance can 

reduce over-prescribing. For example, if the aetiology is known to be exclusively viral, 

then antibiotics should not be prescribed as they will be ineffective.  

According to the O’Neill report on diagnostics, the perfect rapid diagnostic test would 

determine: 

1) whether the infection is bacterial or viral 

2) what type of bacteria, if it is bacterial 

3) whether the causative bacteria are resistant to available antibiotics 

4) whether the causative bacteria are known to be susceptible to existing drugs [37]. 

Determining susceptibility rather than resistance is more advantageous, as this gives the 

treating clinician more confidence about the treatment they can use. Additionally, 

diagnostic tests would need to be widely deployable, in terms of healthcare settings (e.g., 

hospitals and primary care), and also globally (both the developed and developing world). 

Rapid diagnostics need to be as cheap as possible (as antibiotics are generally cheaper 

than running such tests), need to answer the right questions, and need to be accurate and 

provide trustworthy results. 

 

1.2 Current methods for diagnosis of LRTIs 

An effective LRTI diagnostic assay should guide appropriate antimicrobial therapy 

decisions soon after clinical onset/presentation. As described, pneumonia can be caused 

by a variety of bacteria and viruses (and in rare cases fungi). In order to determine the 
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causative agent, clinical symptoms alone are insufficient, and a microbiological diagnosis 

is needed alongside antibiotic resistance/susceptibility testing for bacterial infections. 

 

1.2.1 Routine culture 

1.2.1.1 Pathogen identification 

The current gold-standard for aetiological investigation of LRTIs is microbiological culture 

[38]. The UK Health Security Agency (UKHSA) provides guidelines for the investigation of 

respiratory specimens such as BALs, sputum and associated specimens using culture 

and microscopy in the UK, however, there is variation in how these are implemented 

across the country [39]. Specimens are ideally collected before antimicrobial therapy is 

administered and processed the same day (or stored in the fridge until processing). 

Mucoid samples such as sputum are treated with dithiothreitol (DTT) or N-acetyl cysteine 

for liquefaction (a commercial product called Sputasol is typically used which contains 

DTT). BALs on the other hand are not treated unless viscous, they are centrifuged to 

concentrate the cells in a pellet. Sputum and similar specimens (e.g., endotracheal tube 

aspirates) are diluted 1 in 1000 and 1 µL is used to inoculate an agar plate, giving a 

growth threshold of 1 x 106 colony forming units (CFU) per mL, whereas BALs are serially 

diluted and inoculated onto agar plates for a semi-quantitative culture. The recommended 

diagnostic threshold for BALs in standard samples is 1 x 104 CFU/mL. Where Legionella is 

suspected, or the clinical context requires other organisms such as Burkholderia to be 

considered (for example if the patient has cystic fibrosis), then supplemental cultures may 

be set up that are not diluted. With Legionella, it is recommended that plates are 

inoculated with 0.1 mL of undiluted homogenised sputum directly. The standard bacterial 

cultures are grown for 40-48 hours (5 days for fungi), with cultures being read every day, 

however, this can be as long as 6 weeks for some fungi (e.g., if dimorphic fungi are 

suspected) (Table 1.2). 
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Table 1.2 – Recommended growth media and times for target organisms in sputum/BAL 

samples [39] 

Organism Standard growth 
media 

Incubation time Culture read 

Haemophilus 
influenzae 

Chocolate agar + 
Bacitracin disc 

40-48 hours Daily 

Moraxella 
catarrhalis 

Chocolate agar + 
Bacitracin disc 

40-48 hours Daily 

Streptococcus 
pneumoniae 

Chocolate agar + 
Bacitracin disc 

40-48 hours Daily 

Staphylococcus 
aureus 

Chocolate agar + 
Bacitracin disc 
(and Mannitol Salt / 
Chromogenic Agar 
in some clinical 
conditions) 

40-48 hours Daily 

Enterobacteriaceae CLED/MacConkey 
agar 

40-48 hours Daily 

Pseudomonads CLED/MacConkey 
agar 

40-48 hours Daily 

Fungi Sabouraud agar 5 days 
(or up to 6 weeks if 
dimorphic fungi 
suspected) 

≥40 hours 

Burkholderia 
cepacia complex 

Burkholderia 
cepacia selective 
agar 

5 days Daily 

Legionella species Legionella selective 
agar 

10 days At 3, 7 and 10 days 

 

If Mycobacteria or parasites are suspected, these standard methods will not be sufficient 

and other culture or molecular methods are required for investigation [40,41]. For viruses 

and atypical bacteria such as M. pneumoniae and Chlamydophila species, PCR screening 

is the gold standard [42], but, not all samples undergo these tests. 

As samples can be taken after antibiotic treatment and since not all organisms are tested 

by default, culture has poor sensitivity (a pathogen is not reported in up to 75% of 
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pneumonia cases) [43]. This poor sensitivity, as well as the high turnaround time of culture 

(Table 1.2) means that patients are treated empirically with broad-spectrum antibiotics, 

leading to inappropriate treatment of pneumonia as discussed above [44].  

 

1.2.1.2 Antibiotic susceptibility testing 

Antibiotic susceptibility testing (AST) is performed to determine whether pathogens 

isolated from clinical samples are resistant or susceptible to selected antimicrobial 

therapies [45]. Resistance can be based on different mechanisms including mutations, 

acquired resistance genes, efflux and permeability. Some organisms are intrinsically 

resistant to particular antibiotics (e.g. P. aeruginosa to many β-lactam antibiotics) [46] and 

therefore only relevant antibiotics need to be tested. 

Phenotypic AST can be performed in different ways. Agar and broth dilution methods can 

be used to determine the minimum inhibitory concentration (MIC) [45] by culturing bacteria 

in a select concentration of antibiotics or at single concentrations (e.g. at the breakpoint) 

and detecting presence/absence of growth. Agar dilution has the benefit of making it 

easier to detect contamination over microbroth dilutions whereas microbroth dilutions are 

able to test multiple antimicrobial drugs and concentrations using 96-well plates. These 

methods can be time-consuming, typically taking 24-48 hours [45]. 

The agar disk diffusion method is the standard approach used routinely by microbiology 

laboratories. This method is less resource-intensive than the other methods and is highly 

standardised [45]. In this approach, an agar plate is inoculated with a bacterial isolate, and 

filter paper disks that contain specific concentrations of antimicrobials are placed on the 

surface. The antimicrobials diffuse into the agar surrounding the disk with the 

concentration decreasing relative to the distance from the disk. Bacteria that are 

inoculated onto the plate grow in areas where it is not inhibited and do not grow in areas 

where it is inhibited by the antimicrobial agent (around the disks) creating a visible lawn of 

bacteria with areas of no growth. The areas of no growth are the zones of inhibition (ZOI) 
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and the diameter can be measured to determine whether an organism is susceptible or 

resistant. 

The European Committee on Antimicrobial Susceptibility Testing (EUCAST) recommends 

the disk diffusion method and provides a standardised set of guidelines and clinical 

breakpoints to determine resistance or susceptibility [47]. The UK follows the EUCAST 

standard [48], which defines everything from the media used (typically Mueller Hinton), to 

the storage of plates, preparation of the inoculum, inoculation of the plates, application of 

the antimicrobial disks, incubation of plates (time and conditions) and importantly the 

measurement and interpretation of the results. Globally, 3 organisations set the 

breakpoints and interpretations, the Center for Drug Evaluation and Research (CDER), 

the Clinical and Laboratory Standards Institute (CLSI) and EUCAST [49]. These clinical 

breakpoints are reviewed and updated annually based on new information [50].  

Advantages of the disk diffusion approach and why it has become the gold standard is 

that it is easy to perform with reproducible results, it is inexpensive, both in terms of 

equipment and reagents, and it provides simple categorical results [45]. Drawbacks are 

that it has poor performance with slow-growing and fastidious organisms, and despite 

standardisation, can still be prone to variability from operator handling and interpretation 

[51]. However, there are also now instruments that aim to reduce some of the 

interpretation error by taking pictures and analysing the ZOI in an automated fashion (e.g. 

Accuzone, Biomic, and Sirscan) [51]. One of the biggest drawbacks of the disk diffusion 

method is that it is culture-based and therefore takes too long. After initial culture of the 

primary clinical sample, the isolate has to be identified and cultured again using the disk 

diffusion method, meaning that results for ASTs can take ≥2 days after the sample is 

taken [52]. 
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1.2.2 Rapid pathogen and antimicrobial resistance detection 

More rapid methods are available for the detection of pathogens and AMR. Nucleic acid 

amplification tests (NAAT) such as PCR and loop-mediated isothermal amplification 

(LAMP) are fast methods for detecting the presence/absence of pathogens and resistance 

genes [51] and have evolved significantly from their early days of manual single target 

assays [53]. PCR is the gold standard for detecting respiratory viruses, as recommended 

by UKHSA [42], but typically target a relatively small panel of viruses such as Influenza A 

and B, RSV, Adenovirus and Parainfluenza. 

Commercial sample-to-result NAATs have been developed for the point-of-care 

identification (ID) of influenza that take only about 20 minutes, e.g. the Alere I and cobas 

Liat Influenza A and B tests, but they are limited to a single analyte [54]. Broader multiplex 

sample-to-result PCR devices have also been developed, such as the Unyvero (Curetis) 

and Biofire Filmarray (BioMerieux) [43]. These have cartridges that are tailored for specific 

diseases and contain multiple targets for relevant organisms and resistance genes. The 

FilmArray has panels for upper respiratory, bloodstream, gastrointestinal, and joint 

infections, as well as meningitis/encephalitis and pneumonia. The pneumonia panel has 

33 targets, with 15 bacteria, 8 viruses, 3 atypical bacteria and 7 AMR genes (Table 1.3) 

[55]. These tests have rapid turnaround times (~1 hour) and minimal manual handling as 

they perform nucleic acid extraction, purification and multiplex PCR and detection on 

board followed by automated analysis. 
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Table 1.3 - Full list of targets of the Biofire Filmarray Pneumonia panel 

Bacteria Viruses 
Acinetobacteria calcoaceticus-baumannii 
complex 

Adenovirus 

Enterobacter cloacae complex Coronavirus 
Escherichia coli Human metapneumovirus 
Haemophilus influenzae Human Rhinovirus 
Klebsiella aerogenes Influenza A 
Klebsiella oxytoca Influenza B 
Klebsiella pneumoniae group Parainfluenza virus 
Moraxella catarrhalis Respiratory Syncytial virus 
Proteus spp. Antimicrobial resistance genes 
Pseudomonas aeruginosa mecA/C and MREJ 
Serratia marcescens KPC 
Staphylococcus aureus NDM 
Streptococcus agalactiae Oxa-48-like 
Streptococcus pneumoniae VIM 
Streptococcus pyogenes IMP 

Atypical bacteria CTX-M 
Chlamydia pneumoniae 
Legionella pneumophila 
Mycoplasma pneumoniae 

 

These devices have been well-studied with many evaluations of both the Unyvero 

pneumonia panel [56–58], and FilmArray Pneumonia panel [59–61]. Results from these 

studies vary significantly due to differences in how performance is reported (concordance 

vs specificity and sensitivity) as well as differences in sample type and geographic 

location, leading to differences in the frequency of pathogens detected. This makes 

comparison of such tests from different studies difficult. One multicentre study [43] directly 

compared the two devices and demonstrated that both PCR tests identified significantly 

more pathogens from samples compared to routine microbiology. Individual organism 

sensitivities ranged from 91.7-100% for FilmArray and 50-100% for Unyvero, and 

specificity was 87.5-99.5% for FilmArray and 89.4-99% for Unyvero. Sample-to-result 

times were significantly lower than culture for both devices, FilmArray taking 1 hour and 

15 minutes and Unyvero taking 5 hours. Overall, the study found that the FilmArray was 

more sensitive than the Unyvero and was chosen to be tested in a randomised control 

trial. These devices are useful, as a study has shown that it was possible to change initial 



 28 

empirical treatment within 5-6 hours for 33 patients using Unyvero compared to 96 hours 

for culture [56]. While these panels are significantly faster and easier to use, a drawback 

is that they are limited by the target pathogens on the panel, and only a few key 

resistance genes are detected [51]. Additionally, even if a wider range of resistance 

targets were included, multiplex PCR-based tests directly from clinical samples cannot 

determine the source of resistance genes. This was exemplified in the multicentre study 

where the Unyvero detected mecA/mecC in 70 samples that did not contain S. aureus 

(likely from other Staphylococci in the sample) [43]. 

Other rapid ID and AST methods have been developed that are phenotypic based 

including the Accelerate Pheno. This is an automated system that uses fluorescent in-situ 

hybridisation probes to detect organisms commonly associated with the disease, then 

immobilises the cells to grow them in the presence of different antibiotics. The cells are 

monitored with automated microscopy and their growth rates analysed to predict MIC 

values [62]. This method does not require full overnight culturing as is the case with the 

disk diffusion method; pathogen detection results can be available in less than 2 hours 

with AST results in less than 7 hours. This test is currently only available for bloodstream 

infections. Other proof-of-concept ID and AST methods include using digital LAMP to 

measure phenotypic responses from bacteria in clinical samples exposed to antibiotics 

(with results in 30 minutes) [63], and using probes on electrochemical biosensors that are 

complementary to bacterial 16S ribosomal RNA (rRNA) to quantify rRNA levels after a 

brief culture period in the presence of antibiotics [64]. However, these approaches have 

yet to be applied to pneumonia.  We wrote a review paper summarising emerging 

technologies for rapid diagnosis of infection, and AMR in Current Opinion in Microbiology 

[52] (Appendix 1). 
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1.3 Sequencing 

Advances in sequencing technologies have paved the way for sequencing to characterise 

infections, using whole genome, targeted and metagenomic approaches.  

Whole genome sequencing (WGS) is a widely used tool for AMR detection, epidemiology 

and outbreak control. It is regularly used to identify and study outbreaks [65,66], and to 

study the origin and evolution of important clinical strains [67]. It has also been used to 

identify new AMR mechanisms and transmission routes [68,69]. Whilst WGS cannot be 

used to rapidly diagnose infection due to the need for culturing, it does provide 

comprehensive genomic information and has become an important tool for public health. 

Studies have been performed that use bait captures for pathogens to enable sequencing 

of whole genomes of one organism directly from primary clinical samples, without the 

need for culture, to determine resistance – an approach that is particularly beneficial for 

slow-growing pathogens such as Mycobacterium tuberculosis [70].  

Targeted sequencing methods have been used to identify infection-causing agents by 

amplifying specific regions such as 16S or internal transcribed spacer (ITS) prior to 

sequencing [71]. These methods have the potential to be fast, as they do not require 

culture. 16S rRNA gene sequencing can be particularly useful in identifying fastidious 

bacteria, and as with multiplex PCR panels, detect and identify more pathogens than 

culture [72]. Targeted panels such as the BacCapSeq scheme use probes to target 

virulence and resistance genes directly from samples before sequencing to identify 

bacterial pathogens [73]. This method has also been applied to viruses (VirCapSeq) [74] 

and tick-borne pathogens (TBCCapSeq) [75]. It has also been applied specifically to study 

the resistome, targeting 78,600 non-redundant genes with ResCap [76]. In the case of TB, 

where resistance is mostly due to chromosomal mutations in conserved genes, it is 

possible to design PCR-sequencing panels to detect the presence of Mycobacteria and 

predict TB resistance [77].  
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Targeted sequencing methods can be fast, highly sensitive, and robust, however, by 

nature of being targeted, cannot provide information on all potential pathogens in the 

sample. Even 16S rRNA gene sequencing, which is pan-bacterial, does not cover fungi, 

and even with the inclusion of 18S/ITS, viruses are still missed. Additionally, these 

targeted methods do not provide the full breadth of information that sequencing more of 

the genome can provide. 

A more recent application of sequencing has been clinical metagenomics (CMg) which is 

the sequencing of all the genetic material (DNA and/or RNA) in clinical samples to 

characterise the microorganisms present [78]. This is a rapidly expanding field that shows 

promise due to its target-free approach [78] and is covered in more detail in Section 1.4. 

 

1.3.1 Sequencing technologies 

Sanger sequencing was the dominant technology and gold standard for DNA sequencing 

for decades, however, the early 2000s brought new sequencing technologies (commonly 

referred to as Next Generation Sequencing - NGS) that allowed significantly higher 

throughput sequencing [79] and kickstarted the field of CMg [78]. 454 Life 

Sciences/Roche pyrosequencing, Solexa/Illumina sequencing, ABI SOLiD sequencing 

and Helicos single-molecule sequencing were the early NGS methods on the market that 

unlocked new capabilities for targeted, metagenomic and transcriptomic sequencing [79]. 

NGS techniques such as 454 sequencing quickly started being used in CMg applications 

to identify new pathogens (while traditional methods were failing to identify the cause of 

disease) [80]. Since then, the sequencing field has evolved rapidly. The turn of the 2010s 

brought Ion Torrent semiconductor sequencing (Thermofisher), and later long-read 

sequencing technologies by Pacific Biosciences (PacBio) and Oxford Nanopore 

Technologies (ONT) [81]. Short-read sequencers such as Illumina and Ion Torrent 

sequencers produce reads up to 600 bases, while long-read technologies can generate 

reads above 10 kb [82], up to megabases in the case of ONT. Short and long-read NGS 



 31 

technologies are sometimes referred to as second and third generation sequencing 

respectively [83], however, as newer short-read technologies (e.g. by MGI Tech) are 

released [84], these naming conventions become less meaningful.  

Illumina is currently the market leader in sequencing [84], offering devices that are cost-

effective, high-throughput and accurate and also well-supported by pipelines and analysis 

tools [82]. However, Illumina sequencing has been limited by short reads that complicate 

reconstructing genomes which make de novo assembly, haplotype phasing and structural 

variant identification difficult, as well as stripping native DNA molecules of epigenetic 

modifications due to amplification of the template [82]. Additionally, short-read sequencers 

like Illumina and Ion Torrent have generally been limited by longer running times and the 

need for batching large numbers of samples to make sequencing cost effective [85].  

PacBio and ONT are currently the only two producers of commercial long-read 

sequencing devices. PacBio sequencing uses a method called ‘Single Molecule, Real-

Time’ (SMRT) sequencing, where a polymerase replicates circular DNA using 

fluorescently labelled nucleotides which releases unique emissions when incorporated 

[82]. The circular nature of the template means that each DNA strand can be sequenced 

multiple times by the polymerase (each sequencing of a strand is called a ‘pass’), and 

provides highly accurate reads, reportedly up to 99.8%, (also known as HiFi sequencing) 

[86]. Nanopore sequencing uses protein pores that DNA or RNA molecules pass through, 

disrupting the applied ion current, giving a characteristic signal depending on the 

nucleotide. This produces a squiggle plot which can be decoded (basecalled) to give the 

genetic sequence. Nanopore sequencing currently has lower accuracies than other 

technologies, however recent chemistries (‘Kit 14’) are capable of raw read accuracies of 

99.3% [87]. Both SMRT and nanopore sequencing have the capability of detecting 

epigenetic modifications directly, as they can both sequence molecules without the need 

for PCR amplification prior to sequencing [82,88]. 

When it comes to diagnostic purposes, the choice of sequencing technology is important, 

especially in terms of cost, time, footprint, usability, and analysis. Illumina technology has 
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been used in a wide range of viral [89–91] and bacterial [92,93] CMg applications. 

However, Illumina sequencing is not ideal to implement for rapid sequencing due to the 

long sequencing turnaround times, (over 24 hours for the NextSeq devices and between 

5-24 hours for the MiniSeq) and the need for batching large numbers of samples [85]. 

Similarly, PacBio Sequel II has a runtime of 10 to 30 hours per SMRT-cell [94]. In 

contrast, due to the real-time data output of Nanopore sequencers, runtimes can be as 

short as minutes depending on the application [81]. Additionally, nanopore sequencing 

has rapid library preparation kits that take 10 minutes, compared to Illumina and PacBio 

which can take hours [81], meaning that nanopore sequencing is currently the sequencing 

technology of choice for speed. A study demonstrated that a CMg workflow could detect 

Ebola, chikungunya and hepatitis C viruses from blood samples within 10 minutes of 

sequencing using nanopore, and 6 hours from sample-to-result [95], whereas the Illumina 

version of the workflow took over 24 hours. The fast nature of Nanopore sequencing has 

also been demonstrated in other studies too [96][97][98], all achieving results in less than 

a day. The relatively low capital cost [99], and portability of ONT’s MinION device [85] also 

make it a good candidate for clinical implementation [100]. 

One drawback in the past that has hindered clinical implementation has been the rapid 

evolution of the technology (meaning frequent updates), which can cause issues for 

clinical validation that requires standardisation and locked-down protocols [78]. However,  

the recent release of locked-down ‘Q-Line’ products that are produced and supported in 

the long-term will help with clinical adoption [101]. 

 

1.4 Clinical metagenomics 

Unlike WGS, which sequences the whole genome of one organism, or targeted 

sequencing, which sequences specific pre-determined regions/organisms, metagenomics 

is a non-targeted approach that sequences all the DNA and/or RNA in a sample. 

Metagenomics has been used for environmental [102] and microbiome [103] studies, and 
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the potential to detect all microbes directly from primary clinical samples makes it a 

compelling tool for clinical use. The advent of next generation sequencing, which led to a 

significant increase in throughput and reductions in cost, kickstarted the field of CMg [78].  

Studies have demonstrated the potential of CMg in bone and joint infections [93], CAP 

[104], HAP and VAP [92,105], meningitis and encephalitis [106], bloodstream infections 

[107], UTIs [108,109], and in faecal samples [110]. CMg has also been applied specifically 

for viruses, for the detection of influenza, ebola, chikungunya and other viruses directly 

from sample [89,91,111]. Due to the difficulty in culturing viruses, molecular methods are 

critical and identification of unusual or new viruses often must be performed by 

sequencing. There have been examples of CMg identifying organisms when the aetiology 

of disease was unknown, as in the case of an astrovirus infection [90], which is an 

unusual encephalitis pathogen that would not have been detected without metagenomics 

as it is not routinely tested for in this context. It has also been used to confirm infections 

that have led to the altered treatment and cure of patients, such as a rare Leishmania co-

infection in a patient with HIV [112].  

Metagenomics has also been used to study AMR; investigating resistance determinants, 

mechanisms and mobility [113,114]. Recently, it has also been used in a clinical context 

for detecting resistance genes and mutations to predict AMR. One study used CMg to 

detect beta-lactam resistance in samples from HAP/VAP patients [115], showcasing 

examples where both escalation and de-escalation would be recommended based on 

CMg results. Another study attempted to detect mutational resistance determinants in S. 

pneumoniae from nasopharyngeal samples, for example, showing expected mutations in 

folA and folP genes in 87/98 co-trimoxazole resistant isolates [116]. Inferring phenotypes 

from CMg is difficult and is limited by a wide range of factors. One limitation is resistance 

gene databases; none of the existing databases are exhaustive and there is no 

consensus on which should be used for CMg [117]. There is also the challenge of not 

knowing enough about the genetic basis of resistance in some organisms or not being 

able to easily decipher phenotype from DNA data alone due to expression-mediated 
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resistance, for example in P. aeruginosa, which has multiple efflux pumps that can be 

overexpressed to confer resistance [117]. Transcriptomics in conjunction with machine 

learning has been used to improve phenotypic prediction in this area [118]. One of the 

biggest challenges in using CMg for AMR is matching mobile genetic elements with the 

host organism, as resistance determinants may be sequenced from background 

organisms that are not the cause of infection. Hi-C is a method that ligates DNA 

sequences based on proximity and can therefore link plasmids to the host chromosome 

[119], however, is currently complex and adds a lengthy step that would significantly 

increase time-to-result and cost [117]. 

Given the complexity of detecting resistance, one potential method is predicting resistance 

by lineage association [120]. Using a reference database of known isolates with 

resistances, it is possible to use metagenomic data to infer the resistance or susceptibility 

of a sequenced pathogen by determining their lineage/closest lineage. This was 

demonstrated using the tool Resistance-Associated Sequence Elements (RASE) for S. 

pneumoniae from CMg data and was very rapid (less than 10 minutes of analysis) [120]. 

This method works best when databases are comprehensive and may require 

supplementing with local data. However, there needs to be enough within-species 

diversity to accurately call the nearest lineage and there needs to be a strong association 

between resistance and lineage to make a reliable call on phenotype. 

A review in 2019 found that sensitivity and specificity for agnostic CMg methods are, on 

average, 88% and 86% respectively for pathogen ID [78]. Genotypic AMR prediction 

agreement with phenotypic results are typically 83% on average, with false susceptible 

prediction rates being 9% and false resistant prediction rates being 1% on average [78]. 

The median time from sample-to-result of methods reviewed was 23.5 hours, with the 

shortest time being 7 hours; sequencing time on average accounted for 10 hours of the 

total time [78]. The cost per sample ranged from $128 to $685. The review also found that 

only 61% of studies made use of negative controls, which are necessary to determine if 

pathogen detections are real of if they are contamination. 
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A drawback of current CMg methods is their complexity and requirement of highly trained 

individuals to carry out the complex manual steps which can be laborious and prone to 

error. Additionally, since CMg is untargeted, any nucleic acid that is introduced during the 

process has the potential to be sequenced and cause false-positive results, therefore, 

extra care has to be taken to avoid contamination with these methods, and/or must be 

accounted for in the analysis [121]. Cost is also an important consideration, as 

sequencing methods can be expensive. Batching samples can reduce the cost, however, 

this limits the flexibility of running samples when needed and can increase time-to-result. 

In addition, the skilled staff required also adds to the cost [78]. 

Despite some of the current limitations, there are CMg methods that have been validated 

for testing patient samples such as cerebrospinal fluid [106], blood plasma [107] and 

respiratory specimens (for viruses) [122]. None of these methods can provide results in 

the same working day, therefore don’t have a significant turnaround time advantage over 

culture and have limited clinical utility (typically reserved as last resort tests when none of 

the standard investigations have provided any useful results). This is due to the method or 

choice of sequencing technology, but even if the technology is not the issue, long 

sequencing times may be required due to the high amount of background human DNA. 

One of the main challenges in clinical metagenomics is that human DNA dominates 

clinical specimens [78]. This can make detection of microorganisms using CMg 

challenging, especially if the pathogen is not typically present at high concentrations, for 

example, if the patient is in the early stages of infection. In sputum samples, white blood 

cells can be present at around 4.1 x 106 cells per gram of sputum [123], and this is usually 

elevated during an infection. BALs, which are more dilute, have been shown to contain 2.8 

x 106 cells per mL during bacterial pneumonia and 3 x 105 during viral pneumonia [124]. A 

human cell contains approximately 6.5 pg of DNA [125], whereas a 4.6 Mb genome E. coli 

cell contains approximately 5 fg of DNA, meaning a factor of >1000X difference. For 

viruses this difference can be even larger due to their small genome sizes (Figure 1.2). 

Influenza B for example, which often causes CAP, has a single-stranded RNA (ssRNA) 
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genome of 14.6 Kb [126], a factor of >100,000X difference. Viral loads can range 

anywhere from 1 x 101 to 1 x 109 copies/mL, (average of 1 x 104 to 1 x 106) [127,128], 

which makes it extremely challenging to sequence viruses using CMg. These ratios 

explain why less than 1% of reads from clinical samples are typically from the infectious 

agent [78]. Tissues which have a higher proportion of cells to body fluids are even more 

challenging and result in even lower sensitivity for CMg. Therefore, depletion of human 

nucleic acid or alternatively, enrichment of microbial DNA/RNA is an important step in 

CMg [129]. Methods that apply human depletion in sputum samples have shown a 

significant increase in the ratio of microbial : human reads, which have led to reductions in 

sequencing times required to reliable detect pathogens and resistance genes/SNPs [97]. 

 

Figure 1.2 – Comparison of genome sizes (in megabases) of some respiratory pathogens 

compared to a human macrophage  

 

1.4.1 Host depletion 

A method of improving the sensitivity of CMg is to take a partially targeted approach, 

where specific organisms or genes are enriched over the background. Metagenomic 

sequencing with spiked primer enrichment (MSSPE) introduces primers for select viruses 

in addition to the standard random primers, which gives approximately 10-fold enrichment 
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of the viruses, while still being able to sequence non-enriched viruses [130]. This was 

demonstrated for a panel of 14 important viruses, including Zika, Ebola, Chikungunya, 

among others. However, this increases bias towards selected targets. To try and keep 

metagenomics untargeted, a method that depletes host DNA or universally enriches all 

pathogens is desirable. 

There are broadly two approaches to improve the ratio of microbial DNA relative to the 

host; methods that differentiate: 

• on a cellular level pre-extraction 

• using the nucleic acid post-extraction [131].  

Pre-extraction approaches act by taking advantage of the different cellular properties of 

host and microbial cells. One approach is to differentiate based on cell size, as host cells 

are larger than microbial cells, however, attempts to filter human cells while allowing 

microbial cells to pass through have been unsuccessful, at least for bacteria [131]. Viruses 

on the other hand, which are even smaller have successfully been enriched by filtering out 

host and bacterial cells using 0.45 µM filters [132]. Alternatively, centrifugation is also an 

option, and is commonly used to deplete host cells by differential centrifugation and 

collecting viruses and/or bacteria in the supernatant [109,111].  

For bacteria, pre-extraction methods typically focus on differentially lysing host cells while 

leaving microbial cells intact, an approach that uses differences in properties of the human 

cell membrane compared to bacteria and fungi, which have cell walls protecting their 

membranes, and the protein capsid of some viruses [133]. Differential lysis uses 

chemicals or enzymes that breakdown phospholipid bilayers, typically followed by 

degrading the exposed nucleic acid, for example by nuclease treatment. Different 

detergents have been used for differential host lysis: Triton-X, Tween 20, Chaps cell 

extract buffer [134]. One of the most widely used host depletion reagents is saponin 

[97,134,135], which shows efficient lysis of human cells with minimal effect on bacterial 

cells. Saponin is a non-ionic surfactant that has a hydrophobic steroid core with a high 



 38 

affinity for cholesterol which is abundant in plasma membranes [136]. It works by forming 

complexes with the cholesterol which leads to the formation of pores in the plasma 

membrane and leads to a loss of membrane integrity. Other examples of chemicals that 

permeabilise plasma membranes using the same mechanism are digitonin (a specific 

saponin) and filipin [136]. Due to the lower cholesterol content of intracellular organelles 

such as the endoplasmic reticulum and mitochondria, these chemicals can leave 

intracellular organelles largely intact [136], however, saponin is better at permeabilising 

intracellular organelles than digitonin [137]. Alternatively, cholesterol-dependent cytolysins 

can also be used for differential cell lysis. These are proteins produced by bacteria such 

as S. pyogenes, Listeria monocyotgenes and Clostridium perfringens that also form pores 

in the plasma membrane leading to cell lysis and/or programmed cell death [138]. 

Following host cell lysis, the most common approach is to then digest the exposed nucleic 

acid with a nuclease. DNase I is an option, however, increasingly Benzonase has been 

used due to its activity in a wider range of conditions and ability to degrade DNA into very 

short fragments [133]. HL-SAN is another option that has been used, which is a highly salt 

resistant nuclease [97]. Alternatively, instead of degrading the DNA, it is also possible to 

treat the DNA with an intercalator such as propidium monoazide (PMA), which is cell 

membrane impermeable and therefore only intercalates exposed DNA [131]. When 

treated and exposed to visible light, DNA covalently bonds to the PMA, rendering it 

unusable for downstream applications such as PCR and sequencing. An important 

prerequisite of differential lysis methods is that the microbial cells have to be intact, as any 

extracellular DNA will be lost. A potential downside of this is if a patient has been treated 

with antibiotics prior to the sample being taken or if the sample is not fresh (i.e. old or 

frozen), the microbial cells may not be intact and may be lost. Additionally, even without 

these factors, there is evidence that bacteria with different cell wall rigidities may be 

affected differently by cell lysis methods [139], particularly those with no cell walls like M. 

pneumoniae. 



 39 

In contrast to cellular methods, post-extraction methods take advantage of differences in 

the properties of the DNA or the DNA sequence itself. Methylation density is different 

between human genomic DNA and microbial DNA and can be used to capture and 

remove human DNA, leaving behind microbial DNA. Methyl CpG binding domain proteins 

fused to a human antibody can be incubated with the DNA along with paramagnetic beads 

that bind to the antibody and then removed using a magnet [140]. The reverse can also be 

applied, where proteins that have affinity to non-CpG methylated DNA are used to capture 

and enrich the microbial DNA instead, which has been shown to reduce host DNA [141]. 

Use of restriction endonucleases to differentially bind methylated or non-methylated DNA 

have also shown promise but are not widely used currently [142].  

Commercial kits are available that take advantage of both principles; differential lysis and 

post-extraction methylation (Table 1.4), however, it has been shown that differential lysis 

kits perform better at depleting host DNA than methylation-based depletion [143]. 

 

Table 1.4 – Commonly used commercial host depletion/microbial enrichment kits [133] 

Principle Kit Manufacturer Method 
Time 
(min) 

Cost per 
sample  

($) 

Differential 
cell lysis  

QIAmp DNA 
Microbiome Qiagen 160 13 

MolYsis 
Complete/Ultra-Deep 
Microbiome Prep 

Molzym 120 11 

HostZERO Mucrobial 
DNA kit Zymo 30 10 

Methylated 
host DNA 
capture 

NEBNext Microbiome 
DNA Enrichment 

New England 
Biolabs 30 39 

 

An alternative post-extraction approach is to use the DNA sequence to deplete host DNA. 

For example, Clustered Regularly Interspaced Short Palindromic Repeat (CRISPR) Cas9 

technology has been utilised to create libraries of guide RNAs to target and degrade host 

DNA based on the sequence, leaving non-host DNA intact [144]. Even further 
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downstream, it is possible to selectively choose strands of DNA to sequence, which can 

be used to ‘enrich’ for microbial reads during sequencing. This is possible with nanopore 

sequencing owing to the real-time analysis of DNA strands as they translocate through the 

pores (adaptive sampling). This means that DNA strands can be sequenced or rejected 

out of pores if they are unwanted [145]. This has been shown to increase microbial depth 

of coverage by 1.7-fold. Decisions on rejecting reads are made around 400 bp [145], 

meaning that reads have to be sufficiently long enough for this method to be viable. While 

the amount of enrichment may not be sufficient on its own, it can be used in addition to 

other methods to further improve enrichment. 

Even though there are some disadvantages to the current methods available, host 

depletion has been successfully used in a wide-range of studies with difficult samples 

such as cerebrospinal fluid [146], synovial fluid [147], blood [148], and tissue [149,150]. 

For respiratory samples such as sputum, BALs and ETAs, the saponin-based differential 

lysis with heat-labile Salt Active Nuclease (HL-SAN) has been demonstrated to be 

successful in multiple studies [97,115,151]. 

 

1.4.2 Sample preparation and automation  

An important consideration when using CMg, is how to extract and purify nucleic acid from 

clinical samples. An inefficient extraction method for example, can not only lead to bias 

within the sample but can result in false-negative calls. Respiratory samples such as 

sputum can be particularly difficult, as they are typically comprised of thick and complex 

matrices [152]. The first step in extracting from sputum is usually to pre-treat samples with 

a homogenising agent such as DTT or N-acetyl-L-cysteine which has shown to improve 

the detection of pathogens from sputum samples [153].  

Another important consideration in the extraction process is the method used to lyse the 

microbes. There are many different ways in which microbial cells can be lysed: thermal, 

alkaline, detergent, enzymatic, mechanical or electrochemical [154]. However, not all of 
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these methods are applicable to all cell types. For example, Gram-positive bacteria such 

as S. aureus have thick peptidoglycan cell walls which make them harder to lyse than 

Gram-negative bacteria, and therefore thermal or detergent lysis may not be sufficient. 

Specific measures have to be taken to efficiently lyse these cells, such as pre-treatment 

with enzymes like lysostaphin and lysozyme [155]. An alternative approach for hard-to-

lyse microbes is mechanical disruption such as bead-beating. A study has shown that 

bead-beating may not be as efficient at lysing bacterial cells in pure cultures compared to 

enzymatic lysis (even for Gram-positive bacteria), but in complex clinical samples types, 

performed equivalent to chemical lysis [156]. For some microbes, such as Bacillus spores 

and Mycobacteria, mechanical disruption is unavoidable, as these organisms have thick 

multilayer structures or waxy cell walls which can be highly resistant to chemical 

treatments [157]. Therefore, more vigorous methods such as sonication and beadbeating 

are common. This typically involves the use of laboratory benchtop beadbeaters, 

however, miniaturised and disposable beadbeating devices have also been used 

[157,158]. Since beadbeating is an efficient method of lysis for a wide range of cells, 

including those difficult-to-lyse, this makes it a good choice for CMg. However, the choice 

of bead diameter, density, and speed of beadbeating is also important. Downsides of 

beadbeating include fragmentation of nucleic acids, leading to shorter reads and 

degradation of less stable products such as RNA [154]. 

The sensitive and untargeted nature of metagenomics makes it very susceptible to 

contamination, especially in low biomass samples, so the choice of extraction kit/method 

is important for reducing contamination [159]. Sources of contamination can include the 

skin, the air, laboratory/clinical equipment, cross-contamination between samples, or the 

laboratory reagents and kits themselves [160]. Contamination from extraction kits have 

been well documented [121,161,162]. Use of automated extraction robots have the 

potential to reduce contamination caused by manual errors but may still introduce 

contaminants through the kit reagents. Automated extractions can also reduce hands-on 

time and decrease variability. It has been shown that automated methods are just as 
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efficient as manual extractions [163] and there are numerous automated DNA extraction 

machines available commercially that can perform extractions in as little as 6 minutes or 

as cheap as $2 per sample [164].  

A study comparing multiple extractions methods found that a manual phenol:chloroform 

extraction method was the only approach that introduced contamination in the negative 

control, whereas an automated method was clean [165]. To minimise contamination, in 

addition to kit choices, additional steps can be taken, such as treating kits to reduce 

contaminating DNA and processing negative controls, which can be used to identify 

contamination during the analysis [121]. 

In addition to extraction, there are further steps that can be automated such as PCR and 

library preparation. Liquid-handling robots are capable of streamlining these processes 

and freeing up staff time [166]. These devices are divided into different categories, 

ranging from Tier 4 to Tier 1, depending on sophistication [167]. Some robots such as the 

OT-2 (Opentron) can be relatively cheap ($5000) but are basic automated pipetting 

devices, whereas more sophisticated devices such as the Microlab STAR (Hamilton 

Robotics) and Biomek i5 (Beckman Coulter) have sensors that can detect liquid levels and 

blockages, but cost >$120,000 [167]. Higher end robots also have washing and 

ultraviolent (UV) light modules which can help to reduce contamination. If PCR 

amplification is used in the CMg pipeline, at least two robots may be preferable, one for 

pre-PCR and one for post-PCR, to reduce the risk of amplicon cross-contamination [78], 

which can mean that end-to-end automation can be costly and have a high laboratory 

footprint. This is an option for high-throughput diagnostic laboratories and sequencing 

centres, however, is not feasible in many other settings. The development of smaller 

microfluidic robots such as the VolTRAX (ONT) which uses electrowetting to move small 

quantities of liquids around could reduce cost and footprint and potentially bring CMg 

closer to point-of-care settings [166]. 
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1.4.3 Bioinformatic analysis 

1.4.3.1 Metagenomic analysis 

One of the big questions in metagenomics is how best to infer the composition/relative 

abundance of the microbial community and how to decipher contamination from microbes 

present in the sample [168]. Historically, the early method for metagenomic classification 

was using Basic Local Alignment Search Tool (BLAST) to compare reads to sequences in 

GenBank databases (either comparing nucleotides or translated amino acid sequences). 

Tools such as MEGAN were designed for this task [169], which takes BLAST results and 

computes and orders taxonomic content. However, due to the size of current microbial 

databases and sequencing outputs, this is computationally intensive and slow [170]. This 

led to the development of specific tools capable of dealing with large metagenomic 

datasets and databases, some of which are summarise in Table 1.5)=.  

Table 1.5 – Commonly used metagenomic classification tools 

Classifier Approach Reference 
Kaiju K-mer [168] 
CLARK K-mer [171] 
DUDes Alignment to custom reference type 

(genomes, genes, proteins) 
[172] 

DIAMOND Alignment to protein reference database [173] 
GOTTCHA Alignment to unique genome signatures [174] 
metaCache K-mer [175] 
metaPhlAn2 Alignment to marker genes [176] 
MetaPhyler Alignment to marker genes [177] 
MetaMaps Alignment to genomes in a RefSeq 

database 
[178] 

mOTUs2 Alignment to market genes [179] 
Centrifuge K-mer [180] 
Kraken 2 K-mer [181] 

[182] 
LMAT K-mer [183] 

 

DIAMOND is an alternative to BLASTx that is up to 20,000 times faster due to using an 

index-based structure [173] and along with MEGAN can be used for taxonomic binning by 

aligning to a protein reference database [184]. Another approach to speeding up analysis 

is by focusing on specific regions of the genome. Classifiers such as metaPhlAn2 [176] 
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and mOTUs [179] align to a pre-determined selection of marker genes. DUDes allows the 

user to select a custom type of database [172] and GOTTCHA maps to the non-redundant 

unique fraction of reference genomes [174]. Classifiers that map to specific regions 

require standard alignment tools such as BWA, Bowtie or Minimap2 as part of the 

process.  

‘K-mer’ based approaches have also become popular. This is where reference genomes 

are pre-processed by breaking them into all possible substrings of a fixed length, k, and 

storing them in an index for fast lookup [168]. K-mers in the metagenomic dataset can 

then be searched in the index and classified based on matches. K-mer based classifiers 

can use different approaches giving different results, for example Clark [171] only uses 

discriminative k-mers between reference genomes at a particular rank, and it can only 

give results at one taxonomic level whereas Kraken 2 can assign reads at different 

taxonomic levels [182]. Kaiju uses a k-mer approach on a protein-level, which can reduce 

the number of unclassified reads compared to DNA-level classifiers [168]. A number of 

benchmarking studies have been performed on the various tools and Kraken 2 is often 

found to be a fast and accurate option [185,186]. 

Another approach is to perform assembly-based analysis. It has been shown that 

assembly methods perform well (precision and recall rates) compared to non-assembly 

based approaches, particularly when starting with short reads [187]. However, assembly-

based approaches can be computationally demanding and can require a large amount of 

memory. [188] Assembly-free classification is generally faster. 

When a metagenomic classifier provides an estimation of relative taxonomic abundance, it 

is called a taxonomic profiler [186]. However, depending on how the tool works, 

particularly depending on the reference database used, it may be reporting sequence 

abundance as opposed to taxonomic abundance. Profilers which compare reads to 

comprehensive metagenome or protein databases such as Kraken and Kaiju can 

underestimate the proportion of microbes with smaller genomes/fewer proteins [189]. 

Whereas profilers which use single-copy markers, such as MetaPhlAn2, are significantly 
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better at estimating taxonomic abundance. It is possible to convert sequence abundance 

to taxonomic abundance using genome size and ploidy calculations, however, this is 

challenging and often does not work very well, therefore care has to be taken when 

interpreting microbial abundance from metagenomic data [189]. 

Most databases used for metagenomic analysis use genomes and draft genomes from 

GenBank, a repository for global genome sequence data [170]. GenBank is part of an 

international collaboration of nucleotide sequence databases which also includes the 

European Nucleotide Archive (ENA) and DNA Data Bank of Japan (DDBJ) [190]. A 

challenge of analysing metagenomic data is the sampling bias in the distribution of 

reference genomes. Some organisms that are commonly studied or isolated are 

overrepresented while other organisms, for example those that are not possible to culture 

easily, are underrepresented [168]. Another issue with public genomes in GenBank, 

particularly draft genomes is that they may be incorrectly labelled or contaminated with 

reads from other organisms (e.g. lab contaminants) as they are user submitted and not 

curated [170]. RefSeq is a curated database of non-redundant GenBank sequences that 

aims to fix some of these issues. The latest release (02 May 2022), contained entries from 

119,373 organisms (genome, transcript, protein sequence)  [191]. There are selected 

reference/representative genomes for 4,076 prokaryotes in RefSeq (3,837 bacteria and 

239 Archaea), but only 22 for fungi (Table 1.6). Classifiers such as Kraken 2 use RefSeq 

bacterial, archaeal and viral sequences by default [192], however, there are a series of 

indexed RefSeq databases of varying sizes that also include protozoa and fungi [193].  
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Table 1.6 – RefSeq statistics as of June 2022. (Reference and representative genomes 

are single genomes representing a species) [194] 

 Number of species 
with RefSeq entries 
(genome, transcript, 
protein) 

Number of 
RefSeq 
complete 
genomes 

Number of 
representative/ 
reference genomes 

Bacteria 68,260 27,351 3,837 
Archaea 1,410 477 239 
Fungi 16,581 22 22 
Viruses 11,620 11,303 47 

 

Use of bioinformatic tools for metagenomics generally requires knowledge of the 

command-line, however, there are packaged workflows with graphical user interfaces 

(GUIs) available. Illumina provides the DRAGEN pipeline [195] on its data analysis hub 

BaseSpace, which uses Kraken 2 to analyse Illumina data and provides an organism 

detection report. ONT also provides a cloud-based solution for nanopore data called 

EPI2ME with workflows such as What’s In My Pot (WIMP). WIMP uses Centrifuge for 

classification and provides an online result report (Figure 1.3) [196]. Additionally, ONT 

offers a more customisable local workflow on the EPI2ME-Labs platform called wf-

metagenomics that uses Kraken 2 with the option of a custom database [197].  
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Figure 1.3 – Graphical user interface of a WIMP classification result 

 

1.4.3.2 Antimicrobial resistance analysis 

Beyond just simple taxonomic classification, there are many tools that can be used 

analysing AMR data too [198]: 

• ABRIcate [199] and sraX [200] work by aligning contigs against a database 

• starAMR [201] and AMR Finder Plus [202] both use contigs for BLAST-based 

analysis 

• ResFinder 4.0 also aligns reads to a database but does not need an assembly 

[203] 

• PointFinder is a subtool of ResFinder for the detection of chromosomal point 

mutations, limited to a few organisms [204] 

• shortBRED uses a marker gene database to search the data for relevant protein 

families [205] 

• RGI (Resistance gene identifier) uses protein homology and SNP models from 

contigs, plasmids, low quality assemblies and merged metagenomic reads [206].  
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ResFinder and RGI have web-based inputs for detection and therefore do not require 

knowledge of the command-line. AMR Finder Plus, RGI and ResFinder’s subtool 

PointFinder [204] can detect chromosomal point mutations in addition to acquired 

resistance. 

There are a number of AMR databases that can be utilised. The Comprehensive Antibiotic 

Resistance Database (CARD) is a widely used curated collection of resistance 

determinants derived from peer-reviewed publications [206]. Other databases include 

ARG-ANNOT [207], Resfinder’s database [208], MEGARes 2.0 [209], NCBI 

AMRFinderPlus’s Reference Gene Database [202], Antibiotic Resistance Genes 

Database (ARDB) [210] and UniProt [211]. Tools such as ABRIcate come bundled with 

many of these databases by default, such as ResFinder, NCBI and CARD, as well as 

virulence and plasmid databases such as PlasmidFinder and Ecoli_VF [199]. However, 

the onus is on the user to know which database to select for their application  

For CMg data, the most basic AMR analysis is to simply align reads to a resistance gene 

database and report the results. ONT’s EPI2ME Antimicrobial resistance workflow uses 

minimap2 to map uncorrected individual reads to the CARD database. However, this is 

inadequate. The standard approach for AMR analysis with CMg data is taxonomic binning 

followed by assembly, however, these can suffer from lack of sensitivity [212]. An 

alternative approach is to use a combination of taxonomic binning, AMR gene mapping, 

and assembly [212]. This has been shown to improve AMR gene detection compared to 

traditional methods. 

 

1.5 Genomic Epidemiology 

1.5.1 Epidemiology using metagenomic data 

Metagenomic data can be used for more than pathogen ID and resistance gene detection. 

Once a pathogen has been identified, the genome can be used for subtyping and 
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monitoring outbreaks (for example in hospitals) [78]. While there have been studies 

showing the potential of using metagenomic data to generate whole genomes [213] and 

use them for high resolution bacterial typing [214], studies taking advantage of this for 

surveillance in a clinical setting have been sparse. A recent study did use CMg to 

investigate an unexpectedly high rate of Klebsiella infections in a hospital for the potential 

of patient-to-patient transmission [115]. Metagenomic sequencing data (~24hr 

sequencing) was analysed to call the sequence types of the organisms and identified a 

likely ST307 K. pneumonia circulating within the hospital [115]. It is possible to compare 

sequences at a higher resolution too by analysing Single Nucleotide Polymorphisms 

(SNP). The study generated consensus genomes and identified SNP differences between 

all samples to determine the distance, identifying a likely transmission of Cornyebacterium 

striatum between patients – epidemiological data later showed that most patients with C. 

striatum infection had overlapping stays, supporting the idea of a C. striatum outbreak in 

the hospital. 

CMg has also been used for tracking viral outbreaks. Metagenomic sequencing of 

norovirus in a large paediatric hospital revealed discrete transmission clusters and pointed 

to chronic shedding of the virus from a specific immunocompromised patient [215]. CMg 

has also been used outside of the clinical setting to confirm outbreaks. A study in the US 

investigating two severe foodbourne outbreaks using metagenomic sequencing of stool 

samples was able to identify two distinct strains that were the cause [216]. In addition to 

identifying the strains, by performing CMg, the study was also able to detect S. aureus 

coinfections, as well as changes in the gut microbiome, identifying potential diagnostic 

signatures. 

CMg has also been applied to detecting outbreaks caused by new organisms, with the 

original SARS-CoV-2 genome sequence elucidated by metagenomic sequencing of a 

clinical sample, before any targeted scheme existed for it [217]. While this is possible 

when the pathogen load is high, genomic epidemiology by CMg can be limited by low 

abundance of organisms. In many examples, samples have to be removed from analyses 
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due to low coverage [115]. Therefore, there is still an important role for targeted 

sequencing of organisms for genomic epidemiology. 

 

1.5.2 Targeted sequencing for genomic epidemiology 

Surveillance of pathogens can be significantly enhanced by utilising genomic 

epidemiology to help control outbreaks and the spread of disease. For example, 

sequencing of portions of the HIV genome has been used for genotyping to aid in 

reducing transmission [218]. The Centre for Excellence in HIV/AIDS (CFE) Laboratory 

Program in British Columbia routinely genotypes HIV cases (covering over half estimated 

cases in 2015), mainly using the 1497 bp HIV pol gene. New genotypes are added to the 

system every day, which triggers automated analysis of the data pool. The system is able 

to identify and report clusters of new HIV cases, and in 2014 was able to detect a growing 

cluster of 11 new HIV cases in a short period of time, which led to a public health 

intervention. The data could also be used to track the transmission of drug resistance. 

Such interventions have led to increased patients taking up treatment and reduction of 

onward transmission [218].  

Viral pathogens causing disease often evolve very quickly, with genomes from closely 

related cases showing nucleotide differences in a short timescale (over weeks and 

months) [219]. Sequencing of a new virus in an outbreak provides important information 

about the virus, features of its genome and relatedness to known viruses, as was the case 

with the metagenomic sequencing of the SARS-CoV-2 genome [217]. This allows the 

development of diagnostic NAATs and targeted sequencing panels. As more viruses are 

sequenced, the genetic diversity can be used to estimate the speed of disease spread 

and create models. This was demonstrated in the 2009 H1N1 influenza A pandemic when 

a sequence-based estimate of transmission was shown to be similar to traditional 

epidemiological estimates [219]. Sequencing was also used to investigate nosocomial 

transmission of flu [220], with a study by Blackburn et al. (2019) retrospectively showing 
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that nosocomial transmission plays a significant role in the hospital burden of influenza 

[221]. 

The Ebola virus epidemic in West Africa (2014-2016) was the first example of the 

application of wide-scale real-time genomic epidemiology using MinION sequencing [222]. 

The epidemic started in Guinea and quickly spread to other countries in 2014, causing 

over 28,000 cases and 11,325 deaths by 2016 [223]. The viral genome substitution rate 

was shown to be around 1.19 x 10-3 mutations per site per year [222] which is equivalent 

to approximately 22 mutations in a genome per year – meaning that sequences diverged 

enough to detect sub-lineages over the course of the outbreak. Quick et al. demonstrated 

that the necessary lab equipment could be transported to Guinea in airline luggage and 

then used to sequence Ebola viruses on site. This was a tiling PCR approach with 38 

primer pairs that amplified the whole EBV genome, which was sequenced on a MinION 

locally and on the Illumina MiSeq in UK. MinION results were obtained in less than 24 

hours from collection, with the sequencing time taking as little as 15-60 minutes. Over 6 

months, 142 samples were sequenced to provide good coverage of the cases over that 

period. The data was used to identify two separate lineages and make inferences about 

transmission between Sierra Leone and Guinea. The study was an important proof-of-

concept which provided important tools and know-how for future virus outbreaks. 

In the past decade, there have been many arbovirus threats globally, including Zika virus, 

chikungunya virus and dengue virus. Other regional mosquito-borne viruses such as 

yellow fever and West Nile virus also continue to persist and cause significant morbidity 

[224].  During the 2016 Zika virus epidemic genomic surveillance was performed using 

targeted sequencing to track transmission in the Americas. Multiple different methods 

were, all requiring either amplification or enrichment of the Zika virus genome due to the 

high CT values in these samples (low genome copies) [225]. One approach taken by 

Thézé et al. (2018) used spiked primer enrichment to preferentially amplify the viral 

genome, yielding Zika virus reads in 71 out of 81 samples, with an average coverage of 

64% [226]. This study demonstrated that there were multiple independent introductions 
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into Central America and Mexico, likely from Brazil. Another approach developed by Quick 

et al. (2017) amplified the Zika virus genome using a 35 amplicon primer scheme 

(ZikaAsian) [225] prior to sequencing, similar to the method used in the West Africa Ebola 

epidemic. This method could be used for sequencing on any device and was 

demonstrated with Illumina sequencing to show that there were multiple introductions of 

the virus into the US (4-40) linked to the Caribbean [227]. This study also demonstrated 

the use of another enrichment method using probes to capture Zika Virus RNA instead of 

using targeted PCR [227]. The ZikaAsian PCR tiling approach was used with MinION 

sequencing in a mobile genomics laboratory in Brazil to sequence 54 Zika Virus genomes. 

Results from the study showed that Zika virus was disseminated from northeast Brazil 

both nationally and internationally and that there was cryptic transmission prior to first 

detection [228]. This tiling approach was generated using a publicly available tool, 

PrimalScheme (by Josh Quick and Andy Smith) and has also been used to generate a 

PCR scheme for chikungunya virus [225].   

Genomic epidemiology has become an extremely valuable tool in the study of viral 

outbreaks. Genome sequence data can now be used for a number of purposes, such as 

confirming the geographic origin of cases, identifying lineages with increased virulence 

and/or transmissibility and identifying lineages that can evade natural or vaccine induced 

immunity [224]. The tools developed during the evolution of this field over the past decade 

proved invaluable when applied during the ongoing SARS-CoV-2 pandemic.  

 

1.6 COVID-19 

SARS-CoV-2, which is the cause of COVID-19, emerged in late 2019 in Wuhan, China, 

and quickly spread across the globe over the course of 2020, leading to the current 

pandemic [229]. SARS-CoV-2 belongs to a broad range of viruses called 

betacoronaviruses and is related to other known coronaviruses that are highly pathogenic 

in humans i.e. Middle East respiratory syndrome coronavirus (MERS-CoV) and severe 
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acute respiratory syndrome coronavirus (SARS-CoV). The full genome of the SARS-CoV-

2 was first published on the 10th of January 2020, sequenced by metagenomic cDNA 

sequencing of a BAL sample taken from a patient with severe pneumonia [229]. It shares 

79% of its genome sequence with SARS-CoV but is much more closely related to 

horseshoe bat and pangolin coronaviruses, though is still genetically distinct. Currently the 

intermediate host between the bat/pangolin coronaviruses and human SARS-CoV-2 virus 

has not been found. The virus has 4 structural proteins encoded by 4 genes; S (spike), E 

(envelope), M (membrane) and N (nucleocapsid) [229]. The spike protein has been of 

particular interest, as this contains the receptor binding domain that binds to the human 

ACE2 receptor, allowing the virus to enter host cells. Mutations in the spike gene have 

been linked to important characteristic changes in the virus, such as transmissibility [230]. 

SARS-CoV-2 can infect anyone at any age; however, the severity of COVID-19 is 

correlated with increased age and co-morbidities. Young people are often asymptomatic 

or have mild disease, whereas older people and those with co-morbidities are more likely 

to develop severe disease, leading to hospitalisation and ultimately death in a minority of 

cases. The most common symptoms of disease caused by the first circulating lineages 

included fever, fatigue, loss of taste and smell, and a continuous cough. Less common 

symptoms included headache, sputum production, chest pain, chills, nausea, and sore 

throat. However, over the course of the pandemic, the emergence of new 

lineages/variants has led to different symptom profiles, with the later Omicron variant 

being less associated with loss of smell and more associated with a sore throat [231]. The 

disease can ultimately lead to respiratory failure, septic shock, and other organ failures. 

According to the WHO Coronavirus Dashboard, SARS-CoV-2 has reached every country 

in the world and at present (June 2022) there are over 542 million confirmed cases 

globally (potentially a significant underestimation of real cases) and 6.3 million deaths [3].  

The massive impact the pandemic had on society led to a global drive for vaccines and 

treatments. As of June 2022, there were 853 unique activate compounds, with 243 

vaccines, 261 antivirals (drugs that interact with the virus to disrupt replication) and 349 
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treatments (drugs that treat the various illnesses resulting from the virus) [232]. Some of 

the vaccines, such as BNT162b2 (Pfizer-BioNTech) and mRNA-1273 (ModernaTX) use 

new messenger RNA (mRNA) vaccine technology, where modified mRNA for the SARS-

CoV-2 spike protein are introduced in lipid nanoparticles to be expressed in the body. 

Others such as the ChAdOx1 vaccine (Oxford-AstraZeneca) use a chimpanzee 

adenovirus as a vector to carry SARS-CoV-2 spike proteins. Clinical trials have shown 

that these vaccines have high efficacy, with the BNT162b2 vaccine originally being 

reported to be as high as 95% effective in preventing COVID-19 after the second dose 

[233]. Many of these vaccines received emergency use approval with vaccination 

programmes rapidly deployed globally. As of June 2022, over 5.23 billion people have 

received at least one dose of a COVID-19 vaccine globally (68.1% of the world), with the 

ChAdOx1 (Oxford-AstraZeneca) vaccine having the highest global reach, being used in 

185 countries, followed by the BNT162b2 (Pfizer-BioNTech), used in 164 countries [234]. 

Effective treatments for COVID-19 have been more difficult to develop, however, some 

progress has been made. The Randomised Evaluation of COVID-19 Therapy 

(RECOVERY) trial was a global trial that tested multiple treatment options for COVID-19. 

It recruited 47,761 cumulative participants with 199 active sites (as of June 2022) [235]. 

The trial made an early breakthrough discovery, showing that using dexamethasone, a 

corticosteroid, for the treatment of COVID-19 cut the rate or mortality by 1/3rd for patients 

on ventilators and by 1/5th for patients receiving oxygen [236]. Other findings from the trial 

indicated that monoclonal antibody therapy may also reduce deaths in COVID-19 patients 

[237]. Since then, other treatments such as Baricitinib, Tocilizumab, [238] and Paxlovid  

[239] were also found to reduce COVID-19 deaths in hospitalised patients. 

Diagnosis of COVID-19 is crucial for preventing the spread of infection and to identify 

which samples need to be sequenced for genomic epidemiology purposes. Molecular 

tests, particularly reverse transcription qPCR (RT-qPCR) have been used for SARS-CoV-

2 detection from the beginning of the pandemic [240][241]. Most nucleic acid tests target 

either ORF1b, or the nucleocapsid, envelope or spike protein genes [229]. Time-to-result 
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can take minutes to hours depending on the test. SARS-CoV-2 can be detected from 

many respiratory sources, including throat swabs, nasal swabs, sputum, bronchial fluid, 

and saliva, but can also be detected in faeces and blood [229]. In fact RT-qPCR of 

wastewater has become an important analysis tool in the pandemic, giving early warnings 

as infection levels rise to allow timely intervention [242]. In addition to RT-qPCR, which 

detects the RNA of SARS-CoV-2, antigen Lateral Flow Tests (LFT) have become widely 

used, which utilise monocloncal antibodies to target the N protein produced by SARS-

CoV-2 [243]. LFTs enable mass community testing without requiring central laboratories 

as is typically the case with RT-qPCR. It has been shown that LFTs have a very high 

specificity (>98%) but relatively low sensitivity (65-89%) [243]. Sensitivity is high (>90%) 

for samples with lower SARS-CoV-2 qPCR CT (i.e. higher viral loads). RT-qPCR remains 

the gold standard, and has provided more information than just detection of the virus – 

important deletions in the spike gene causing ‘drop-outs’ in commonly used commercial 

kits such as the ThermoFisher TaqPath COVID-19 PCR assay could be used to make 

inferences about the variant in the sample [244]. This is useful because as the pandemic 

progresses, evolution of the virus leads to variants that can pose an increased risk (e.g. 

higher transmissibility, higher virulence, immune evasion). Therefore, it is useful to track 

so called Variants of Concern (VOC). This is why multiplex panels were later designed 

specifically to be able to identify VOCs by targeting specific deletions. For example, a 

simple 3-target multiplex was able to differentiate between B.1.1.7 (Alpha), B.1.351 (Beta) 

and P.1 (Gamma) variants in one PCR [244]. However, these PCR tests could only be 

designed due to the initial characterisation of these variants by sequencing. Additionally, 

as SARS-CoV-2 evolves, old variants are rapidly replaced by new ones, such as Delta 

and Omicron which followed Alpha, Beta and Gamma, meaning that these schemes 

become outdated quite quickly.  
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1.6.1 COVID-19 Genomics (COG) Consortium and SARS-CoV-2 surveillance 

The COVID-19 Genomics UK Consortium (COG-UK) was a consortium of academics set 

up by Sharon Peacock to sequence SARS-CoV-2 genomes which launched in March, 

2020. The main aim was to sequence SARS-CoV-2 to track transmission, identify 

mutations, and assess how the viral genome interacts with other factors relating to 

COVID-19 (e.g. consequences) [245]. This information could potentially identify vaccine 

and therapeutic targets, but the primary aim was genomic epidemiology. One of the main 

priorities of COG-UK was to ensure that sequence data was matched with metadata, 

including patient clinical information and non-genomic epidemiology to enhance the value 

of the genetic data [245]. It is the first time such a large scale national effort for genomic 

epidemiology has been made, and results were used to guide decision-makers such as 

the Scientific Advisory Group for Emergencies (SAGE).  

COG-UK was comprised of an integrated network of sequencing sites across the UK, co-

ordinated from the University of Cambridge, led by Professor Sharon Peacock. Samples 

were collected and sequenced locally across the country with 16 sequencing hubs and 

over 70 partners involved, including academic partners, public health agencies, hospitals 

and other sequencing sites [246].  The advantages of this decentralisation meant that 

sequencing could be performed rapidly at or close to the site of sample collection, 

providing results quickly [245]. Sequencing in some regional sequencing sites was 

performed in almost real time, with 1-2 days turnaround time. There have also been sites 

that provided higher volume capacity for national sequencing, such as the Wellcome 

Sanger Institute, providing sequencing for sites without the local capabilities. Quadram 

Institute Bioscience (QIB) was one such site that in addition to performing local 

sequencing, also performed sequencing of samples from Lighthouse Laboratories and 

from studies such as the REal-time Assessment of Community Transmission (REACT) 

study [247]. QIB was also involved in sequencing of samples from international sites such 

as Zimbabwe [248]. 
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Weekly analysis reports were provided to SAGE, giving information on whether cases 

were predicted to be locally transmitted versus imported, the rate of epidemic growth, 

spatial movement, transmission chains, genetic changes (e.g. mutations), and 

identification of genetic changes that could potentially affect diagnostic tests or therapies 

[245]. With the huge number of sequences deposited and a lack of universal classification 

system, a new nomenclature was created for the SARS-CoV-2 lineages. This was a 

dynamic classification system that focused on active lineages and was adopted globally 

which assisted in the tracking of COVID-19 globally [249].  

COG-UK developed an end-to-end computer infrastructure to handle the amount of data 

from all parts of the country. The Cloud Infrastructure for Microbial Bioinformatics (CLIMB) 

compute facility was used as the hub that the system was built around [250]. Sites that 

were part of COG-UK performed alignments against the SARS-CoV-2 genome and 

uploaded the alignments (as BAM files) as well as consensus FASTA files. This allowed 

sites to have control over their data and prevented human reads from being uploaded to 

the cloud. It also meant that it removed unnecessary delays from uploading raw sequence 

data so that actionable data could be provided as fast as possible. In addition to sequence 

data, mandatory metadata about the sample was also uploaded, which included a central 

sample identifier, date of sample collection, the country code, and the sampling strategy. It 

was also recommended that the county the sample was collected from was also detailed. 

The data was subjected to a quality control (QC) check by the database to limit which 

sequences would be made available to downstream pipelines. And different QCs could be 

applied based on whether the sequencing was performed on Illumina or ONT [250]. The 

data was also disseminated internationally, by uploading consensus sequences to the 

Global Initiative on Sharing Influenza Data (GISAID) which became the de facto 

international repository for SARS-CoV-2 sequences. Data from COG-UK was routinely 

analysed and along with some international data from GISAID was visualised publicly on 

Microreact, showing the rise and fall of variants, with data from March 2020 up to 

February 2022 [251]. 
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COG-UK was hugely successful, generating over 550,000 public sequences in just over a 

year from its inception [250]. As of February 2022, the UK had sequenced and uploaded 

over 2 million SARS-CoV-2 genomes to GISAID, meaning that a quarter of all sequences 

globally were from the UK. This accounted for approximately 10% of all estimated COVID-

19 cases in the UK, allowing detailed surveillance throughout the pandemic [252]. COG-

UK contributed over 20 reports to the government, over 50 publications in journals and 

aided in the control of outbreaks across the country [250].  

One of first examples of COG-UK data being used to show the evolution of SARS-CoV-2 

was with the 2020 variant containing the spike gene D614G mutation. It was shown that 

increases in the D614G variant were likely due to a selective advantage of the mutation. It 

was associated with higher viral loads and there was evidence to support higher 

transmissibility (but not higher mortality or clinical severity) [253]. Following on from this, 

continued investigation of developing lineages led to the identification and characterisation 

of the B.1.1.7 (Alpha) variant [254] which was designated as the first VOC by Public 

Health England (now UKHSA). Investigation of spike gene target failures from RT-qPCR, 

as well as COG-UK sequence data (31,390 Alpha variant sequences and 52,795 non-

Alpha SARS-CoV-2 sequences) showed that the new variant had a 50-100% higher 

reproduction number (Rt) than normal [254].  

COG-UK data was also used to study the dynamics of transmission from abroad and 

within the UK. A study on the early pandemic showed that the first wave of the pandemic 

in the UK started with hundreds of independent introductions into the UK [255]. The study 

estimated that the vast majority of transmission lineages in the first wave were due to 

arrivals from Spain, France, and Italy. As non-pharmaceutical interventions (NPIs) such as 

lockdowns and travel restrictions were introduced, lineages quickly became extinct and 

diversity of lineages was lost. Genomic epidemiology has aided in driving public policy. 

For example, the Alpha variant identified in December 2020 was one of the reasons the 

UK government imposed a Christmas lockdown [256]. The discovery of a cluster of Beta 

variants in parts of South London led to deployment of surge testing in the region in an 
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attempt to suppress the variant [257]. High prevalence of VOCs in other countries led to 

the imposition of travel bans to certain countries to prevent importation of VOCs into the 

UK [258]. Rising cases of the Delta variant was the reason the UK government delayed 

relaxation of lockdown rules in 2021 [259]. 

Sequencing of SARS-CoV-2 has continued to be used for surveillance of emerging and 

circulating lineages around the world. Currently the WHO designates one variant as a 

VOC, Omicron, due to the widespread transmission globally. Since February 2022, over 

98% of sequences uploaded to GISAID were Omicron [260]. Omicron continues to evolve, 

with descendent lineages arising. Currently, Omicron is split into 5 further sub-lineages 

BA.1, BA.2, BA.3, BA.4 and BA.5. The BA.4 and BA.5 variants were driving a summer 

surge of COVID-19 infections in the UK at the time of writing (July 2022) [261]. 

 

1.6.2 SARS-CoV-2 genome sequencing methods 

In early 2020, Josh Quick from the ARTIC network [262] released a method for 

sequencing SARS-CoV-2 using a tiling PCR method similar to the those used for Ebola 

and Zika viruses. This method was designed for nanopore sequencing, enabling rapid 

turnaround for actionable results in a short timeframe. Version 1 of the protocol used a 

~400 bp 98-amplicon scheme (divided into two pools) to amplify the whole SARS-CoV-2 

genome, designed using PrimalScheme [263]. The method was intended for sequencing 

using ONT’s Ligation kit, which had 24 available barcodes at the time, meaning the 

maximum number of samples per flowcell was 24 (or fewer, if controls are included). 

Illumina and multiple academic groups developed methods for SARS-CoV-2 sequencing 

based on the ARTIC primer scheme which increased throughput [264–266]. Changes to 

the primer scheme to optimise and fix various amplicon drop-outs caused by new variants 

led to multiple iterations of the ARTIC primers, with the latest being V4 [267]. 

Subsequently ONT increased the number of native barcodes to 96, increasing the number 

of samples that could be sequenced per flowcell [268,269]. 
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Other amplicon schemes were later developed, such as a 1.2 kb scheme (the ‘Midnight’ 

scheme) [270], a 2 kb amplicon scheme [271], and a 2.5 kb scheme which only required 

14 amplicons [272]. It was later shown in a comparison that the original ARTIC 400 bp 

scheme produces more data, however, due to the unevenness of coverage, it produces 

fewer finished sequences than using the longer amplicons. The use of longer amplicons 

led to more even coverage across the genome [273]. The original ARTIC method, 

designed for nanopore sequencing, was adapted for Illumina sequencing [265]. The 2.5 

kb amplicon protocol was also intended for Illumina sequencing [272], while the 1.2 kb 

amplicon scheme was adapted by ONT into a kit that used its rapid transposase chemistry 

instead of the traditional ligation library preparation [274]. It is possible to avoid PCR tiling 

altogether, as a study showed that using bait capture enrichment was a viable alternative 

to PCR, however, required very long hybridisation times [275]. 
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1.7 Aims of PhD 

The overall aim of my PhD is to demonstrate the application of rapid sequencing for the 

detection and epidemiology of respiratory pathogens. Key to this aim is the optimisation of 

a CMg workflow for rapid and accurate detection of pathogens directly from clinical 

samples. Aside from metagenomics applications however, the COVID-19 pandemic 

provided an opportunity to develop and test a targeted sequencing approach for genomic 

epidemiology of the respiratory pathogen SARS-CoV-2.  

 

The objectives are: 

• To optimise a respiratory CMg workflow for the detection of bacteria and fungi by 

reducing test turnaround time and complexity, thereby bringing it closer to clinical 

implementation 

• To develop a viral metagenomics workflow capable of detecting DNA and RNA 

viruses from respiratory samples that could be used in parallel to the 

bacterial/fungal test 

• To develop a method for high-throughput sequencing of SARS-CoV-2 to aid in the 

expansion of genomic epidemiology 
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2. Methods 

2.1 Clinical sample processing 

2.1.1 Sample collection ethics 

Excess respiratory samples were collected under University College London (UCL) 

infection DNA bank ethics used by the INHALE study (REC 12/LO/1089) which allowed 

for the collection of residual diagnostic samples for research. Samples were not study 

specific and were collected after being processed by routine microbiology. No patient data 

was collected and culture results for the samples were pseudoanonymised by the 

microbiology department. Informed consent was therefore not required. Similarly, for 

SARS-CoV-2, COVID-19 Genomics UK Consortium excess diagnostic samples were 

used with no patient identifiable information collected or used. 

 

2.1.2 Respiratory sample collection and storage 

For development and testing, surplus sputa and endotracheal aspirates (ETA) were 

requested from the NNUH microbiology department. Samples included routine diagnostic 

positives (where a pathogen is detected) and negatives, i.e., normal respiratory flora 

(NRF), where growth is deemed to be the normal commensal lung community, or no 

growth. Sputum samples were already treated by the microbiology department with a 1:1 

volume of Sputasol and incubated at 35-37°C for 15 minutes. Samples that had already 

been processed by the microbiology department were selected by staff at the Innovation 

Centre, Norfolk and Norwich University Hospital (NNUH) and aliquoted into 20 mL sterile 

universal tubes for collection. The aliquots were collected from the Innovation Centre and 

transported to the Bob Champion Research and Education (BCRE) building or QIB at 

ambient temperatures in under 10 minutes and then stored at 4°C until depletion and 

extraction. Most samples were processed within 24 hours after collection and a maximum 

of 72 hours. After 72 hours, any unused samples were discarded by clinical waste routes. 
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2.1.3 Culturing and storage of bacteria 

E. coli was grown for RNA extraction to be used in Sequence-Independent, Single-Primer 

Amplification (SISPA) experiments. Starter cultures were created by transferring 20 µL of 

an E. coli glycerol stock to 4 mL of Luria Bertani Broth (NaCl, 10 g/L, Tryptone, 10 g/L, 

Yeast Extract, 5 g/L) in a 20 mL universal tube and grown overnight in a shaking incubator 

(180 rpm) for 18 hours at 37 °C. From the starter culture, 20 µL was transferred to a new a 

20 mL universal tube with 4 mL of LB broth and grown in a shaking incubator (180 rpm) at 

37 °C for 2.5 hours. Cells were harvested by splitting the 4 mL culture into two in 2 mL 

Eppendorfs and centrifuged at 1000xg for 5 minutes. The supernatant was discarded in 

both tubes, leaving bacterial pellets.  

 

2.1.4 Pre-host depletion sample processing 

Samples were treated with sputasol depending on viscosity (even if they had been treated 

previously). A working stock of sputasol was made by adding 92.5 mL of water to 7.5 mL 

of sputasol (Oxoid) (or an equivalent ratio) and mixed by vortexing. An equal volume of 

freshly made sputasol was added to samples that were too viscous to be readily pipetted 

and vortexed for 15 seconds. The sample was then incubated at 37 °C until fully 

homogenised. Following homogenisation (checked by the ability to pipette), the full 

volume was centrifuged at 12,000 xg for 3 minutes. Half of the supernatant was removed 

and the rest was resuspended in the remaining volume by pipetting to achieve the same 

starting volume before the addition of sputasol. If internal control spikes were used in the 

experiment, they were added to the sample prior to sputasol treatment. 

 

2.1.5 Host depletion and controls 

Host depletion was performed on surplus sputum samples from NNUH to test and 

compare the original method host depletion method with the new one-pot method (Section 

2.1.5). 
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A working stock of 5% saponin solution was made by adding 250 mg of saponin (Tokyo 

Chemical Industry UK) to 5 mL of PBS. HL-SAN buffer was made by dissolving 11.69 g of 

NaCl (5M) and 0.38 g of MgCl2 (100 mM) in 30 mL of water and making up to 40 mL with 

water then filter sterilised using a SCFA Syringe Filter 0.45 µM (Corning). HL-SAN buffer 

was stored at room temperature and always vortexed prior to use in case of salt 

precipitation. 

To 400 µL of sample (or max available volume topped-up with PBS to 400 µL) was 

centrifuged at 8000 xg for 5 minutes. The supernatant was discarded and the pellet was 

re-suspended in 250 µl of PBS and mixed by pipetting and vortexing. If the pellet was 

difficult to resuspend, the pipette tip was used to mechanically disrupt the pellet. To the 

resuspended pellet, 200µl of 5% saponin solution was added and mixed by vortexing. The 

tubes were incubated at room temperature for 10 minutes. After the saponin treatment, 

350 µL of H2O was added and incubated at room temperature for 30 seconds. Following 

this, 12 µL of 5M NaCl was added and vortexed. The sample was centrifuged at 6000 xg 

for 5 minutes and the supernatant discarded. The pellet was resuspended in 100 µL of 

PBS and 100 µL of HL-SAN buffer was added and mixed by vortexing. 10 µL of HL-SAN 

(ArticZymes) was added and mixed by pipetting up and down. The reaction was incubated 

at 37°C for 15 minutes at 800 rpm in a thermoshaker. After incubation, the pellet was 

washed with the addition of 800 µL of PBS and centrifuged at 6000 xg for 3 minutes. The 

supernatant was discarded and the pellet was resuspended again in 1 mL of PBS. The 

mix was centrifuged at 6000 xg for 3 minutes and the supernatant discarded again. The 

pellet was then used for DNA extraction. 

For all depletion experiments, a non-depletion control was processed with DNA extraction 

only (this was an equivalent volume to the sample). DNA extraction was performed on the 

sample along with the depleted samples. Additionally, a negative process control was 

processed with every batch of depletions; 400 µL of PBS was processed just as all the 

depletion samples. 
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2.1.5 One-pot host depletion 

Working saponin solution (1%) was made by adding 50 mg of saponin to 5 mL of PBS. 

Saponin solution was stored at room temperature in a dark place and used within 1 week.  

To 200 µL of sample, 40 µL of 1% saponin solution, 200 µL of HL-SAN buffer and 10 µL of 

HL-SAN was added. This was incubated in a thermoshaker for 10 minutes at 37 °C at 

1000 rpm. After incubation, 1 mL of PBS was added and centrifuged at 12,000 xg for 3 

minutes. The supernatant was slowly aspirated and discarded, leaving approximately 50 

µL of liquid behind to not disturb the pellet. The pellet was then used for DNA extraction.   

 

2.1.6 Bacterial/fungal DNA extraction using the MagNAPure Compact 

The host-depleted pellet was resuspended in 700 µL of Bacterial Lysis Buffer (Roche) and 

mixed by pipetting up and down at least 15 times. The resuspended pellet was transferred 

to a Lysing Matrix E tube (MP Biomedicals). Samples were homogenised in a TissueLyser 

LT (Qiagen) for 3 minutes at 50 Hz. The tubes were centrifuged at 20,000 xg for 1 minute 

and 400 µL of the clear supernatant was transferred to a DNA LoBind Tube (Eppendorf) 

with 20 µL of Proteinase K (Qiagen) per sample. This was mixed and incubated on a 

thermomixer at 65 °C for 5 minutes at 1000 rpm. A MagNA Pure Compact cartridge was 

set up by shaking the cartridge to resuspend the beads and loaded into the compact. After 

5 minutes, the full volume of the Proteinase K treated sample was transferred to MagNA 

Pure Compact cartridge (Roche) from the Nucleic Acid Isolation Kit I. Samples were 

eluted in 50 µL of elution buffer. DNA extracts were stored at -20 °C. 

 

2.1.7 Post-extraction clean-up 

DNA extracts were SPRI cleaned with AMPure XP beads (Agencourt) at 1.2X (beads to 

sample volume). 20 µL of extract was made up to 50 µL with water and 60 µL of 

resuspended beads was added. This was incubated for 5 minutes at room temperature 

with periodic flick-mixing. The tube was then added to a magnetic rack (DynaMag 2, 
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Thermofisher) for 3 minutes to pellet. The liquid was discarded, and 200 µL of 70% 

ethanol was added and removed after 30 seconds – this step was repeated for a total of 

two washes. The tubes were pulse centrifuged and any residual ethanol was removed. 

The beads were dried with the lids of the tubes open for less than one minute, then 15 µL 

of Nuclease Free Water (Ambion) was added to elute the DNA. This was left to incubate 

at room temperature off the magnetic rack for 2 minutes, then added back to the magnetic 

rack to collect the eluate without the beads.  

 

2.2 Library preparation and sequencing 

2.2.1 Published library preparation method 

Extracted and SPRI cleaned DNA was tagmented by adding 2.5 µL of FRM (SQK-

RPB004, ONT) to 10 ng of sample (or maximum available) in 7.5 µL for a total reaction 

size of 10 µL. This was gently flick mixed and incubated in a thermocycler (conditions 

Table 2.1). 

Table 2.1 – Tagmentation conditions using FRM 

Temperature Time 
30 °C 1 min 
80 °C 1 min 
4 °C Hold 

 

 Following tagmentation, a mastermix using LongAmp Taq (NEB) was made with the 

components:  

• 50 µL LongAmp Taq Mastermix (NEB) 

• 2 µL RPB004 barcode (ONT) 

• 38 µL Nuclease Free water (Ambion) 

• 10 µL tagmented DNA 

Total volume: 100 µL 
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The reaction was mixed by pulse vortexing for 2-3 seconds, centrifuged and transferred to 

a thermocycler for PCR (conditions Table 2.2) using a Veriti 96 Well Thermal Cycler 

(Applied Biosystems). 

Table 2.2 – PCR cycling conditions for the library preparation method prior to optimisation 

Cycles Temperature Time 
1 95 °C 3 min 

  
 25 

95 °C 15 sec 
56 °C 15 sec 
65 °C 6 min 

1 65 °C 6 min 
1 4 °C Hold 

 

PCR products were quantified with Qubit dsDNA HS (as detailed in Section 2.4.1). 

 

2.2.2 Rapid library preparation 

Optimisation of this method is detailed in the results. Tagmentation was performed the 

same way as the original method (detailed in Table 2.1). 

A mastermix was made per sample with the Takara GXL PCR components:  

• 20 µL 5X GLX buffer (Takara) 

• 8 µL dNTPs (Takara) 

• 56 µL Nuclease Free Water (Ambion) 

• 4 µL GLX polymerase (Takara) 

• 2 µL RPB004 barcode (ONT) 

• 10 µL tagmented DNA 

The reaction was mixed by pulse vortexing for 2-3 seconds, centrifuged and added to a 

thermocycler (conditions Table 2.3).  
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Table 2.3 – Conditions for the rapid PCR after optimisation 

Cycles Temperature Time 
1 98 °C 2 min 

  
 25 

98 °C 15 sec 
56 °C 15 sec 
68 °C 45 sec 

1 68 °C 4 min 
1 4 °C Hold 

 

PCR products were quantified with Qubit dsDNA HS (detailed in Section 2.4.1). 

 

2.2.3 Post-PCR pooling and SPRI cleaning 

For each run, samples were pooled post-barcode PCR and quantified (for Flongle, 1-3 

samples, or MinION, 6 samples). 500 ng of each sample was added to 1.5 mL Eppendorf 

and mixed. If only one sample was being sequenced, then 1000 ng was taken instead. 

The maximum volume of the process negative control was added to the pool in each 

batch. If 500 ng was not reached for a particular sample, then the maximum volume of 

sample was added instead. The pooled library was Solid Phase Reversible Immobilization 

(SPRI) cleaned with 0.6X (volume) AMPure XP beads and incubated at room temperature 

on a hulamixer for 5 minutes. After incubation, the tube was added to a magnetic rack for 

3 minutes to separate the beads from solution. The beads were washed by adding 500 µL 

of 70% ethanol and removed, this was repeated for a total of two washes. The pellet was 

air dried for less than 1 minute and the DNA was eluted in 12 µL of MinION buffer (10 mM 

Tris-HCl and 50 mM NaCl). The post-washed DNA was quantified using Qubit High 

Sensitivity and fragment size analysis using the Tapestation (detailed in Section 2.4.1). 

 

2.2.4 Sequencing using MinION and Flongle 

Samples were sequenced individually or in batches of 2-3, plus a negative control per 

Flongle flowcell. The final loading library was prepared with a total of 50 fmol of the pooled 
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library. 0.5 µL of RAP (ONT) was added to 5 µL of library and incubated at room 

temperature for 5 minutes. The Flongle flowcell was flushed with 100 µL of flush buffer 

mix (117 µL flush buffer and 3 µL flush tether), and the final loading library was made up 

with 13.5 µL sequencing buffer, 11 µL loading beads and 5.5 µL of adapted library. 30 µL 

was loaded on the Flongle flowcell. Sequencing was performed for a minimum of 2 hours 

up to a maximum of 24 hours. 

For developmental work, sequencing was performed on MinION using manufacturer’s 

instructions. However, the final loading library was prepared with a total of 100 fmol of the 

pooled library, rather than 50 fmol as recommended. 1 µL of RAP (ONT) was added to 10 

µL of library and incubated at room temperature for 5 minutes. The MinION flowcell was 

primed with 800 µL of priming mix (30 µL of FLT added to a whole tube of FB, ONT) 

through the priming port. After 5 minutes, another 200 µL of priming mix was added with 

the SpotON port open, and the final loading library was loaded (34 µL of SQB, 25.5 µL of 

LB, 4.5 µL of nuclease free water and 11 µL of adapted library). Sequencing time varied 

depending on the experiment. 

 

2.2.5 Flowcell washing 

Flowcells were washed using a community nuclease wash method [276] prior to the 

release of official nuclease wash kits by ONT.  

The community buffer composition:  

• 300 mM KCl,  

• 2 mM CaCl2 

• 10 mM MgCl2 

• 15 mM HEPES  

pH 8.0 
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480 µL of this buffer was mixed with 20 µL of DNase I (Qiagen) and 500 µL of this mix 

was loaded through the priming port. Flowcells were incubated in the MinION device for 

30 minutes and then flushed with 500 µL of Storage Buffer from the Flowcell Wash Kit 

(ONT). The priming port was then closed, and the waste chamber was emptied by 

pipetting. Following the release of nuclease-based wash kits by ONT, (Flowcell wash Kits 

V3 and V4, ONT), the reagents in these kits were used instead. 

 

2.3. SISPA and viral metagenomics 

2.3.1 Viral RNA extraction 

For tests with viruses, HIV-1 was used as a surrogate for a single-stranded RNA (ssRNA) 

virus and excess sputum or PBS were spiked with 100 µL of AcroMetrix™ HIV-1 High 

Control and centrifuged at 12,000 xg for 3 minutes. The supernatant was transferred to a 

new Eppendorf and used as the virus-containing part of the sample.  

Samples were extracted using the Promega Maxwell RSC. To 300 µL of sample, 300 µL 

of Lysis Buffer and 30 µL of Proteinase K from the Maxwell® RSC Viral Total Nucleic Acid 

Purification Kit was added and incubated at 56 °C on a shaking incubator for 10 minutes, 

at 1000 RPM. The Maxwell was loaded as per manufacturer’s instructions and 50 µL of 

elution buffer was used as recommended. The full lysed sample volume was added to the 

same well and the extraction started. Extracts were stored at 4 °C if used the same day or 

at  -80 °C in the long-term. 

 

2.3.2 Bacterial RNA extraction for SISPA experiments 

E. coli RNA was used to test the SISPA method and extracted with the Qiagen AllPrep 

DNA/RNA/Protein Mini Kit method (with modifications). 10 uL of B-mercaptoethanol was 

added to 1 mL of RLT buffer.  600ul of RLT buffer was then added to one tube with the 

centrifuged bacterial cells to resuspend the pellet and then transferred to the other tube to 

resuspend the remaining pellet. The full volume was transferred to a Lysing Matrix E tube 
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and homogenized on a FastPrep 24 for 20 seconds at 6.0 m/s. 350 µL of the supernatant 

was transferred to the AllPrep DNA spin column. This tube was spun at 8000 xg for 30 s. 

To the flow-through RNA, 250 µL of 100% ethanol was added and mixed and transferred 

to an RNeasy spin column. This column was centrifuged at 8000 xg for 15 seconds. The 

wash was performed with 3 subsequent spins: 700 µL of RW1 was added to the column 

and centrifuged at 8000 xg for 15 s, then 500ul of RPE was added and centrifuged at 

8000 xg for 15 s and finally, 500 µL of RPE was added and centrifuged at 8000 xg for 2 

mins. Elution was performed with 50 µL of RNase free water and centrifuged at 8000 xg 

for 1 min. RNA was stored at -80 °C. 

 

2.3.3 DNase treatment of RNA (Turbo DNA free) 

To 50 µL of extracted RNA, 0.1x volume (5 µL) of TURBO DNase buffer (Invitrogen) was 

added followed by 2 µL of TURBO DNase enzyme. This was pipette-mixed and incubated 

at 37 °C in a thermoshaker at 300 rpm for 30 min. After DNase treatment, 0.2x volume (10 

µL) of DNase inactivation buffer was added and incubated at room temperature for 5 

minutes with resuspension by flick-mixing every 2 minutes. The solution was centrifuged 

at 10,000 xg for 2 mins and the supernatant containing the RNA was aspirated, avoiding 

the DNase inactivation beads. DNase treated RNA was stored at -80 °C. 

 

2.3.4 RNA concentration 

RNA extracts for SISPA were SPRI cleaned and concentrated following the Agencourt 

RNAClean XP (Agencourt) protocol. 30 µL of RNA extract was made up to 50 µL with 

nuclease free water. 90 µL of beads was added and mixed by pipetting and incubated at 

room temperature for 5 minutes. The tube was transferred to a magnetic rack for 5 

minutes and the solution was aspirated and discarded. 500 µL of 70% ethanol was added 

and removed, and this was repeated for a total of 3 washes. Samples were dried on the 

rack until no visible ethanol remained and then 7 µL of nuclease free water was added 
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and mixed to elute. This was incubated at room temperature for 2 minutes and then added 

back to the magnetic rack 

 

2.3.5 SISPA library preparation for E. coli RNA / viruses 

The SISPA library preparation was adapted from Greninger et al. 2015 [95] 2 µL of RNA 

extract was mixed with 2 µL of nuclease free water  and 1 µL of 40 µM 9N-primer 

(TTTTTCGTGCGCCGCTTCAACNNNNNNNNN). This reaction was incubated at 65 °C for 

5 min and then 23 °C for 5 min. 

The following First Strand synthesis reaction was prepared: 

• 2 µL 5x Superscript IV buffer (Thermofisher) 

• 1 µL 10 mM dNTPs 

• 0.5 µL DTT 

• 1 µL nuclease free water 

• 0.5 µL Superscript IV RT (Thermofisher) 

• 5 µL RNA/primer mix 

This mix was incubated at 42 °C for 10 min. Following this, the second strand synthesis 

mix was made using Sequenase Version 2.0 DNA Polymerase reagents (Thermofisher): 

• 1 µL Sequenase buffer (Thermofisher) 

• 4.85 µL nuclease free water  

• 0.15 µL Sequenase (Thermofisher) 

• 5 µL of First Strand synthesis mix  

This was incubated at 37 °C for 8 min.  

An additional 0.45 µL sequenase dilution buffer (Thermofisher) and 0.15 µL Sequenase 

was added to the reaction after 8 min and incubated for another 8 min resulting in a total 

volume of 15.6 µL at the end of 2nd strand synthesis. 
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 The library preparation PCR was prepared as follows 

• 10 µL 5x GXL buffer (Takara) 

• 4 µL dNTP 

• 2 µL GXL Polymerase 

• 1 µL ONT adapter primer (100 µM) (TTTTTCGTGCGCCGCTTCA) 

• 28 µL nuclease free water 

• 5 µL from 2nd Strand Synthesis as template 

The reaction was mixed and PCR was performed with the rapid barcoding conditions 

(Table 2.3). 

Following this, the barcoding PCR was set up. 

Reaction composition: 

• 10 µL 5X GXL buffer 

• 4 µL dNTP 

• 2 µL GXL Polymerase 

• 1 µL RPB004 barcode (ONT) 

• 28 µL nuclease free water 

• 5 µL from the first PCR 

This was mixed and added to a thermocycler with a modified version of the rapid 

barcoding PCR (Table 2.4). 

Table 2.4 – Modified version of the rapid barcoding PCR with fewer cycles 

Cycles Temperature Time 
1 98 °C 2 min 

  
 14 

98 °C 15 sec 
56 °C 15 sec 
68 °C 45 sec 

1 68 °C 4 min 
1 4 °C Hold 
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Final PCR products were sequenced as described in the Post-PCR pooling and SPRI 

cleaning section (2.2.3). 

 

2.4 DNA QC and qPCR 

2.4.1 Quantification and fragment size analysis 

DNA was quantified using the Qubit dsDNA High Sensitivity assay kit. For every sample, 1 

ul of dye was diluted in 199 uL of buffer, including standards. 190 ul of the working 

solution was aliquoted per standard and 199 uL per sample. 10 ul of standard 1 and 2 

were added to their respective tubes and 1 ul of DNA/library was added to the Qubit 

tubes. Each tube was vortexed for 4 seconds and incubated at room temperature for 2 

minutes. The readings were then recorded on a Qubit Fluorimeter 3.0. New standards 

were made every time the buffer was remade.  

For library sizing, Tapestation 2200 (Agilent) was used with Genomic Screentape. The 

Tapestation buffer was left to equilibrate to room temperature and then 10 uL of buffer 

was aliquoted into Tapestation optical tubes (Agilent) for every sample, plus the ladder. 1 

ul of DNA sample/library was then added per tube, including the ladder and vortexed 

briefly. The tubes were centrifuged and loaded in the Tapestation with the Genomic 

Screentape. 

 

2.4.2 Quantitative PCR 

qPCR was used to detect presence/absence of pathogens and to estimate 

bacterial/human DNA loss after host depletion. 

Host depletion was estimated by calculating the delta-Cq between depleted samples and 

the non-depleted controls from a probe-based qPCR assay targeting human RNA 

polymerase II subunit A. For loss of bacteria, a SYBR green qPCR assay was used 

targeting bacterial 16S DNA.  
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The human probe assay PCR composition: 

• 5 µL of Lightcycler 480 probe master (Roche) 

• 1 µL of primer-probe mix (5 µM forward primer, 5 µM reverse primer, 2 µM probe) 

• 3 µL of nuclease free water 

• 1 µL of template,  

To a final volume of 10 µL 

 

The bacterial 16S SYBR green PCR composition:  

• 5 µL of Lightcycler 480 SYBR Green I Mastermix (Roche) 

• 1 µL of primer mix (5 µM forward primer, 5 µM reverse primer) 

• 3 µL of nuclease free water 

• 1 µL of template 

To a final volume of 10 µL 

qPCR was performed using a Lightcycler 480 system (Roche) (conditions Table 2.5) 

Table 2.5 – qPCR conditions for the human/bacterial host depletion assay 

Cycles Temperature Time 
1 95 °C 5 min 

  
 40 

95 °C 30 sec 
55 °C 15 sec 
72 °C 30 sec 

 

For confirmation of presence/absence of organisms, qPCR was performed on extracts 

using species-specific probe assays (using conditions in Table 2.6). 

The reaction composition: 

• 10 µL of Lightcycler 480 probe master (Roche) 

• 2 µL of species-specific primer-probe mix (5 µM forward primer, 5 µM reverse 

primer, 2 µM probe) 

• 3 µL of nuclease free water 
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• 5 µL of template  

To a final volume of 20 µL 

Table 2.6 – qPCR conditions for the bacterial detection probe assay 

Cycles Temperature Time 
1 95 °C 5 min 

  
 45 

95 °C 15 sec 
72 °C 15 sec 

 

All primers and probes are listed in Table 2.7. 
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Table 2.7 – Primers and probes used for qPCR assays 

Target Primers and probes (5’-3’) Reference 

Human 

Forward: TGAAGCCGTGCGGAAGG 

[277] Reverse: ACAAGAGAGCCAAGTGTCG 
Probe: [6FAM]-
TACCACGTCATCTCCTTTGATGGCTCCTAT-[BHQ1] 

Bacteria 16S 
universal 

Forward: 
TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGC
CTACGGGNGGCWGCAG 

[278] Reverse: 
GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAG
GACTACHVG GGTATCTAATC 
 

HIV-1 

Forward: CATGTTTTCAGCATTATCAGAAGGA 

[279] 
Reverse: TGCTTGATGTCCCCCCACT 
Probe: [6FAM]-
CCACCCCACAAGATTTAAACACCATGCTAA-
[BHQ1] 

Escherichia coli 

Forward: CGATAATCGCCAGATGGC 

[97] Reverse: CCTAAGTTGCAGGAGATGG 
Probe: [6FAM]-TAGAGCGCCTTCGGTGTCGGT-
[BHQ1] 

Staphylococcus 
aureus 

Forward: ACTGTAACTTTGGCACTGG 
[280] Reverse: GCAGATACCTCATTACCTGC 

Probe: [6FAM]-ATCGCAACGACTGGCGCTA-[BHQ1] 

Pseudomonas 
aeruginosa 

Forward: AGCCTTCCTGGTCCCCTTAC 

[280] Reverse: CCTAATGAACCCCAGTGTATAAGTTTG 
Probe: [6FAM]-TGAACTGACGGTCGCCAACGGTT-
[BHQ1] 

Moraxella 
catarhalis 

Forward: GGTGAGTGCCGCTTTTACAAC 

[280] Reverse: TGTATCGCCTGCCAAGACAA 
Probe: [6FAM]-
TGCTTTTGCAGCTGTTAGCCAGCCTAAG-[BHQ1] 

Klebsiella 
pneumoniae 

Forward: CGGGCGTAGCGCGTAA 

[280] Reverse: GATACCCGCATTCACATTAAACAG 
Probe: [6FAM]-CCCGGCATGGATCGTTCCGA-
[BHQ1] 

Haemophillus 
influenzae 

Forward: AGCGGCTTGTAGTTCCTCTAACA 

[280] Reverse: CAACAGAGTATCCGCCAAAAGTT 
Probe: [6FAM]-CGATGCTGCAGGCAATGGTGCT-
[BHQ1] 

Streptococcus 
pneumoniae 

Forward: GCTTATGGGCGCCAAGTCTA 

[280] Reverse: CAAAGCTTCAAAAGCAGCCTCTA 
Probe: [6FAM]-
CTCAAGTTGGAAACCACGAGTAAGAGTGATGAA-
[BHQ1] 
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SYBR Green qPCR assays were designed for qPCR of Imtechella halotolerans 

(NZ_AJJU01000002.1) and Allobacillus halotolerans (NZ_JAHLZF000000000.1) by using 

Primer BLAST to generate primers for <150 bp targets.  

 

2.4.3 RT-qPCR 

For RNA extracted from viruses, and for RNA extracted from E. coli, RT-qPCR was used 

instead. This was performed using a One Step PCR using qPCRBIO Probe 1-Step Go 

(PCR Biosystems). 

The RT-qPCR reaction composition was: 

• 10 µL of 1-Step Go Mastermix 

• 1 µL of RTase 

• 2 µL Primer-probe mix (5 µM forward primer, 5 µM reverse primer, 2 µM probe) 

• 5 µL nuclease free water 

• 2 µL of template to a final volume of 20 µL 

qPCR was performed on a Roche Lightcycler 480 (conditions Table 2.8). 

Table 2.8 – RT-qPCR cycling conditions 

Cycles Temperature Time 
1 55 °C 10 min 
1 95 °C 2 min 

  
 40 

95 °C 5 sec 
60 °C 30 sec 

 

 

2.5 Analysis of respiratory data 

2.5.1 Raw read processing 

Raw nanopore data was basecalled live on a MinIT (ONT) using high accuracy mode 

(Guppy version 3.0.6+9999d81]. Basecalled FASTQ files were demultiplexed using qcat 
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v1.1.0 with default parameters.  Human reads were removed from demultiplexed FASTQ 

files using minimap2 aligning to the human hg38 genome (GRCh38.p13) with default 

parameters for long-read data (-a -x map-ont). Unassigned reads were exported to a BAM 

file and converted back to FASTQ format using SAMtools. These FASTQ files were then 

analysed to identify pathogens and antibiotic resistance genes.  

 

2.5.2 Presence/absence analysis 

For evaluation of the new rapid workflow, data was analysed using the new bespoke 

CLInical Metagenomics and AnTimicrobial rEsistance (CLIMATE) pipeline (described in 

the results section). Presence or absence of HIV-1 was tested by using What’s In My Pot 

(v2.3.10) EPI2ME (ONT). These results were confirmed by mapping reads to the HIV-1 

reference genome (AF033819.3) using minimap2 with default parameters and using the 

map-ont flag. 

 

2.6. SARS-CoV-2 genomics 

2.6.1 ARTIC LoCost SARS-CoV-2 cDNA synthesis and multiplex tiling PCR 

cDNA and PCR reactions were broadly prepared using Version 3 (LoCost) of the ARTIC 

nCoV-2019 sequencing protocol [269] . 8 µL of RNA was added to 2 µL of LunaScript RT 

Supermix kit and mixed by vortexing. The reaction was incubated in a thermocycler at 25 

°C for 2 minutes, 55 °C for 10 minutes and 95 °C for 1 minute, followed by a hold at 4 °C. 

Synthesised cDNA was stored at 4 °C in the short term, prior to use or -80 °C for long-

term storage. If necessary, RNA samples were diluted prior to the cDNA synthesis 

reaction, CT <15 was diluted 100-fold and CT 15-18 was diluted 10 fold. 

After cDNA synthesis, the V3 CoV-2 primers (Integrated DNA Technologies) were used to 

perform the multiplex PCR for SARS-CoV-2 according to the ARTIC protocol. For each 

sample, Pool 1 and Pool 2 reactions were prepared with the following composition:  
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• 5 µL 5X Q5 Reaction Buffer  

• 0.5 µL 10 mM dNTPs  

• 0.25 µL Q5 Hot Start DNA Polymerase  

• 0.4 µL of the Pool 1 or 2 primers  

• 16.35 µL of nuclease free water.  

• 2.5 µL of cDNA from the previous step 

This was mixed by vortexing and pulse centrifuged briefly and transferred to a 

thermocycler for PCR (conditions Table 2.9). PCR products were stored at 4 °C overnight 

(if necessary) and -20 °C for any longer period. 

Table 2.9 – PCR conditions for the ARTIC PCR used in all SARS-CoV-2 sequencing 

experiments 

Cycles Temperature Time 
1 98 °C 30 seconds 

  
 35 

98 °C 15 sec 
65 °C 5 min 

1 4 °C Hold 
 

2.6.2 Preparation of CoronaHiT Barcodes 

Corona High Throughput (CoronaHiT) barcodes were purchased as standard oligos in 

100 uM concentrated stocks (Sigma). Diluted working stocks were made. In each well, 80 

μL of nuclease free water was added and then for each barcode, 10 μl of the forward 

primer and 10 μl of the reverse primer were added (total 100 μL) and mixed well. Aliquots 

of the diluted barcodes were stored at -20 °C. 

 

2.6.3 CoronaHiT library preparation for MinION sequencing (final method) 

Optimisation of this final method is detailed in the results section. PCR products were 

diluted 1 in 5, by directly adding 2.5 μL of Pool 1 and 2.5 μL of Pool 2 to 20 μl NFW. 

Tagmentation was performed with the composition: 

• 0.5 μL TB1 Tagmentation Buffer 1 
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• 0.5 μL BLT Bead-Linked Transposase (DNA Prep, (M), Illumina) 

• 4 μL NFW 

• 2 μL of 1/5 diluted PCR product  

With multiple samples, a mastermix was made of the tagmented mix and aliquoted for 

each sample. The samples were pulse centrifuged briefly to avoid pelleting of the beads. 

The reaction conditions were 55 °C for 15 min in a thermal cycler (heated lid 65 °C) and 

cooled to 10 °C.  

PCR barcoding was performed using Kapa 2G Robust PCR kit (Sigma) with the following 

composition:  

• 4 µL Reaction buffer GC   

• 0.4 µL dNTPs 

• 0.08 µL Kapa 2G Robust Polymerase 

• 7.52 µL PCR grade water  

• 1 µL of working barcode stock (10 µM each) 

• 12 µL tagmented sample 

This was briefly mixed and pulse centrifuged and added to a thermocycler (conditions 

Table 2.10). 

Table 2.10 – Barcoding PCR conditions CoronaHiT library preparation 

Cycles Temperature Time 
1 95 °C 1 min 

  
 14 

95 °C 10 sec 
55 °C 20 sec 
72 °C 1 min 

1 72 °C 3 min 
1 4 °C Hold 
 

Following PCR, 2 μl of each sample was pooled in a 1.5 mL Eppendorf and 40 μL of this 

pool SPRI cleaned using 36 μL (0.8X) AMPure XP beads. The beads were incubated for 5 

minutes to bind DNA, and this was followed by 2 washes using 200 μL 70% ethanol 
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without resuspension. For the experiment with a lower proportion of beads (0.6X instead 

of 0.8X) (described in results Section 3.4.4.1), 100 μL of the pool was washed with 60 μL 

AMPure XP instead (washes the same). Pools were eluted in 20 μl of EB (Qiagen). The 

barcoded pool was quantified using Qubit High Sensitivity (detailed in Section 2.4.1). 

The SQK-LSK109 protocol for amplicon sequencing was then followed for nanopore 

sequencing. The end-prep reaction composition was:  

• 7 μL Ultra II end prep buffer (NEB) 

• 3 μL Ultra II end prep enzyme mix (NEB) 

• 40 μL nuclease free water 

• 10 μL of washed barcoded pool from the previous step  

The reaction was incubated at room temperature for 15 min and then 65 °C in a 

thermocycler for 10 min (with heated lid at 75 °C), followed by a hold at 4 °C for at least 

1 min. This was SPRI cleaned using 60 μL of AMPure Beads (1X) and two 200 μL 70% 

ethanol washes as before and eluted in 61 μL nuclease free water. Adapter ligation was 

performed with the reaction composition: 

• 25 μL LNB (ONT) 

• 10 μL NEBNext Quick T4 Ligase (NEB)  

• 5 μL AMX (ONT) combined and mixed.  

• 30 µL nuclease free water 

• 30 µL end-prepped DNA 

The reaction was incubated at room temperature for 20 min. After incubation, 40 μL 

AMPure XP beads were added, incubated for 10 minutes, followed by 2 washes using 

250 μL SFB (ONT) with resuspension of beads both times followed by 3 minutes on the 

magnetic rack for pelleting. After the second wash, DNA was eluted in 15 μl of EB and 

incubated for 5 minutes before adding back to the magnetic rack and removing the 

supernatant (ONT). The final library was quantified using Qubit High Sensitivity and 

fragment size analysis using the Tapestation D5000 tape (detailed in Section 2.4.1). 



 83 

37.5 μl SQB and 25.5 μl LB was added to 12 μL of the library and loaded on the MinION 

flowcell (R9.4.1) for sequencing. 

 

2.6.4 CoronaHiT library preparation for Illumina sequencing 

The libraries were performed like the CoronaHiT-ONT libraries up until the barcoding 

PCR, at which point CoronaHiT-ONT barcodes were switched for Nextera XT Index Kit 

barcodes (Sets A to D, Illumina). The PCR mastermix volumes were adjusted slightly 

accounting for barcode volume differences: 

• 4 µL Reaction buffer GC   

• 0.4 µL dNTPs 

• 0.08 µL Kapa 2G Robust Polymerase 

• 4.52 µL PCR grade water  

• 2 µL P5 primer 

• 2 µL P7 primer 

• 12 µL tagmented sample 

The PCR conditions were the same. Following barcode PCR, final libraries were prepared 

by Dave Baker to load on the NextSeq 500. 5 µL of each sample was pooled and 100 µL 

was SPRI cleaned with 0.8X AMPure XP beads (80 µL), and 2X 200 µL 80% ethanol 

washes. The final library was eluted in 50 µL of 10 mM Tris-HCL. The final library was 

quantified using the QuantiFluor ONE dsDNA system (Promega) according to 

manufacturer instructions and the size was determined using Tapestation D5000 (Agilent) 

to calculate the molarity. 1.5 pM was loaded on a 500 Mid Output v2 flowcell and 

sequenced using a Nextseq500.   
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2.6.5 Original ARTIC 1-24 sample library preparation (Nanopore) 

For the initial comparison, the ONT version of the library preparation was followed post-

PCR, “PCR tiling of COVID-19 virus” (revision E, released on 6th February 2020). 

Following the ARTIC cDNA synthesis and multiplex PCR (described previously in Section 

2.6.1), the total volume of Pool 1 and Pool 2 PCR reactions were pooled (50 µL total) and 

SPRI cleaned using KAPA Pure Beads (Roche). 50 µL of KAPA Pure beads were added 

to each pool incubated for 5 minutes then added to a magnetic rack. The liquid was 

removed and the beads were washed twice with 200 µL of 80% ethanol, then eluted in 30 

µL of 10 mM Tris-HCL and incubated for 2 minutes before adding to the magnetic rack 

and retaining the elution. The DNA was quantified using the QuantiFluor ONE dsDNA 

System. Each sample was normalised to 50 ng in 12.5 µL total volume. End-prep was 

then prepared with the following composition: 

• 1.75 µl Ultra II end prep buffer (NEB) 

•  0.75 µl Ultra II end prep enzyme mix (NEB) 

• 12.5 µL of washed amplicon (50 ng total) 

Samples were mixed by pipetting and incubated at 20°C for 5 min and 65°C for 5 min in a 

thermocycler. A tenth of this was used directly for native barcode ligation: 

• 10 µL NEBNext Ultra II Ligation Master mix (NEB) 

• 0.5 µL of NEBNext Ligation Enhancer (NEB) 

• 2.5 µL of Native Barcode from EXP-NBD104 and EXP-NBD114 (ONT) 

• 5.5 µL nuclease free water 

• 1.5 µl end-prepped DNA,  

(Final volume 20 µl) 

This was incubated in a thermocycler at 20°C for 20 min and 65°C for 10 min. All 

barcoded samples were pooled together (480 µL) and underwent a 0.4X AMPure SPRI 

clean. 192 µL of AMPure beads were added and incubated for 10 minutes, added to the 

magnetic rack and the solution removed, then the pellet was washed with two 700 µl SFB 
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washes and one 80% ethanol wash. DNA was then eluted in 35 µl of nuclease free water. 

Adapter ligation was performed using 30 µL of the washed pool. The composition was: 

• 5 µl Adapter Mix II (ONT) 

• 10 µL NEBNext Quick Ligation Reaction Buffer (5X) 

• 5 µl Quick T4 DNA Ligase,  

• 30 µL pooled washed barcoded amplicons 

The ligation reaction was incubated at room temperature for 20 min and washed with 0.4X 

AMPure beads (20 µL beads to 50 µL). This was washed twice with 125 µL SFB (ONT) 

and the library was eluted in 15 µL EB (ONT). The library was quantified with Qubit High 

Sensitivity and 20 ng of the adapted library was used for final loading. 

 

2.6.6 ARTIC LoCost library preparation 

The final comparison was performed following the nCoV-2019 LoCost (V3) sequencing 

protocol [269]. 2.5 µL of Pool 1 and 2.5 μL of Pool 2 were added to 45 µL nuclease free 

water. End prep was performed on the dilution per sample with the composition: 

• 1.2 µL Ultra II end prep buffer (NEB) 

• 0.5 µL Ultra II end prep enzyme mix (NEB) 

• 5 µL nuclease free water 

• 3.3 µL dilution from previous step 

The reaction was incubated at room temperature for 15 min and 65 °C in a thermocycler 

for 15 minutes. Then native barcode ligation was prepared:  

• 5 µL Blunt/TA Ligase Master Mix (NEB) 

• 1.25 µL native barcode (NBD-196, ONT) 

• 3 µL nuclease free water 

• 0.75 µL end-prepped DNA from previous step 
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The reaction was incubated at room temperature for 20 minutes and then 65 °C in a 

thermocycler for 10 min. Samples were pooled together and SPRI cleaned (0.4X) using 

AMPure XP beads. The beads were washed twice with 250 µL of SFB with resuspension 

and then one 70% ethanol wash without resuspending and eluted in 30 μl of EB (Qiagen). 

Adapter ligation was performed with the following composition: 

• 5 µL Adapter Mix II (ONT) 

• 10 µL NEBNext 5X Quick Ligation Reaction Buffer (NEB) 

• 5 µL Quick T4 DNA Ligase (NEB)  

• 30 µL barcoded amplicon pool 

This was incubated at room temperature for 20 minutes. The adapter ligated pool was 

SPRI cleaned with 1X AMPure XP Beads and washed twice with 250 µL of SFB (ONT) 

with resuspension of beads. The final library was eluted in 15 µL of EB (ONT) and 

quantified by Qubit high sensitivity. 15 ng of the adapted library was loaded for MinION 

sequencing. 

 

2.6.7 SARS-CoV-2 genome analysis 

Basecalling of all nanopore data was performed using Guppy v.4.2.2 (ONT) with high 

accuracy mode (model dna_r9.4.1_450bps_hac) and demultiplexed using 

guppy_barcoder v.4.2.2 (ONT) with ‘require_barcode_both_ends’. For CoronaHIT-ONT 

data, a custom arrangement of the barcodes was used due to the different barcodes 

[281].  

Basecalled data was run through the various pipelines internally by Thanh Le Viet (QIB). 

The ARTIC pipeline (v1.1.3) [282] was used to generate consensus sequences for ARTIC 

comparison data while an internally modified version [283] of the pipeline was used to 

generate a consensus sequence for CoronaHiT-ONT data. For Illumina data, raw reads 

were demultiplexed using bcl2fastq v.2.20 (Illumina). Illumina data was trimmed and a 

consensus built using a modified version of iVAR v.1.2.3 [284][285]. 
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Phylogeny trees were generated from consensus genomes by Leonardo de Oliveira 

Martins (QIB). A multiple FASTA alignment was created by aligning all samples to the 

reference genome MN908947.3 with MAFFT v7.470 and a maximum likelihood tree as 

created using IQTREE2 v2.0.4 under the HKY model, and branches smaller than 10−7 

were collapsed into a polytomy. SNPs were identified using SNP-sites v2.5.1 and the tree 

was visualised with FigTree v1.4.4. 
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3. Results 

3.1. Optimisation of the respiratory metagenomics method 

We previously developed a metagenomic method for bacterial and fungal detection from 

respiratory samples, which I contributed to with analysis and experimental planning [97] 

(Appendix 2). This method involves performing a saponin-based depletion to remove 

human DNA, followed by microbial DNA extraction. The DNA is prepared for sequencing 

using a modified version of ONT’s Rapid PCR Barcoding library preparation kit (RPB004) 

which barcodes and adapts the DNA using transposase, followed by single primer PCR 

from the adapter sequence to amplify the library (detailed in section 2.2.1). The library is 

sequenced on a MinION for 2 hours before the data is analysed and pathogens and AMR 

genes are identified. Sequencing can be performed for longer to acquire more data for 

genomic epidemiology applications. 

The respiratory metagenomics workflow takes 7 hours from sample to result if a DNA 

clean-up step is included after extraction or ~6.5 hours if the clean-up is omitted (however, 

this step typically is included to concentrate low biomass samples). However, for 

widescale adoption of CMg in practice, these methods need to be faster and simpler. The 

three longest steps of our CMg method are the PCR, which takes 2 hours and 30 minutes 

(depending on PCR machine), the sequencing, which we perform for 2 hours, and the 

host depletion, which takes 45 minutes, and which is the most variable step and a 

common source of human error. The aim was to simplify these steps by reducing 

complexity and/or turnaround time. The PCR step is where the most gains can be made in 

terms of time, so this was optimised first. 

 

3.1.1. PrimeSTAR Max polymerase testing 

LongAmp Taq (New England Biolabs), hereafter referred to as LAT, is a long-range 

polymerase recommended by ONT in the RPB004 library preparation kit as described in 

section 2.21. This kit was chosen as it is suitable for low biomass samples (recommended 

for ≥5ng input DNA, but capable of detecting 5-50pg in our hands) and can multiplex up to 
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12 samples (we typically multiplexed 6 samples per library). The use of a transposase to 

add adapters produces fragments of varying lengths ranging from hundreds to thousands 

of bases. Therefore, a long range polymerase is required for PCR amplification and the 

ONT recommended LAT enzyme requires a long extension time (50 seconds per kb) to 

amplify the longer fragments efficiently. ONT recommends a 6 minute extension time, 

however, this was previously reduced to 4 minutes in our group, leading to a reduction in 

the size of reads [97]. This 25 cycle PCR takes 2.5 hours even with the 2 minute reduction 

of the elongation step. Therefore I searched for long range PCR polymerases with faster 

processing speed than LAT that had similar sensitivity.  

PrimeSTAR Max DNA Polymerase (Takara Bio Inc.) was selected to be tested as an 

alternative due to having an elongation factor that makes it faster.  This enzyme was 

tested to determine if it was capable of amplifying DNA from clinical extracts using a short 

extension time and if the products could be sequenced using the RPB004 kit. A previously 

host depleted DNA extract from sputum, Test Sample 1 (T1), with known DNA 

concentration and microbial profile was amplified using PrimeSTAR Max Polymerase. 

This sample was tested using the standard approach and contained S. pneumoniae and 

H. influenzae. 

The sample was divided and amplified using PrimeSTAR with 3 different extension times 

at 72°C : 

A) 2 minute extension 

B) 1 minute extension 

C) 30 second extension 

All other temperatures and times were kept the same as the default LAT method (detailed 

in Section 2.1). Quantification of PCR products indicated that all 3 tests produced PCR 

products. Post-PCR concentrations were 22.5 ng/µL, 20.1 ng/µL and 19.3 ng/µL for the 2 

minutes, 1 minute and 30 second extensions respectively. Analysis by Tapestation 

(capillary electrophoresis) confirmed that the PCR had worked and that the peak for the 2 

minute extension was 5,841 bp (Figure 3.1). 



 90 

 

 

Figure 3.1 – Fragment size analysis result for PCR products using PrimeSTAR Max with a 

2 minute extension. 
 

Samples were multiplexed and sequenced using a MinION to check that the rapid 

chemistry of the RPB004 kit worked with the amplified products and that the expected 

organisms were detected. The sequencing run produced 1.56 million reads and 5.84 Gb 

of data in 22 hours. A 2-hour subset of this data was analysed using the WIMP workflow 

on EPI2ME (Table 3.1). The number of reads on average per sample was 21,000, which 

is approximately 50% lower than what was observed for the same sample using the 

standard approach [97], where on average, each sample produced 41,000 reads after 2 

hours (however, this was highly variable with a range of 2300-108,600 reads per sample). 

 

Table 3.1 – Metrics for the sequencing output of the 3 extension times tested using 
PrimeSTAR Max polymerase 

 Number of 
reads after 2 

hours 

Mean read 
size 

Number of pathogen reads 
(proportion of reads) 

A) 2 minute 
extension 

20,563 5,087 H. influenzae: 5,473 (26.6%) 
S. pneumoniae: 796 (3.9%) 

B) 1 minute 
extension 

19,389 4,940 H. influenzae: 5,593 (28.8%) 
S. pneumoniae: 724 (3.7%) 

C) 30 seconds 
extension 

23,214 3,996 H. influenzae: 7,158 (30.8%) 
S. pneumoniae: 832 (3.6%) 

 

The correct pathogens (H. influenzae and S. pneumoniae) were identified by sequencing 

with similar read numbers and proportions using the different extension times, however, 
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there was a reduction in the mean read size below 1 minute, dropping from 4,940 kb to 

3,996 at 30 second extension. 

These conditions were further tested against LAT, using E. coli DNA. E. coli DNA was 

serially diluted, tagmented and split in two aliquots for testing with a final input of 250, 50, 

25, 5 and 2.5 pg in the PCRs. The 1 minute extension was tested for PrimeSTAR Max 

whereas LAT was tested with default conditions (Section 2.1). 

PrimeSTAR Max resulted in a lower yield across all input concentrations (Figure 3.2). At 

250 pg (approximately 5 x 104 E. coli cell equivalents), LAT produced 27.5 ng/µL of DNA 

compared to 3.15 ng/µL for PrimeSTAR Max. At 25 pg (5 x 103 E. coli cell equivalents), 

LAT produced 5.11 ng/µL while PrimeSTAR Max produced 0.53 ng/µL which was similar 

to the negative control at 0.31 ng/µL. This suggested that the limit of detection (LOD) for 

the faster enzyme was likely to be lower than LAT. 

 

Figure 3.2 – DNA concentrations of the PCR products using LAT polymerase and 

PrimeSTAR Max with different DNA inputs 
 

3.1.2. PrimeSTAR Max and LAT polymerases combined 

To improve the LOD, an experiment was performed to test if the two polymerases could 

work together, providing both sensitivity and a faster PCR. Enzyme blends are commonly 



 92 

used to combine different features of different polymerases [286]. The LAT polymerase 

was tested with PrimeSTAR Max to provide sensitive amplification in the early cycles, 

followed by fast PCR in the latter cycles.  

LAT was used at manufacturer recommended concentrations (10 units per 100 µL) in the 

PrimeSTAR Max mastermix and also at a reduced concentration (2.5 units per 100 µL). 

This was tested on a clinical sample extract, T2, which contained Moraxella catarrhalis. 

DNA was diluted to 1 ng/µL to test if the PCR would work. The PCR was divided into two 

stages, with the first 5 cycles favouring LAT conditions and remaining 20 cycles favouring 

the faster PrimeSTAR Max conditions, taking approximately 1 hour 30 minutes (Table 

3.2). 

 

Table 3.2 – Cycling conditions for the 2 enzyme PCR 

Number of cycles PCR step Temperature Time 
1 cycle Initial Denaturation 95 °C 3 min 

Stage 1 
(5 cycles) 

Denaturation 95 °C 15 sec 
Annealing 56 °C 15 sec 
Extension 65 °C 4 min 

Stage 2 
(20 cycles) 

Denaturation 95 °C 15 sec 
Annealing 56 °C 15 sec 
Extension 72 °C 1 min 

1 cycle Final Extension 65 °C 4 min 
1 cycle Storage 4 °C Hold 

 

LAT and PrimeSTAR Max-only PCR reactions were performed as controls. Post-PCR 

quantification results showed that LAT and PrimeSTAR Max performed similarly, 

producing 34.6 ng/µL and 33.1 ng/µL respectively. The 2 enzyme PCR performed 

similarly when using 10 units of LAT, yielding 30 ng/µL, but did not perform as well when 

using the lower enzyme concentration, giving 17.6 ng/µL. Tapestation results showed that 

the average read size was higher for the 2 enzyme PCRs (5385-5598 bp) compared to 

LAT (2455 bp) and PrimeSTAR Max (4108 bp) and the range of sizes was narrower 

(Figure 3.3). Sequencing confirmed the presence of M. catarrhalis in all samples, 

however, the 2 enzyme PCR produced fewer reads overall. LAT produced 13,623 M. 

catarrhalis reads out of 14,252 classified reads (95.5%), PrimeSTAR Max produced 
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10,623 out of 11,150 classified (95.2%), while the hybrid tests produced 3,685 out of 

3,898 (94.5%) and 2,391 out of 2,513 (95.1%) M. catarrhalis reads for the high and low 

LAT concentrations respectively, suggesting that most of the PCR-products could not be 

sequenced or that the PCR product quantification wasn’t accurate by Qubit. In fact, the 

Tapestation quantification was higher for the enzymes on their own, which might explain 

the difference in sequencing yield. 

 

 

Figure 3.3 – Size distribution of reads using the enzymes on their own versus when used 

in combination. A) LAT on its own B) PrimeSTAR Max on its own C) Hybrid PCR with 10 
units of LAT D) Hybrid PCR with 2.5 units of LAT. 

 

We then investigated whether the faster 2 enzyme PCR improved the LOD compared to 

PrimeSTAR alone. The 2 enzyme PCR (with 10 units of LAT) and LAT alone were tested 

at lower concentrations using diluted T2 clinical sample (50 pg and 10 pg inputs). Data 

from 2 hours of sequencing showed that M. catarrhalis reads were the predominant 

classified reads in all samples, with >20,000 reads of M. catarrhalis at 50 pg for both LAT 

and the hybrid test, however, at 10 pg, LAT produced 48,940 reads whereas the hybrid 

PCR only produced 3 reads, similar to the negative control which produced 1 read (Table 

3.3). 
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Table 3.3 – Number of reads of M. catarrhalis using EPI2ME WIMP for LAT versus the 

hybrid PCR conditions 

 Number of M. catarrhalis 
reads using LAT 

Number of M. catarrhalis 
reads using the hybrid PCR 

50 pg 31,073 (94%) 25,767 (93.4%) 
10 pg 48,940 (94%) 3 (100%) 
Negative 1 (100%) 1 (100%) 

 

A further test was performed increasing the number of cycles in the first stage of the 

hybrid PCR by 3 cycles. This increased the hybrid PCR time to 1 hour and 45 minutes 

(compared to 2 hours and 30 minutes for the default LAT). After 2 hours of sequencing, 

LAT produced 8,180 reads of M. catarrhalis while the hybrid PCR only produced 7 reads 

of M. catarrhalis. This suggested that the 2 enzyme PCR didn’t improve the LoD 

compared to PrimeSTAR alone, so this approach was abandoned. 

 

3.1.3. GXL polymerase 

An alternative polymerase was selected for testing. A long-range polymerase, GXL, 

(Takara Bio Inc.), as it was described as having higher processivity than LAT and was 

provided as individual PCR components rather than as a master mix, allowing more 

optimisation. The manufacturer recommends that for faster PCR, double the polymerase 

concentration can be used, with potential extension rates of 10 seconds/kb. 

GXL was tested on sample T2 at 10 pg concentration to test if there was an improvement 

in LOD and to confirm if it was compatible with the RPB004 library preparation kit. Double 

polymerase concentration was used (2.5 Units per µL instead of 1.25 Units) with a short 

extension time of 45 seconds, (at 10 sec/kb, fragments up to 4.5 kb could be amplified). A 

longer 1 minute and 15 seconds extension was also tested (Table 3.4). 
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Table 3.4 – The two cycling conditions tested for the new enzyme with different extension 

times 

Number of cycles PCR step Temperature Time 
1 cycle Initial Denaturation 98 °C 2 min 
 
25 cycles 

Denaturation 98 °C 15 sec 
Annealing 56 °C 15 sec 
Extension 68 °C 45 seconds  

or 
1 min 15 seconds 

1 cycle Final Extension 68 °C 4 min 
1 cycle Storage 4 °C Hold 

 

Post-PCR concentrations were low as expected near the limit of detection; 0.220 ng/µL for 

double GXL with the 45 second extension and 0.226 ng/µL for the 1 minute 15 second 

extension. The samples were pooled in equimolar amounts and sequenced for 2 hours to 

determine the number of reads. Both samples had M. catarrhalis reads in higher 

quantities than the 2 enzyme approach. The 1 minute 15 second extension PCR had 835 

reads of M. catarrhalis (92.3% of classified reads), and there were M. catarrhalis 493 

reads (94.8%) for the 45 second extension (Table 3.5). 

 

Table 3.5 – Sequencing metrics with the new GXL polymerase 

Test PCR time M. catarrhalis 
reads 

Average read 
size (Kb) 

Yield (Mb) 

GXL 1 minute 
15 seconds 

1 hour 15 
minutes 

835 (92.3%) 3.2 2.7 

GXL 45 seconds 1 hour 493 (94.8%) 3.1 1.5 
Negative control 1 hour 0 (0%) N/A N/A 

 

Showing more promise than previous enzyme, the new polymerase and conditions were 

tested against LAT with a range of DNA inputs to determine an analytical LOD. The 

number of cycles was increased from 25 to 35 in an additional test to see if this would 

further improve the LOD. A 25 cycle PCR with GXL and a 45 second extension takes 1 

hour, which is a 1 hour and 30-minute time saving compared to LAT. A 35 cycle PCR with 

GXL is 1 hour and 15 minutes in total, which is still a significant improvement compared to 

LAT. Culture extracts of both E. coli and S. aureus were used for the test, both were 
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combined at approximately equal DNA concentrations and diluted to test inputs of 100, 

50, 10, and 5 pg for the LOD experiments. 

Post-PCR quantification of the products showed that GXL produced higher concentrations 

than LAT, particularly at higher inputs. 35 cycles with GXL produced higher concentrations 

than 25 cycles (Figure 3.4). This is in contrast to the originally tested PrimeSTAR Max, 

which gave lower concentrations than LAT.  

 

 

Figure 3.4 – DNA concentrations PCR products produced using LAT and GXL (25 and 35 

cycles) with different DNA inputs 

 

All samples were sequenced, however, due to limited RPB004 barcodes (n=12), had to be 

sequenced in two runs. GXL with 25 cycles (GXL-25) and 35 cycles (GXL-35) were 

sequenced on two separate runs, with LAT on both runs as a control. Sequencing results 

verified post-PCR concentrations, with GXL giving the most reads across the range of 

inputs (Table 3.6A and 3.6B). For GXL-25, E. coli and S. aureus were both detectable 

down to 5 pg, similar to LAT, but produced more reads across all inputs. At 100 pg input, 

GXL-25 produced 111,779 reads in total compared to 38,127 for LAT, and at 5 pg, 

produced 2,315 reads compared to 746 for LAT. GXL-35 produced considerably more 

data, even at the low concentration end, with 32,905 reads in total from 5 pg of input, the 
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majority of which were E. coli and S. aureus as expected. GXL-25 and LAT produced very 

similar read sizes, particularly at high inputs (2.4 kb average at 100 pg for both), and GXL-

35 produced slightly longer reads than LAT (2.9 kb average at 100 pg). 

More cycles with GXL led to a higher levels of contamination. With GXL-25, there were 24 

reads in total produced in the negative control and 0 reads were E. coli or S. aureus. With 

LAT, there were a total of 28-40 reads in the negative control in the two runs, with 2-7 E. 

coli reads and 0-2 S. aureus reads. In contrast, there were 1,692 reads in the negative 

control for GXL-35, with 30 E. coli reads, 1.8% of reads. We have previously used a 1% 

abundance threshold for calling pathogens, so this could be problematic. 

The proportion of E. coli and S. aureus reads were consistent between GXL-25 and LAT, 

especially at higher inputs. At 100 pg input, E. coli was 52.9% of reads for GXL-25 and 

51.5% for LAT, and S. aureus was 15% for GXL-25 and 15.9% for LAT. In contrast, GXL-

35 proportions diverged more from LAT. At 100 pg input, E. coli was 42.9% of reads for 

GXL-35 and 50.6% of reads for LAT, and S. aureus was 26.5% of reads for GXL-35 and 

16% of reads for LAT. More cycles led to S. aureus being a higher proportion of the total 

reads. As the E. coli genome is approx. double the size of S. aureus, the GXL-35 results 

reflect organism abundance most accurately with approx. double the number of E. coli 

reads compared to S. aureus. 

These results show that GXL performs similarly, if not better than LAT when 25 cycles are 

used, with similar read sizes and similar proportions of reads for the organisms down to 5 

pg, unlike previous enzymes tested. GXL with 35 cycles has a higher yield, however, is 

likely to be more prone to contamination and PCR bias. The 25-cycle PCR, with the 

conditions described in Table 3.4, and a 45 second elongation (rather than 1 minute 15 

second) was taken forward for further evaluation. This PCR takes 1 hour. 
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Table 3.6A – Sequencing metrics for the first run comparing GXL polymerase with 25 

cycles versus the default LAT polymerase 

Sequencing Run 1 – 25 cycle test 
 GXL (25 cycles) LAT 

Input 
(pg) 

Total 
number 
of reads 

Mean 
read 
size 
(kb) 

E. coli and 
S. aureus 

reads 
(proportion) 

Total 
number 
of reads 

Mean 
read 
size 
(kb) 

E. coli and 
S. aureus 

reads 
(proportion) 

100 111,779 2.4 

E. coli: 59,217 
(52.9%) 
S. aureus: 
16,818 (15.0%) 

38,127 2.4 

E. coli: 19,662 
(51.5%) 
S. aureus: 6,096 
(15.9%) 

50 23,316 2.2 

E. coli: 11,084 
(47.5%) 
S. aureus: 4,240 
(18.2%) 

1,225 2.1 

E. coli: 556 
(45.4%) 
S. aureus: 205 
(16.7%) 

10 3,273 2.2 
E. coli: 1,562 
(47.8%) 
S. aureus: 538 
(16.4%) 

1,055 2.0 
E. coli: 504 
(47.8%) 
S. aureus: 139 
(13.2%) 

5 2,315 2.1 
E. coli: 982 
(42.4%) 
S. aureus: 430 
(18.6%) 

746 1.7 
E. coli: 294 
(39.4%) 
S. aureus: 98 
(13.1%) 

0 24 3.1 
E. coli: 0 (0%) 
S. aureus: 0 
(0%) 

40 2.4 

E. coli: 7 
(17.5%) 
S. aureus: 0 
(0%) 
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Table 3.6B - Sequencing metrics for the second run comparing GXL polymerase with 35 

cycles versus the default LAT polymerase 

Sequencing Run 2 – 35 cycle test 
 GXL (35 cycles) LAT 

Input 
(pg) 

Total 
number 
of reads 

Mean 
read 
size 
(kb) 

E. coli and 
S. aureus 

reads 
(proportion) 

Total 
number 
of reads 

Mean 
read 
size 
(kb) 

E. coli and 
S. aureus 

reads 
(proportion) 

100 66,041 2.9 

E. coli: 28,344 
(42.9%) 
S. aureus: 
17,508 (26.5%) 

29,642 2.3 

E. coli: 14,989 
(50.6%) 
S. aureus: 4,733 
(16.0%) 

50 89,225 2.6 

E. coli: 37,915 
(42.5%) 
S. aureus: 
22,999 (25.8%) 

924 2.1 

E. coli: 431 
(46.6%) 
S. aureus: 170 
(18.4%) 

10 23,411 2.7 
E. coli: 8,621 
(36.8%) 
S. aureus: 6,280 
(26.8%) 

794 2.0 
E. coli: 381 
(48.0%) 
S. aureus: 113 
(14.2%) 

5 32,905 2.6 
E. coli: 10,521 
(32.0%) 
S. aureus: 8,732 
(26.5%) 

637 1.7 
E. coli: 245 
(38.5%) 
S. aureus: 91 
(14.3%) 

0 1,692 3.2 
E. coli: 30 
(1.8%) 
S. aureus: 0 
(0%) 

28 2.6 
E. coli: 2 (7%) 
S. aureus: 2 
(7%) 

 

The PCRs were performed on two separate PCR machines, so to check that there was no 

significant performance difference between machines, a sample was tested on the two 

machines under identical conditions. The new GXL PCR was tested in duplicate on 

clinical sample T3 at a low concentration. After the PCR, the samples were quantified, 

giving almost identical concentrations for both machines: 9.93 ng/µL on PCR Machine 1 

and 9.92 ng/µL on PCR Machine 2. 

 

3.1.4. Host depletion 

The host depletion is another step that takes a significant amount of time and is a manual 

process with multiple steps. The method our group developed and published in Nature 

Biotechnology [97] was a differential lysis approach using saponin which was based on 

similar methods described in the literature. This method took approx. 45 minutes with 
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separate incubations for differential cell lysis using saponin and human DNA digestion 

with HL-SAN nuclease. We wanted to simplify this method so tested the potential to 

combine the cell lysis and nuclease treatment steps into one step and to remove some of 

the other steps in the procedure that added time and complexity but may not improve 

performance, including the osmotic shock step and a pellet wash. These changes 

combined reduced the host depletion time by approximately 30 minutes compared to the 

published method. Table 3.7 shows the differences between the two protocols with the 

steps that were removed and the remaining timed steps, i.e., incubations and 

centrifugation times. Non-timed steps in between these steps (i.e., pipetting, transferring) 

will take a variable amount of time depending on the samples and user, taking seconds for 

single samples but longer for more. The total timesaving of the one-pot method is 

therefore an underestimate, as the reduction in the number of steps also reduces 

manipulation time, which is useful when multiple samples are being processed. 
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Table 3.7 – The differences between the published method and the one pot method. 

Steps that were removed for the One pot method are indicated. Times are for timed steps 
such as incubations and centrifugations. 

 
Published method  

 
One pot method  

Step Time 
(min) Step Time 

(min) 
Centrifuge sputasol treated 
sample at 8000 xg 

5 [Step Removed] 
 

Discard supernatant, 
resuspend in 250 µL PBS 

 
[Step Removed] 

 

Add 200 µL of 5% saponin to 
resuspended pellet 

 
Add 40 µL of 1% saponin 
directly to 200 µL sample 

 

Incubate at room temperature 10 [Step Removed] 
 

Add 350 µL water, wait 30 
seconds 

0.5 [Step Removed] 
 

Add 12 µL 5M salt 
 

[Step Removed] 
 

Centrifuge 6000 xg 5 [Step Removed] 
 

Discard supernatant, 
resuspend in 100 µL PBS 

 
[Step Removed] 

 

Add 100 µL HL-SAN buffer 
 

Add 200 µL HL-SAN buffer 
 

Add 10 µL HL-SAN 
 

Add 10 µL HL-SAN 
 

Incubate at 37 °C 800 rpm 15 Incubate at 37 °C, 1000 rpm 10 
Add 800 µL PBS 

 
Add 1 mL PBS 

 

Centrifuge 6000 xg  3 Centrifuge 12000 xg 3 
Discard supernatant, 
resuspend in 1 mL PBS 

 
[Step Removed] 

 

Centrifuge 6000 xg  3 [Step Removed] 
 

Discard supernatant and start 
lysis/extraction 

 
Discard supernatant and start 
lysis/extraction 

 

Total timed steps: 41.5 Total timed steps: 13 
 

This new ‘one pot’ method showed promise on one sample (tested by Gemma Kay, QIB, 

results not shown) and to confirm that the method performed well and was reproducible, it 

was tested on more sputum samples, as well as with a higher saponin concentration and 

compared to the published method. Three excess sputum samples (T4, T5 and T6) 

positive for pathogens using culture methods at the NNUH were depleted using 1) the one 

pot method (0.1% final saponin concentration), 2) the one pot method using 5 times the 

concentration of saponin (0.5% final) 3) the previously published method. 

Host depletion with all 3 methods resulted in a qPCR CT >35 for all samples (Table 3.8). 

The highest depletion was 10.76 ∆CT (the difference in human qPCR CT between the 

depleted sample and the undepleted control), which is approximately a 1000-fold 
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depletion. The lowest was 5.33 ∆CT (~40-depletion), however, this is because the amount 

of human DNA in this sample was high to begin with. In terms of loss of bacteria, ∆CT was 

<1, (less than 50% loss of bacteria), with the exception of the published method in sample 

2 which led to a 6.52 CT loss of bacteria. There was no difference in performance between 

the different concentrations of saponin tested. 

Sample T6 was mucoid despite prior sputasol treatment by routine microbiology. For the 

depletion experiments, T6 was re-treated with sputasol to homogenise the sample and 

reduce viscosity. As a test, prior to sputasol treatment, an aliquot of the sample was taken 

and the one pot depletion method was performed on the non-treated viscous sample. 

qPCR results showed that the sputasol-treated sample had a human CT of <35 whereas 

the non-treated depleted sample had a CT of 30.21, giving a host depletion ∆CT of only 

0.54. The viscosity had a negative impact on the host depletion, supporting previous 

experience that reducing viscosity is important for effective host depletion. 

 

Table 3.8 – Host depletion results on 3 sputum samples using ∆CT of qPCR assays for 

human and bacterial 16S pre- and post-depletion 

Sample Test 

Non-
depleted 
human 

CT 

Depleted 
human 

CT 

∆CT 
human 

Non-
depleted 
bacteria 

CT 

Depleted 
bacteria 

CT 

∆CT 
bacteria 

T4 

One pot 
0.1% 24.24 

>35 10.76 
17.88 

17.64 -0.24 

One pot 
0.5% >35 10.76 17.91 0.03 

T5 

One pot 
0.1% 

25.36 

>35 9.64 

17.43 

18.04 0.61 

One pot 
0.5% >35 9.64 17.97 0.54 

Previous 
method >35 9.64 23.95 6.52 

T6 

One pot 
0.1% 

29.67 

>35 5.33 

24.48 

24.75 0.27 

One pot 
0.5% >35 5.33 24.07 -0.41 

Previous 
method >35 5.33 24.55 0.07 

 

The new ‘one pot’ method performed as well as the published method but was much 

faster and easier to perform. Hence this method was used for the respiratory 
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metagenomics method moving forward. A patent application was written and submitted 

covering the novel ‘one pot’ method (PCT/GB2020/052986) which I am a co-inventor of 

(Appendix 3). 

 

3.1.5. Rapid CMg workflow on Flongle 

Flongle flowcells were released by ONT in March 2019 offering lower capacity sequencing 

at a lower cost ($90USD). Flongle flowcells can be used as an alternative to MinION 

flowcells to run fewer samples at once, which reduces/removes the necessity for batching, 

allowing more rapid diagnostic use in a clinical setting. Initial testing of early access 

Flongle flowcells was hampered by poor quality, with the average available pore count 

being ~40 out of a possible 126. Additionally, the RPB004 library prep kit was not initially 

supported on the Flongle so had to be tested. A clinical sample extract, T7, was quantified 

and tested using the new faster PCR protocol (detailed in Section 3.1.3). A flowcell with a 

higher number of available pores (n=70) was selected for testing. 100 fmol of DNA was 

loaded on the flowcell and sequencing was performed for 2 hours. The duty plot indicated 

that the sequencing worked successfully (Figure 3.5), with a yield of 200 Mb in 2 hours 

(Flongles are advertised as capable of generating 1+ Gb in 24 hours). 

 

 

Figure 3.5 – Sequencing duty plot indicating consistent pore occupancy over 2 hours, with 
a slight decline over time. 
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The optimised host depletion and PCR steps were then combined and tested on a fresh 

respiratory sample acquired from NNUH microbiology lab (T8) and sequenced on a 

Flongle. The one pot host depletion was performed using 0.1% concentration saponin, 

and the PCR was performed using the 45 second extension with 25 cycles. The sample 

was SPRI cleaned and concentrated (as was performed for the published CMg method) 

before performing the rapid PCR. 

The post-PCR concentration was 30.2 ng/µL. The sample was sequenced for 2 hours on 

a Flongle and produced 51,000 reads with an average length of 2,810 bp. 47,703 reads 

were classified by EPI2ME, with 29,612 (62%) reads for P. aeruginosa and 289 reads 

(0.6%) of reads for human., suggesting the infection was P. aeruginosa (clinical sample 

result was unknown) and that the host depletion step and the entire process worked very 

well.  

 

3.1.6. Optimisation of the bioinformatics pipeline 

The EPI2ME (ONT) analysis pipeline was used for the published CMg method. EPI2ME is 

cloud-based, which means that it requires uploading potentially sensitive clinical sequence 

data to the cloud, which can limit clinical use. Additionally, it can be unreliable and slow 

during times of high traffic and is largely a black box tool that can be changed or 

discontinued by ONT, so isn’t suitable for clinical use. As an alternative, a basic 

customised pipeline was developed with Riccardo Scotti (Post-Doc in O’Grady Lab). The 

CLIMATE pipeline (CLInical Metagenomics and AnTimicrobial rEsistance) was developed 

using Galaxy, and includes a new AMR resistance filtering tool, Scagaire [287], developed 

by Andrew Page (Head of Informatics at QIB).  

The pipeline takes demultiplexed reads with and first performs a quality control step using 

fastp to remove reads with a Phred score <7. For the taxonomic assignment step, Kraken 

2 is used as it provides a fast classification with low memory requirement. The Loman Lab 

‘maxikraken2_1903_140GB’ database is used for classification. Kraken 2 classifies reads 

at multiple levels on the tree meaning that the total number of reads listed for an organism 
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is not accurate as many reads will be classified at a higher taxonomic level (e.g. Genus) 

and significantly underestimate the abundance of the species. Therefore, the Kraken 2 

report is used as an input for Bracken [288] which performs sequence abundance 

estimation. The following thresholds are then applied: pathogens must have a minimum of 

100 reads for a pathogen ID call, with no reads of the pathogen in the negative control. In 

the final output, all organisms with relative abundance ≥1% are reported, except for 

pathobionts S. pneumoniae and H. influenzae (which can be present in NRF samples at 

low abundances), for which the threshold is set at ≥5%. 

For resistance detection, the filtered fastq files are analysed with ABRicate to screen for 

AMR genes against the ResFinder database. However, ABRicate reports all resistance 

genes in the metagenomic sample, including those associated with commensal bacteria. 

Therefore, the ABRicate results are fed into a new tool – Scagaire - which takes the 

output and filters the list of AMR genes to include only those which have been observed in 

the given pathogen/s identified in the sample (using the above thresholds). Scagaire, 

contains an in-built list of common pathogens for respiratory and gastrointestinal 

infections. This list is non-exhaustive, (however can be expanded with a custom 

database):

• Clostridioides difficile 

• Campylobacter jejuni 

• Escherichia coli 

• Enterobacter 

• Enterococcus faecalis 

• Enterococcus faecium 

• Enterobacter aerogenes 

• Enterobacter cloacae 

• Escherichia coli 

• Haemophilus influenzae 

• Klebsiella oxytoca 

• Klebsiella pneumoniae 

• Listeria monocytogenes 

• Moraxella catarrhalis 

• Mycobacterium leprae 

• Proteus mirabilis 

• Pseudomonas aeruginosa 

• Salmonella enterica 

• Serratia marcescens 

• Staphylococcus aureus 

• Streptococcus pneumoniae 

• Staphylococcus aureus 
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• Streptococcus agalactiae 

• Streptococcus pyogenes 

• Vibrio cholerae

This resistance gene detection and filtering was used to analyse sample data from our 

previous publication, Charalampous et al. 2019 [97] with has well characterised 

antimicrobial susceptibility data. Analysis focused on three pathogens in which acquired 

resistance is important, S. aureus, E. coli, and K. pneumoniae. Results from Scagaire 

were compared to phenotypic resistance data reported in the paper, with the EPI2ME 

resistance data to check in the case of discrepancies (Table 3.9). 

Samples were classified as concordant, discordant and partially concordant. Concordance 

is when detected phenotypic resistance can be explained by reported genes, or 

phenotypic susceptibility is matched with a lack of resistance genes. Where a phenotypic 

resistance is not explained by a gene or the presence of a gene falsely suggests 

resistance when the organism is susceptible, the result is discordant. If an organism 

contains both a mix of results, it is partially concordant.  

Of the 13 organisms, 6 had concordant results, 4 had partially concordant results, and 3 

were discordant. While most non-relevant genes were correctly filtered for the organisms, 

3 major filtering errors by Scagaire were detected, one of which may be responsible for a 

discordant result. In sample T38, the blaTEM and tetC genes should have been filtered out, 

as they are likely Gram-Negative genes – this could explain the discrepancy with the 

susceptible S. aureus result. Additionally, there are two examples of genes being 

incorrectly filtered out, blaOXY for K. oxytoca in T5 and blaTEM for H. influenzae T39. Many 

of the discordance was due to Co-amoxiclav, as the presence of blaTEM genes is not often 

enough to call co-amoxiclav resistance and gene copy number and mutation information 

may be required to give expression to identify co-amoxiclav resistance accurately. These 

results suggest that while Scagaire has potential, there are significant improvements that 

need to be made. Results were reported back so that they could be further investigated. 
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Table 3.9 – Comparison of CLIMATE and Scagaire filtering to EPI2ME results 

Sample Pathogen 
(detected by 
both) 

Routine Antibiogram 
(S = Susceptible, I = Intermediate,  
R = Resistant) 

Scagaire 
species-
specific genes 

Climate pre-
filtered 

EPI2ME 
comparison 

P1 Escherichia coli Amoxicillin R, Gentamicin S, Co-amoxiclav R, 
Co-trimoxazole R, Tazocin I, Ciprofloxacin S, 
Meropenem S, Aztreonam S, Ceftazidime S, 
Ceftriaxone S, Cefuroxime S, Amikacin S, 
Ertapenem S, Tigecycline S, Tobramycin S, 
Cefepime S 

aadA5 
blaTEM 
dfrA17 
dfrA7 
mdfA 
mphA 
sul1 

aadA5 
blaTEM 
dfrA17 
dfrA7 
mdfA 
mphA 
sul1 
tet34 

aadA5 
dfrA17 
blaTEM 
mphA 
sul1 
blaACT 

P2 Klebsiella 
pneumoniae 

Amoxicillin R, Gentamicin S, Co-amoxiclav R, 
Co-trimoxazole S, Tazocin I, Ciprofloxacin S, 
Meropenem S, Aztreonam S, Ceftazidime S, 
Ceftriaxone S, Cefuroxime S, Amikacin S, 
Ertapenem S, Tigecycline S, Tobramycin S, 
Cefepime S 

blaSHV 
fosA 
oqxA 
oqxB 

blaSHV 
fosA 
lnuA 
oqxA 
oqxB 

InuA 
oqxA 
oqxB 
tetM 

P3 Klebsiella oxytoca Gentamicin S, Co-trimoxazole S, Tazocin I, 
Ciprofloxacin S, Meropenem S, Aztreonam S, 
Ceftazidime S, Amikacin S, Tigecycline S, 
Tobramycin S, Levofloxacin S, Colistin S, 
Cefepime S, Imipenem S, Minocycline S, 
Ticarcillin R 

aph(3')-la 
oqxB 

aph(3')-la 
blaOXY 
oqxB 

aph(3')-Ia  
oqxB 
blaOXY 
vgaC 

P4 Staphylococcus 
aureus 

Flucloxacillin S, Erythromycin/clarithromycin S, 
Clindamicin S, Fuscidic acid S, 
Tetracycline/doxycycline S, Mupirocin S 

blaZ blaZ blaZ 
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P5 Escherichia coli Co-amoxiclav R, Co-trimoxazole R, Tazocin S, 
Ciprofloxacin S, Meropenem S, Aztreonam S, 
Ceftazidime S, Ceftriaxone S, Cefuroxime S, 
Amikacin S, Ertapenem S, Tigecycline S, 
Tobramycin R, Cefepime S 

aac(3)-lla 
aac(3)-lld 
aadA2 
blaTEM 
dfrA12 
mdfA 
mphA 
sul1 
tetA 

aac(3)'-IIa 
aac(3)-IId 
aadA2 
blaTEM 
dfrA12 
ermC 
mdfA 
mphA 
sul1 
tetA 

aac(3’)-lla 
mphA 
aac(3’)-llc 
aadA2 
dfrA12 
ermC 
sul1 
blaTEM 
tetC 

P6 Staphylococcus 
aureus 

Flucloxacillin S, Erythromycin/clarithromycin S, 
Clindamicin S, Fuscidic acid S, 
Tetracycline/doxycycline S, Mupirocin S 

blaZ blaBRO 
blaZ 
mefA 
msrD 
tetM 

mel 
tet38 
tetM 
tetQ 

P7 Staphylococcus 
aureus 

Flucloxacillin S, Erythromycin/clarithromycin S, 
Clindamicin S, Fuscidic acid S, 
Tetracycline/doxycycline S, Mupirocin S 

tetM blaTEM 
fosA7 
mefA 
msrD 
penA 
tetM 
tetW 
tetA 
tetB 

mefA 
mel 
blaTEM 
tet38 
tetM 
tetW 

P8 Staphylococcus 
aureus 

Penicillin R, Flucloxacillin R, Oxacillin R, 
Erythromycin S, Clindamycin S, Trimethoprim 
R, Gentamicin R, Ciprofloxacin R, Fusidic acid 
R, Mupirocin S, Rifampicin S, Vancomycin S, 
Teicoplanin S, Tigecycline S, Linezolid S 

blaZ 
ermB 
fosD 
fusC 
mecA 
tetM 

blaZ 
ermB 
fosD 
fusC 
mecA 
tetC 
tetM 

ermB 
mecA 
blaTEM 
tet38 
tetC 
tetM 
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P9 Staphylococcus 
aureus 

Flucloxacillin S, Erythromycin R, Clindamycin 
R, Fuscidic acid S, Tetracycline S, Mupirocin S 

ermT ermT 
tetM 

ermT 
mefA 
tet38 
tetM 

Haemophilus 
influenzae 

Amoxicillin S, Doxycycline S, Ceftriaxone S, 
Co-amoxiclav S, Ciprofloxacin S, Cotrimoxazole S 

  

P10 Escherichia coli Amoxicillin R, Gentamicin S, Co-amoxiclav R, 
Co-trimoxazole S, Tazocin R, Ciprofloxacin S, 
Meropenem S, Aztreonam S, Ceftazidime I, 
Ceftriaxone S, Cefuroxime S, Amikacin S, 
Ertapenem S, Tobramycin S 

blaTEM 
mdfA 

Caz-lo 
Caz-3" 
blaCTXM type 
blaIRT 
blaTEM 
blaYOU 
mdfA 

blaACT 
blaTEM 
tetC 

P11 Staphylococcus 
aureus 

Flucloxacillin S, Erythromycin S, Clindamycin 
S, Fuscidic acid S, Tetracycline S, Mupirocin S 

blaTEM 
blaZ 
tetC 

blaTEM 
blaZ 
crpP 
tetC 

blaTEM 
tetC 
tet38 

P12 Staphylococcus 
aureus 

Penicillin R, Flucloxacillin R, Oxacillin R, 
Erythromycin S, Doxycycline S, Clindamycin S, 
Trimethoprim S, Gentamicin S, Ciprofloxacin 
R, Fuscidic acid S, Rifampicin S, Vancomycin 
S, Teicoplanin S, Tigecycline S, Linezolid S, 
Daptomycin S, Chloramphenicol S 

mecA mecA 
tetC 

mecA 
tet38 
tetC 
blaTEM 

P13 Staphylococcus 
aureus 

Flucloxacillin S, Erythromycin S, Clindamycin S, Fuscidic 
acid S, Tetracycline S, Mupirocin S 

  blaTEM 
blaZ 
tetC 

blaTEM 
tetC 
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3.2. Evaluation of the optimised CMg workflow 

Thirty-seven surplus sputum samples were tested with the optimised rapid CMg pipeline 

across 21 different sequencing runs. Samples were sequenced on Flongle flowcells in 

batches of 1-3 for 2 hours. A mix of positive and negative (normal respiratory flora or no 

growth) samples were requested from NNUH microbiology and processed in small 

batches. Samples were all host depleted fresh (without freezing) using the new one pot 

depletion method (0.1% saponin concentration) including additional treatment with 

sputasol if samples were viscous. DNA was then extracted, washed and the fast PCR was 

performed using GXL polymerase.  

 

3.2.1. One-pot host depletion 

The one pot host depletion method reduced human DNA by 99.8% on average (average 

ΔCT 8.7 between depleted and undepleted samples). The range of host depletions was 

ΔCT 1.44 to 13.35 with lower and upper quartiles of ΔCT 7.16 and 10.79 (Table 3.10). As 

the LightCycler analysis software doesn’t provide an accurate CT above 35 (when running 

40 cycles), this is likely an underestimate of the level of depletion.  The highest ΔCT was 

13.35 which equates to a >10,000-fold depletion of human DNA. 

Bacterial ΔCT can sometimes be negative, because the CT after the depletion is slightly 

lower than the CT of the non-depleted sample. When this is <1 CT, this may be due to 

random variation in the qPCR. Since it is not possible to gain bacteria, the ΔCT for these 

samples are reverted to 0 (no loss) for the purposes of the average calculation. There was 

no significant loss of bacteria, with the average less than 2-fold (ΔCT <1) depletion of 

bacterial DNA. The highest loss of bacterial DNA was ΔCT 2.98 in sample S36 

(approximately 8-fold). This compares to ΔCT 12.23 depletion of depletion of human DNA 

(~4800 fold) in the same sample, demonstrating that even though there was some 

bacterial loss, the host depletion step was still worthwhile. 
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Table 3.10 – Cycle thresholds for the human and 16S universal bacteria assays, 

comparing depleted samples to non-depleted controls 

 Human 16S 

 
Sample  

Depleted 
CT 

Non-
depleted CT ΔCT Depleted 

CT 
Non-

depleted CT ΔCT 

S1 >35 23.22 11.78 22.4 20.77 1.63 

S2 >35 25.98 9.02 24.08 21.58 2.5 

S3 32 23.51 8.49 16.71 16.26 0.45 

S4 32.99 25.43 7.56 16.77 15.55 1.22 

S5 32.88 28.24 4.64 18.68 17.99 0.69 

S6 32.26 24.24 8.02 22.16 20.73 1.43 

S7 32.23 22.61 9.62 17.23 18.94 0 

S8 29.43 22.27 7.16 19.87 21.42 0 

S9 31.41 24.48 6.93 15.46 15.51 0 

S10 29.68 22.15 7.53 22.8 21.43 1.37 

S11 28.33 22.61 5.72 19.22 23.2 0 

S12 >35 21.76 13.24 27.64 25.83 1.81 

S13 32.31 24.76 7.55 19.92 18.29 1.63 

S14 31.87 30.43 1.44 21.86 19.82 2.04 

S15 33.99 26.28 7.71 19.69 18.56 1.13 

S16 >35 25.76 9.24 21.95 20.43 1.52 

S17 34 22.6 11.4 22.56 21.56 1 

S18 29.49 23.06 6.43 16.3 16.79 0 

S19 >35 28.06 6.94 23.61 21.29 2.32 

S20 32.3 23.19 9.11 24.17 23.21 0.96 

S21 31.67 27.16 4.51 19.03 16.82 2.21 

S22 >35 24.21 10.79 17.64 17.61 0.03 

S23 32.59 22.15 10.44 30.7 28.04 2.66 

S24 30.12 21.69 8.43 25.32 24.54 0.78 

S25 31.26 21.24 10.02 24.05 23.72 0.33 

S26 32.09 23.14 8.95 16.54 16.43 0.11 

S27 >35 24.11 10.89 16.28 16.03 0.25 

S28 33.62 27.11 6.51 22.51 24.23 0 
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S29 31.85 23.66 8.19 19.44 19.2 0.24 

S30 32.09 22.45 9.64 20.49 19.57 0.92 

S31 >35 23.79 11.21 17.27 16.8 0.47 

S32 34.54 23.63 10.91 17.67 18.17 0 

S33 30.8 22.18 8.62 21.3 22.57 0 

S34 >35 22.35 12.65 15.91 15.79 0.12 

S35 >35 21.65 13.35 17.82 18.74 0 

S36 >35 22.77 12.23 22.73 19.75 2.98 

S37 >35 32.71 2.29 21.1 20 1.1 
 

3.2.2. Pathogen detection performance  

Of the 37 samples tested, 21 samples were reported as positive for pathogens by routine 

microbiology (25 pathogens reported (Table 3.11)). The remaining 16 samples were 

reported as having normal respiratory flora (n=13) or no bacterial growth (n=3). Of the 21 

positive samples, the rapid CMg pipeline detected the culture reported pathogens in 19, 

resulting in a sensitivity of 90.5% compared to routine microbiology. The two missed 

pathogens were S. aureus in sample S1 and S. pneumoniae and sample S4. Of the 16 

culture negative samples, 10 samples were negative by CMg, with additional respiratory 

pathogen detections in the remaining 6 samples, resulting in a specificity of 62.5%. In the 

6 NRF/no growth samples with additional detections, CMg detected 4 S. pneumoniae and 

one each of P. aeruginosa, K. pneumoniae, H. influenzae and M. catarrhalis (Table 3.11). 

Species-specific qPCR was used to investigate discordant results. PCR was performed on 

undepleted extracts of discordant samples (to ensure the depletion step didn’t affect the 

result), along with matched samples negative for the pathogen and positive controls (to 

ensure qPCR assay was working appropriately). Using culture combined with qPCR as 

the gold standard, the sensitivity of the CMg pipeline was 96.6% and specificity was 

100%. The S. aureus in sample S1 was not detected by qPCR, agreeing with 

metagenomics, whereas the S. pneumoniae in S4 was detected by qPCR at CT 20.61, 

agreeing with culture. This sample was therefore classified as a false negative by CMg. 

Further analysis of S4 confirmed that a significant proportion of S. pneumoniae DNA was 
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lost during the depletion with a ΔCT 6.48 between the depleted sample and the non-

depleted control. S. pneumoniae reads were detected in this sample, but below the 5% 

threshold set for pathobionts. There was evidence of an average 7-fold loss of S. 

pneumoniae during the depletion process (ΔCT 2.9), however, this was variable (ΔCT 1.32 

to 6.48 CT) between samples. All of the additional pathogens detected in the 6 NRF/no 

growth samples using CMg were also detected by qPCR, making them true positives.  

All sequencing runs contained water process controls, taken through the full process from 

depletion to sequencing and analysis. None of the controls had more than 10 classified 

reads after 2 hours of sequencing, with one exception. The water control for S6 had 1,647 

Terribacillus saccharophilus reads, which was also detected in sample S6 from the same 

run. However, as it is not a respiratory pathogen and was in low abundance in the sample 

(3.6%), hence this contamination event was not considered to affect the integrity of the 

result.  

The samples in this subset were largely susceptible apart from the P. aeruginosas 

meaning that the resistance prediction was not particularly relevant. In the case of P. 

aeruginosa and M. catarrhalis, the pipeline detected intrinsic blaOXA and blaBRO genes in 

every instance. S. aureus penicillin resistance could correctly be called in both samples 

where S. aureus was detected, with the blaZ gene being correctly identified within 2 hours 

of sequencing, however, this would be assumed from S. aureus anyway.
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Table 3.11 – Detection of pathogens and AMR genes from the optimised pipeline compared to routine microbiology. Green indicates concordance, 

Red is a missed pathogen by the CMg pipeline and Yellow is additional pathogens detected by CMg pipeline. 

 Pathogens Antimicrobial resistance 

Sample Pathogen cultured by 
routine microbiology 

Pathogen identified from 
metagenomic pipeline 

Relative 
abundance 
(%) 

Antibiotic susceptibility testing 
by routine microbiology 

Gene 
reported by 
pipeline 

Number 
of reads 

S1 Staphylococcus aureus 
 

     
Pseudomonas aeruginosa Pseudomonas aeruginosa 39.8 Gentamicin (S), Pip/Tazobactam 

(S), Ciprofloxacin (S), Ceftazidime 
(S), Meropenem (S) 

blaPAO 
catB7 

2 
3 

S2 Pseudomonas aeruginosa Pseudomonas aeruginosa 95.3 
Gentamicin (S), Pip/Tazobactam 
(S), Ciprofloxacin (S), Ceftazidime 
(S), Meropenem (S) 

blaOXA 
blaPAO 
catB7 
crpP 
fosA 

2 
2 
2 
6 
11 

S3 Haemophilus influenzae Haemophilus influenzae 74.4     
Pseudomonas sp. †Pseudomonas sp. 1.0    

S4 Streptococcus pneumoniae 
 

     
Haemophilus influenzae Haemophilus influenzae 96    

S5 Pseudomonas aeruginosa Pseudomonas aeruginosa 51.2 

Gentamicin (S), Pip/Tazobactam 
(S), Ciprofloxacin (S), Ceftazidime 
(S), Meropenem (S) 

blaOXA 
blaPAO 
catB7 
crpP 
fosA 

6 
6 
3 
3 
9 
5 

  Serratia marcescens 46.2 
 

aac(6')-Ic 
blaSRT 

15 
2 
3 

S6 Streptococcus pneumoniae Streptococcus 
pneumoniae 

6.2 Erythromycin (S), Clindamycin (S), 
Tetracycline (S), Penicillin (S), 

mefA 
msrD 

4 
5 
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Ampicillin (S), 
Trimethoprim/Sulfamethoxazole 
(S), Vancomycin (S), Levofloxacin 
(S), Moxifloxacin (S), Rifampicin 
(S), Linozalid (S), Oxacillin (S) 

S7 Haemophilus influenzae Haemophilus influenzae 87.4    
S8 Pseudomonas aeruginosa Pseudomonas aeruginosa 100 Gentamicin (S), Pip/Tazobactam 

(S), Ciprofloxacin (S), Ceftazidime 
(S), Meropenem (S) 

catB7 2 

S9 Pseudomonas aeruginosa Pseudomonas aeruginosa 97.6 Gentamicin (S), Pip/Tazobactam 
(R), Ciprofloxacin (R), Ceftazidime 
(R), Meropenem (I), Ceftriaxone 
(R), Levofloxacin (S), Aztreonam 
(R), Amikacin (S), Tigecycline (R), 
Tobramycin (S), Imipenem (R) 

aph(3')-IIb 
blaOXA 
blaPAO 
catB7 
crpP 
fosA 

9 
18 
6 
13 
31 
34 
14    

    
S10 Streptococcus pneumoniae Streptococcus 

pneumoniae 
66.3    

  Haemophilus influenzae 9.0    
  Escherichia coli 7.1    
S11 NRF Moraxella catarrhalis 41.6    

Streptococcus 
pneumoniae 

5.0  msrD 3 

S12 Enterobacter complex Enterobacter cloacae 
complex 

100    

S13 NRF None     
S14 NRF None     
S15 NRF None     
S16 Streptococcus pneumoniae Streptococcus 

pneumoniae 
15.2 Erthromycin (S), Clindamycin (S), 

Tetracycline (S), Penicillin (S), 
msrD 3 
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Ampicillin (S), 
Trimethoprim/Sulfamethoxazole 
(S), Vancomycin (S), Levofloxacin 
(S), Moxifloxacin (S), Rifampicin 
(S), Linozalid (S) 

S17 Streptococcus pneumoniae Streptococcus 
pneumoniae 

62.3    

S18 Moraxella catarrhalis Moraxella catarrhalis 59 Tetracycline (S), Ciprofloxacin (S), 
Ampicillin (R), Ceftriaxone (S), 
Augmentin (S), 
Trimethoprim/Sulfamethoxazole (S) 

blaBRO 11 

 
Streptococcus pneumoniae Streptococcus 

pneumoniae 
40.6    

S19 NRF None     
S20 NRF None     
S21 NRF None     
S22 NRF None     
S23 NBG None     
S24 NBG None     
S25 NBG Streptococcus 

pneumoniae 
5.8  mefA 2 

S26 Haemophilus influenzae Haemophilus influenzae 89.5    
S27 Staphylococcus aureus Staphylococcus aureus 51.6 Flucloxacillin (S), Erthromycin (R), 

Clindamycin (R), Fuscidic Acid (S), 
Tetracycline (S), Penicillin (R) 

blaZ 
ermT 

8 
2 

S28 Moraxella catarrhalis Moraxella catarrhalis 96.6 Tetracycline (S), Ciprofloxacin (S), 
Ceftriaxone (S), Augmentin (S), 
Trimethoprim/Sulfamethoxazole (S) 

blaBRO 29 

S29 Staphylococcus aureus Staphylococcus aureus 59.6 Flucloxacillin (S), Erthromycin (S), 
Clindamycin (S), Fuscidic Acid (S), 
Tetracycline (S), Penicillin (R) 

blaZ 
fosD 

7 
3 
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Haemophilus influenzae 16.3    

S30 Haemophilus influenzae Haemophilus influenzae 94.4    
S31 NRF Klebsiella pneumoniae 87.8 

 

blaSHV 
fosA 
fosA6 
oqxA 
oqxB 

7 
3 
12 
5 
10   

Pseudomonas aeruginosa 5.7    
S32 Haemophilus influenzae Haemophilus influenzae 84.5    
S33 NRF Streptococcus 

pneumoniae 
8.5 

 
mefA 
msrD 
tetM 

10 
9 
5 

S34 Haemophilus influenzae Haemophilus influenzae 87.8    
S35 NRF Haemophilus influenzae 20.1  blaTEM 2 
S36 NRF None     
S37 NRF Streptococcus 

pneumoniae 
5.6 

 
mefA 
msrD 
tetO 

8 
9 
4 

NRF, Normal respiratory flora; NBG, No bacterial growth, † Routine microbiology did not report a species.  
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3.2.4. Sequencing data and timepoint analysis 

The Flongle sequencing runs produced an average yield of 28.8 Mb of passed data (q-

score >7) after 30 minutes of sequencing with a mean read length of 3,239 bp and an 

average q-score of 10.2. The number of reads per sample was dependant on the number 

of samples sequenced per Flongle flowcell (runs listed in Table 3.12). When sequencing 3 

samples per flowcell, the average number of reads per sample was 9,700, for 2 samples it 

was 16,400 and for 1 sample it was 27,600 reads after 2 hours of sequencing. 

Some runs were sequenced for longer to observe the course of full runs. Sequencing 

output steadily declines over the 24 hours, and there is variability in the performance of 

runs. In some cases, sequencing output rapidly deteriorates after the first few hours, for 

example, in Run 2 (Figure 3.6) while other runs continue producing data until the end of 

the run. This was not related to the pore count of the flowcell and was therefore difficult to 

predict – it could be due to performance issues with the Flongle, however library quality 

cannot be ruled out. In most cases, the vast majority of data is acquired in the first half of 

the run with diminishing returns as the run goes on. 
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Table 3.12 – List of sequencing runs with number of reads for each sample. S12 can be 

seen as the outlier with a very low number of reads. 

Run 
number 

Number of 
Flongle Pores 

Sample Number of reads 
after 30 min 

Number of reads 
after 2 hours 

1  64  S1 2273 8834 
S2 2193 8257 
S3 3082 12091 

2 59 S4 7969 30665 
3 55 S5 6393 26902 
4 67 S6 6234 23266 
5  46  S7 3036 10900 

S8 3148 10938 
6 76 S9 10325 41292 
7  77  S11 10935 38752 

S12 207 726 
8  72  S10 2397 9174 

S13 5290 19584 
9  63  S14 4277 17496 

S15 4493 17517 
10 58 S16 4110 14439 
11  62  S17 3854 14816 

S19 2739 10696 
12  54  S18 3239 11430 

S20 2465 9131 
13  74  S21 5315 19902 

S22 5409 20164 
14  76  S23 4409 14901 

S24 7362 24061 
15 68 S25 8562 29025 
16  71  S27 5314 19753 

S28 4513 15341 
17  74  S26 4715 18353 

S29 5190 20004 
18  54  S30 3208 13035 

S31 4494 17734 
19  69  S32 3305 13449 

S33 7694 30493 
20  72  S34 6551 25787 

S35 3364 13313 
21 58 S36 2107 8564 

S37 3552 13552 
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Figure 3.6 – Sequencing duty plots of two full 24 hour Flongle runs. A) Run 2 B) Run 11 

 

Timepoint analysis on the 37 samples showed that the pathogens detected after 30 

minutes of sequencing were the same as after 1 or 2 hours. For most samples, 15 

minutes of sequencing was sufficient to correctly identify the pathogen with the exception 

of sample S12, which required 30 minutes of sequencing for the pathogen to be detected 

above thresholds. This was due to a lower sequencing yield compared to other samples 

(Table 3.12). Sample S12 had only 95 reads in 15 minutes and 726 reads in 2 hours 

whereas all other samples had >1,000 reads in 15 minutes of sequencing, and >5,000 

reads after 2 hours.  Sample 12 had low bacterial biomass (the highest bacterial CT from a 

positive sample – 27.64 post depletion) and almost no human DNA remaining after host 

depletion which explains the low read numbers.  The abundance of pathogenic reads 

remained very consistent over time (Figure 3.7), with no change of results between 30 
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minutes and 2 hours. It is therefore possible to call pathogen ID after 30 minutes of 

sequencing instead of waiting 2 hours. 

 

 

Figure 3.7 – Relative abundance of pathogens detected in positive samples. Each sample 

has two bars, the first shows abundance of pathogen after 30 minutes of sequencing and 
the second shows abundance after 2 hours.  

 

The results from the evaluation of the rapid CMg workflow are currently being prepared in 

a manuscript for publication. 

 

3.3. Further optimisation of the CMg workflow 

Following the successful evaluation of the rapid CMg workflow, further experiments were 

performed to improve the method. This included removing steps to reduce time and 

complexity, testing an internal process control to control for method failure and 
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development of a separate viral metagenomic arm of the procedure that can be performed 

in parallel. 

 

3.3.1. Necessity of the post-extraction 1.2X SPRI clean  

The rapid CMg workflow contains a SPRI clean-up step for individual samples after DNA 

extraction. This is to concentrate the sample when the microbial biomass is low, improving 

PCR success rate; it is also an additional purification of the DNA which may help improve 

tagmentation and PCR during the library preparation by removing inhibitors. However, this 

adds approx. 20 minutes to the procedure, and is performed on an individual sample 

basis, adding to the manual labour and increases the risk of error/contamination. The 

necessity for the bead wash was tested by comparing PCR results of SPRI cleaned vs 

uncleaned sputum sample DNA extracts. Five clinical samples with a mix of 

concentrations were split and tested in 3 ways: 

A. 7.5 µL uncleaned DNA extract used for tagmentation followed by PCR 

B. 7.5 µL DNA SPRI cleaned, eluted in 7.5 µL and 7.5 µL used for tagmentation 

followed by PCR 

C. 37.5 µL DNA SPRI cleaned, eluted in 7.5 µL and 7.5 µL used for tagmentation 

followed by PCR 

B tests the effect of the SPRI clean without attempting to concentrate the sample, 

whereas C concentrates the sample in addition to the clean-up. 

In samples that were quantifiable by Qubit after the concentrating SPRI clean (C), 

recovery rates of the DNA ranged from 75% - 100%, with an average of 93.2% (Table 

3.13), suggesting that very little DNA was being lost in the SPRI cleaning process.  

 

Where extracts were cleaned without concentrating (B), the post-PCR concentrations 

were always lower. In 3 of the samples (T11, T12, T13), the PCR on the cleaned extracts 

failed the PCR. In the samples that were concentrated in the wash (C) post-PCR 

concentrations were better than for B, however, were still lower than A (not doing a clean-
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up). The PCR for sample T13, which was not quantifiable by Qubit pre-PCR; failed using 

the SPRI concentration (0.42 ng/µL) but produced 16.8 ng/µL without SPRI clean. This 

suggested that the 1.2X SPRI wash was not required and may even have a negative 

impact on test performance. However, the samples that were tested were previously 

frozen and therefore may have been degraded and have behaved differently to fresh 

samples – confirmation of these results with fresh samples needs to be performed. If 

these results hold in fresh samples, this would allow the removal of the post extraction 

SPRI clean, reducing test turnaround time by another 20 minutes and simplifying the 

workflow. 

 

Table 3.13 – SPRI clean vs uncleaned results for 5 clinical samples and a negative control 

Sample 
Pre-PCR 

conc. 
(ng/µL) 

DNA 
recovery 

post 
SPRI 
clean 

No SPRI 
PCR product 

conc. 
(ng/µL) 

SPRI clean 
PCR product 

conc. 
(ng/µL) 

Concentrated 
SPRI clean 

PCR product 
conc. 

(ng/µL) 
T9 9.76 100% 37.0 9.4 26.0 
T10 4.48 97.8% 14.4 10.1 7.2 
T11 0.416 75% 40.6 0.27 23.6 
T12 0.190 100% 3.92 0.32 3.5 
T13 Undetectable N/A 16.8 0.31 0.42 
Negative Undetectable N/A 0.316 0.29 N/A 

 

 

3.3.2. Internal process control 

Where a sample fails to sequence successfully this may be because of a failure of the 

process or it may be due to the sample having a low/no microbial biomass (i.e. no growth 

by routine microbiology). To distinguish between a process failure and a genuine negative 

clinical sample, an internal process control is necessary. This is a control (typically a 

microbe never found in the type of sample being tested) that is added to each sample 

prior to DNA extraction and carried through the whole process – reads from the internal 

control organism need to be present for the test to be valid, if the sample produces few or 

no reads (samples that produce microbial/human reads in abundance clearly didn’t fail the 
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process and are valid even if no control reads are detected). Otherwise, the sample has 

failed due to e.g. depletion failure, extraction failure, PCR failure, sequencing failure.  

ZymoBIOMICS Spike-in Control I (Zymo) was identified as a potentially suitable process 

control for the CMg test. This consists of two organisms not typically found in human 

samples, Imtechella halotolerans (Gram-negative) and Allobacillus halotolerans (Gram-

positive). The control is provided as frozen tubes containing mixed organisms (50:50) at 2 

x 107 per organism per prep (20 µL). This was diluted and spiked into two samples (PBS 

and a no growth clinical sample S24) at 1 x 105 and 1 x 104 CFU. Samples were depleted 

using the new one-pot host depletion method and DNA extracted. qPCR results (Table 

3.14) show that there was a significant loss of the control during the depletion – an 

average ΔCT 5.11 loss for I. halotolerans and ΔCT 4.6 for A. halotolerans. This is likely to 

be an underestimate due to the inaccurate CT values above 35 on the Lightcycler. 

 

Table 3.14 – Host depletion results on ZymoBIOMICS spike in control 

Spike 
organism Sample Spike 

quantity 
Non-

depleted CT 
Depleted 

CT ΔCT 

I. halotolerans 
PBS 104 31.09 >35 3.91 

105 28.15 >35 6.85 

S24 104 31.81 >35 3.19 
105 28.51 >35 6.49 

A. halotolerans 
PBS 104 31.39 >35 3.61 

105 28.21 31.43 3.22 

S24 104 29.90 >35 5.1 
105 26.28 32.76 6.48 

 

The 105 spike samples were amplified and prepared and sequenced using the new 

protocol. The sequencing did not produce any reads from the spiked organisms when 

analysed by EPI2ME. To confirm that this is not a database issue, all reads were mapped 

to the genomes of I. halotolerans and A. halotolerans, which produced 0 mapped reads, 

confirming the lack of the spiked organism reads. Further investigation into the 

ZymoBIOMICS product revealed that the organisms are stored in DNA/RNA Shield which 

is also a lysis agent, meaning that the organisms are likely disrupted in the storage 
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solution and the DNA degraded during the depletion process. There was evidence that 

there was less loss of the Gram-positive organism DNA, with CT of 31.43 and 32.76 for 

the 105 spikes post depletion, however, this was not sufficient for detection using our 

pipeline. An organism that can be grown in the lab, frozen in aliquots of non-lysing buffer, 

be spiked into clinical samples and show no loss post depletion is required for future use 

as a positive control. 

 

3.3.3 Testing a parallel viral metagenomics arm to the CMg workflow 

The CMg workflow was originally designed for characterising bacteria and fungi as part of 

a research programme on the rapid diagnosis of nosocomial pneumonia. Due to the 

nature of the depletion, and the focus on DNA, respiratory RNA viruses, such as Flu A 

and B, RSV, rhinovirus, and SARS-CoV-2 are missed. Double stranded DNA viruses 

(such as adenoviruses) could, in principle, be sequenced by the workflow, however, the 

centrifugation based wash step during the host depletion likely results in viruses being 

discarded.  Additionally, the impact of saponin on viruses has not been tested, and viruses 

that have an envelope (outer layer that is derived from the host membrane) may be 

susceptible to saponin treatment and their nucleic acid lost in the nuclease digestion step. 

Therefore, a separate arm of the procedure needed to be designed to sequence DNA and 

RNA viruses. The viral arm required a depletion step for human, fungal and bacterial 

DNA/RNA prior to nucleic acid extraction and cDNA generation. This should ideally run 

alongside the existing CMg pipeline and the nucleic acid from both arms be combined for 

sequencing to provide comprehensive results in a rapid and cost effective manner. 

 

3.3.3.1 Comparison of viral nucleic acid extraction methods 

In order to identify a rapid and efficient nucleic acid extraction method for viruses, a 

number of commercial kits were tested and compared. A commercial HIV-1 Control 

(AcroMetrix) was chosen as an initial model virus for testing, as this had been used in the 

group previously and is an encapsulated virus provided fully intact (made safe by genetic 
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modification). HIV-1 has similar features to respiratory viral pathogens such as Flu which 

is ssRNA and is enveloped. An inactivated SARS-CoV-2 control (Qnostics) was also 

tested in the extraction, however, this control is inactivated by heat treatment and gamma 

irradiation, meaning its use was limited. 

The RSC Viral Total Nucleic Acid Purification Kit (Promega), MagNA Pure LC Total 

Nucleic Acid Isolation Kit (Roche) and Quick-DNA/RNA Viral Kit (Zymo) were tested. The 

Promega and Roche kits are performed on automated extraction machines using 

magnetic beads and the Zymo kit is a column-based manual extraction kit. All kits were 

used according to manufacturer instructions to isolate HIV-1 and SARS-CoV-2 RNA. 

Extractions on both viruses were performed in duplicate.  The Maxwell Viral kit and 

MagNA Pure Total Isolation kit performed similarly for HIV-1, whereas the Zymo kit gave a 

higher CT (Table 3.15). For SARS-CoV-2, Promega Maxwell outperformed the MagNA 

Pure and Zymo kits, with Zymo again providing the lowest RNA yield.  The Promega 

Maxwell extraction kit was therefore taken forward for viral extraction experiments.  

 

Table 3.15 – Extraction comparison of the two RNA viruses 

 Maxwell Extract CT MagNA Pure 
Extract CT 

Zymo Quick-
DNA/RNA Extract 
CT  

HIV-1 1 30.16 30.06 31.08 
HIV-1 2 29.65 29.75 30.74 
SARS-CoV-2 1 29.90 31.97 32.59 
SARS-CoV-2 2 30.65 32.68 33.13 

 

3.3.3.2 Viral library preparation 

A library preparation approach for viruses was designed using Sequence-Independent, 

Single-Primer Amplification (SISPA). This is a random priming method that converts RNA 

into cDNA followed by amplification in a sequence-independent manner. The SISPA 

method reported by Chrzastek et al. 2017 [289], was adapted for the CMg pipeline. The 

main steps of the method are: 

1. Primers that contain random octamers with a universal primer tag are used for first 

strand cDNA synthesis from extracted RNA 
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2. The products from first strand cDNA synthesis are used in a second reaction with 

Klenow enzyme using the same random octamer primers. This leads to the 

synthesis of double stranded cDNA 

3. The double stranded cDNA has tags for universal priming on both strands and is 

amplified in PCR using a single primer complementary to the tag sequence 

 

The first two steps of this protocol were kept the same, however, a different random 

primer construct was used which contains the priming site for the ONT RPB004 library 

preparation kit primers (TTTTTCGTGCGCCGCTTCAACNNNNNNNNN). In the normal 

RPB004 library preparation, these tags are introduced in the enzymatic transposase 

tagmentation step, however, this step is unnecessary when introducing the priming site 

during first and second strand synthesis of cDNA. Another change to the Chrzastek 

method was the use of the rapid GXL polymerase for the single primer PCR (the full 

adapted method is described in Section 2.3.5). The first strand synthesis step takes 30 

minutes and the second strand synthesis takes 1 hour. 

This library preparation approach was performed on HIV-1. The same volume of HIV-1 

control used for the extraction experiments (CT ~30) was spiked into 100 µL of PBS and 

100 µL of sputum. A negative control was also included. The sputum sample was 

centrifuged for 5 minutes at 12,000 x g to pellet human and bacterial/fungal cells, and the 

supernatant was taken for extraction. The PBS sample was not centrifuged, acting as a 

control. Following library preparation, PCR concentrations were 5 ng/µL for the sputum 

HIV-1 sample, 25 ng/µL for the PBS HIV-1 sample and 0.6 ng/µL for the negative control. 

Sequencing produced a very low yield with no HIV-1 reads present in any of the samples, 

suggesting the library preparation was not optimal or the number of HIV particles spiked 

was below the LOD of the approach. For the sputum sample, 88% of the 5,893 reads 

were human, and for the PBS sample, 99.8% of the 62,109 were human. 

Several changes were then made to the protocol, with some elements taken from a 

method by Greninger et al. 2015 [95]. This SISPA method follows the same principles as 
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Chrzastek but uses Sequenase (Affymetrix) for the second strand synthesis rather than 

Klenow enzyme, which takes 16 minutes instead of 1 hour. Additionally, a shorter first 

strand synthesis step was introduced which uses SuperScript IV Reverse Transcriptase 

(Invitrogen). This reduced first and second strand synthesis to 36 minutes prior to the 

amplification. The PCR was also modified in an attempt to improve sensitivity. A shorter 

primer that does not contain the barcode and click chemistry overhangs was used for the 

first 25 cycles, followed by addition of RPB004 primers and a further 10 PCR cycles to 

add the barcodes. 

This modified method was first tested on RNA from E. coli to confirm that it worked before 

testing on more challenging viral samples that contain low concentration of RNA. E. coli 

RNA was extracted and treated with Turbo DNase (RT-qPCR confirmed the absence of 

contaminating DNA). The treated RNA was tested with the new modified protocol 

including a control without the reverse transcriptase in the cDNA step to confirm absence 

of E. coli DNA reads. The concentration after the barcoding PCR for the RNA sample with 

reverse transcriptase (RT) was 41.6 ng/µL and for the RT sample without RT was 1.34 

ng/µL. After 15 minutes of sequencing, there were 593 E. coli reads in the RT sample and 

no reads in the control, confirming that the method works for RNA. The average read 

length was 626 b – this was expected due to the use of random priming in the protocol.  

The new protocol was then tested on HIV-1. HIV-1 was extracted without adding to a 

clinical sample. RT-qPCR using the HIV-1 assay showed that the extract had a CT of 29.5, 

which approximates ~1000 viral copies per µL. 15 µL of this was used for the procedure. 

Post-barcode PCR concentration was 11.8 ng/µL. Sequencing of this product on a Flongle 

yielded 27,393 classified reads, of which 3 reads were HIV-1 (0.01%). The vast majority of 

reads, 27,279 (99.6%) were human (Figure 3.8). The average read size was 852 bases. 

The presence of HIV-1 reads was confirmed by aligning to the HIV-1 genome using 

minimap2. Since HIV-1 is an RNA virus, this shows that the process of first strand DNA 

synthesis and amplification worked and could be further optimised. However, human DNA 
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dominated the sequencing run. This human nucleic acid was coming from the human 

plasma matrix that the HIV-1 was stored in. 

 

 

Figure 3.8 - EPI2ME result showing the presence of HIV-1 in a high background of human 
DNA 

 

3.3.3.3 Host depletion for viruses 

The dominance of human reads indicated that host depletion would be required for 

successful viral CMg. It is possible to treat the extracted nucleic acid with a DNase so that 

only RNA is processed downstream. We showed this when a HIV-1 extract was treated 

with TURBO DNase (Invitrogen), which led to a human CT of >40 (not detected) post-

treatment. However, DNase treatment after extraction leads to loss of DNA viruses such 

as Adenovirus. Nuclease treatment prior to extraction while the virus is intact can reduce 

non-viral DNA and RNA, without losing DNA or RNA viruses. Two nucleases were tested 

on the HIV-1 sample prior to extraction, Micrococcal Nuclease (MNase) and HL-SAN 

nuclease. Results showed minimal depletion of human DNA when MNase was used, with 

a ΔCT of 1.08, and only a small loss of HIV-1 with a ΔCT of 0.63. HL-SAN with high salt 

buffer performed better for host depletion with ΔCT 2.36, however, also led to more loss of 

HIV-1 with ΔCT 2.41. 

The nucleases were tested in combination with differential lysis to test if that would 

improve depletion of host nucleic acid. Saponin and Phospholipase C (PLC), a cytolysin 



 130 

that also disrupts phospholipid bilayer membranes, were tested. These were tested 

together with either MNase or HL-SAN and PLC/Saponin in the same tube 

simultaneously. Unlike the standard host depletion, samples were not centrifuged after the 

incubation as this could lead to loss of viruses – samples were extracted directly after 

depletion. A non-depletion control was used as the baseline to determine HIV-1/human 

loss. The results show that both the use of PLC and saponin results in the complete 

removal of human nucleic acid (Table 3.16), however, significant loss of HIV-1 was also 

observed (more than the human nucleic acid removal), indicating that saponin and PLC 

can lyse enveloped viruses. In one sample, where HL-SAN was used in combination with 

saponin, there was little loss of both human and HIV-1, however, this was likely just a 

failure of the method. 

 

Table 3.16 – Depletion of human DNA and loss of HIV-1.  Starting human material in the 

PBS sample is CT 35.5. 

Test Membrane 
disruption 

Nuclease Human nucleic 
acid removal 
(DCT) 

HIV-1 RNA loss 
(DCT) 
 

1 Saponin HL-SAN 0.58 1.77 
2 PLC HL-SAN >4 >10 
3 Saponin MNase >4 6.5 
4 PLC MNase >4 6.9 

 

Loss of HIV-1 nucleic acid using saponin and PLC indicated that they cannot be used for 

viral host depletion, as envelope viruses are significantly affected and are important 

causes of respiratory diseases. Further work is required to find a suitable host depletion 

approach for viral CMg. One approach that removes the need for depletion is to target the 

whole genome of the virus of interest using tiling PCR.  
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3.4. Development of a high-throughput sequencing method for SARS-CoV-2 

In April 2020, the COG-UK consortium was established for sequencing of SARS-CoV-2 

genomes at 16 sites across the UK, including at QIB. Initially, the ARTIC method [285] 

was used at most sites, which involved a tiling PCR primer scheme followed by ONT’s 

Native Barcoding Ligation library preparation. The library preparation method required 

cleaning of PCR products, A-tailing the ends of amplicons, and using ligation chemistry to 

attach barcodes per sample. The samples were then pooled, and the sequencing adaptor 

was added by ligation. The library preparation took 3 hours, on top of the RNA extraction, 

reverse transcription, and PCR steps. Additionally, native barcoding was limited to 24 

barcodes, with a minimum of 7 samples recommended to have enough material for 

successful sequencing, meaning that the method was relatively low throughput and quite 

inflexible. A higher throughput, more flexible method, preferably with a shorter turnaround 

time was urgently required, particularly during peaking waves of the pandemic.  

 

3.4.1 CoronaHiT method development 

We developed the SARS-Coronavirus-2 High Throughput (CoronaHiT) method to 

improve sequencing throughput, flexibility, and turnaround time. CoronaHiT uses 

Illumina’s Nextera transposase chemistry to introduce PCR adapters, followed by a short 

PCR to introduce barcodes (Table 2.9 in Methods section). The barcoded products can 

then be sequenced using nanopore (Figure 3.9). This method allowed for a larger number 

of barcodes to be used for Nanopore sequencing compared to ONT’s 24 barcodes (ONT 

later released 96 native barcodes to allow higher throughput, but this wasn’t available at 

the time). 
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Figure 3.9 – CoronaHiT principle. The first step is tagmentation of ARTIC PCR products 
with Nextera transposase chemistry. The Nextera adapters can then be used to perform 

PCR barcoding using primers complementary to the sequences with barcode overhangs. 
After barcoding, the samples are pooled and prepared for nanopore sequence by the 

addition of the nanopore adapter using ligation.  
 

The first barcode construct, (designed by Dave Baker, Head of Sequencing at QIB) used 

16-bp barcodes sequences from Pacific Biosciences [290] combined with Illumina P5 and 

P7 sequences [291] complementary to the adapters introduced by the Nextera 

transposase. This allowed for the use of up to 384 unique barcodes. 

The construct was designed as follows, where N = 16 bp barcode sequence: 

Barcode with P5 complement: 5‘- NNNNNNNNNNNNNNNNGTCTCGTGGGCTCGG –‘3 

Barcode with P7 complement: 5’- NNNNNNNNNNNNNNNNTCGTCGGCAGCGTC - ‘3 

To test if the barcoding method worked as intended, samples were sequenced using the 

barcode constructs across 2 sequencing runs, one nanopore run with 95 samples and one 

nanopore run with the same 95 samples plus an additional 63 (therefore 158 samples in 
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total). The same samples were also sequenced on Illumina (with Nextera barcodes). As a 

control, 23 of the samples were also sequenced with the default ARTIC method (with ONT 

native barcodes). Initial comparison of the results from the 95 nanopore CoronaHiT 

samples vs 23 ARTIC samples showed that CoronaHiT had lower coverage compared to 

ARTIC. This was because the proportion of unclassified reads for CoronaHiT (50%) was 

almost double that for ARTIC (28%). Additionally, the coverage for the different barcodes 

was very uneven for CoronaHiT (M = 104x, SD = 71x) compared to ARTIC (M = 124x, SD 

= 25x). Illumina was similar to ARTIC in terms of barcode evenness (M = 131 Mb, SD = 

26); the coefficient of variance for barcode yield was identical (0.20) for both ARTIC and 

Illumina, indicating similar variation, but higher (0.69) for CoronaHiT (Figure 3.10). 
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Figure 3.10 – Sequencing yield (Mb) per barcode with the 3 sequencing methods showing 

high variation with the CoronaHiT barcodes. A) ARTIC method, B) Illumina sequencing 
and C) CoronaHiT method.  

 

Further investigation of the coverage unevenness for nanopore CoronaHiT showed that 

this not related the concentration of SARS-CoV-2 in the sample i.e. the diagnostic PCR CT 

(Figure 3.11A). Also, there was also no correlation between Illumina and CoronaHiT for 

the same samples (Figure 3.11B). However, there was a very strong correlation in 

coverage between the two separate CoronaHiT runs for the 95 shared samples (Figure 

3.11C). Knowing that this correlation was not sample related, and that the same barcodes 

are over/under-represented in two separate runs suggested that the barcodes constructs 

themselves were causing the problem. 
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Figure 3.11 – Comparisons of yield. A) Sample yield of the CoronaHiT run versus SARS-
CoV-2 qPCR CT showing no correlation. B) Sample yield of Illumina versus sample yield 

for the same samples in CoronaHiT showing no correlation. C) Sample yields for the 

CoronaHiT run with 95 samples, versus the same 95 samples in a separate CoronaHiT 
run. 

 

The unclassified CoronaHiT fastq reads were analysed in detail, which revealed that these 

reads all had 5’ truncated barcode sequences.  An example of the expected sequencing 

construct is provided below with the nanopore sequencing adapter in blue, the barcode 

green (barcode 1 sequence given here as an example) and the P5/P7 sequence (yellow): 

5’ AATGTACTTCGTTCAGTTACGTATTGCTCACATATCAGAGTGCGTCGTCGGCAGCGTC 

However, the unclassified reads were missing some 5’ barcode sequence e.g. 

5’ AATGTACTTCGTTCAGTTACGTATTGCT - - CATATCAGAGTGCGTCGTCGGCAGCGTC 

 

The presence of the nanopore adapter sequence suggested that this is not a bioinformatic 

truncation of the read but a physical truncation of the barcoded primers. This was likely 

caused by truncated primer sequences being synthesised by the oligonucleotide provider 

[292]. It was postulated that the barcodes were too short for nanopore sequencing, given 

the sequencing error rate and exacerbated by the shorter primers. To overcome this 

issue, the barcodes were redesigned based on the design of ONT barcodes. The new 
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barcode constructs increased barcode sequence length from 16 to 24 bp (the same as 

used by ONT). A 7 bp buffer sequence was added at the 5’ end to mitigate for any 

truncation of the primer sequence during manufacture. Additionally, a 7 bp spacer 

sequence was added between the barcode and the Nextera adapter complement as ONT 

have in their barcode constructs. The demultiplexing parameters in the analysis pipeline 

were also changed to include the new flanking regions of the new barcodes.  

The new barcode primer was construdted as follows (the 24 Ns represent the unique 

barcode): 

5’ GGTGCTGNNNNNNNNNNNNNNNNNNNNNNNNTTAACCTGTCTCGTGGGCTCGG 

 

A total of 96 unique barcodes were made with the new design and tested in the 

CoronaHiT method on the same samples. The unclassified rate dropped from 50% with 

the previous set of barcodes to 34.2%, closer to the rates seen in ARTIC library 

preparation (28.4%). Additionally, the evenness between barcodes also improved (Figure 

3.12), with the coefficient of variation reducing from 0.69 with the previous set to 0.36 with 

the new set. There were two outliers in terms of low yield. One was definitively determined 

to be human error and therefore excluded from further analysis. The second had no 

obvious cause, so was not excluded. 

 

Figure 3.12 - Yield per barcode with the new barcode constructs, showing improved 

evenness compared to the previous experiment (Figure 3.9C). 
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3.4.2 CoronaHiT versus ARTIC ONT 

A second CoronaHiT sequencing run was performed with the new CoronaHiT barcodes 

with approximately half the number of samples (48) to test the impact of sequencing yield 

on the quality of the genomes. A subset of 23 samples (due to limited barcodes) was 

tested with the ARTIC ONT protocol as a control. The two methods produced different 

amounts of data, affecting coverage. CoronaHiT with 94 samples yielded 9.2 Gb of data 

after 43 hours of sequencing resulting in 757X average coverage per sample. CoronaHiT 

with 48 samples yielded slightly more data in the same sequencing time, 11.1 Gb. 

Average coverage per sample increased to 2037X (due to lower sample number and 

higher sequencing yield). The ARTIC sequencing produced 9 Gb of data after 23 hours of 

sequencing resulting in 7509X average coverage for the 23 samples. 

The coverage impacted the quality of the genomes. Two quality thresholds were used for 

determining whether a genome was of sufficient quality to be uploaded to COG-UK and 

GISAID databases. The COG-UK QC threshold was > 50% genome coverage (at ≥20x for 

nanopore and 10x for Illumina) and the presence of at least 1 contiguous assembled 

sequence of >10,000 bases (a third of the SARS-CoV-2 genome). The GISAID database 

upload QC was stricter, requiring >90% genome coverage. Both methods had a similar 

pass rate for the COG-UK QC with 81.3% (48 sample run) and 80.0% (94 sample run) of 

samples passing the COG-UK QC using CoronaHiT compared to 82.6% for ARTIC. 

However, for the higher GISAID QC, the gap was wider, with 73.9% passing for ARTIC 

and 66.7% passing for CoronaHiT (48 samples) and 65% for CoronaHiT (94 samples). 

For samples with lower CT than 32 (higher viral load), 100% of the samples passed 

GISAID QC for ARTIC, whereas 94.1% passed for CoronaHiT (48 samples) and 92.2% 

for CoronaHiT (94 samples) (Table 3.17). 
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Table 3.17 – Comparison of QC pass rates between ARTIC ONT and CoronaHiT with 

different numbers of samples sequenced on one flowcell. 

Results for all samples 
 CoronaHiT-ONT 

(48 samples) 
CoronaHiT-ONT 
(94 samples) 

ARTIC ONT 
(23 samples) 

Passing COG-
UK QC 

81.3% 80.0% 82.6% 

Passing 
GISAID QC 

66.7% 65.0% 73.9% 

Failing COG-
UK QC 

18.8% 20.0% 17.4% 

Failing GISAID 
QC 

43.2% 35.0% 26.1% 

Median Ns of 
COG-UK 
passed 

128 490 121 

Average SNPs 
of COG-UK 
passed 

8.3 8.0 8.4 

Results for samples with CT ≤32 
Passing COG-
UK QC 

97.05% 98.4% 100% 

Passing 
GISAID QC 

94.11% 92.2% 100% 

Failing COG-
UK QC 

2.95% 1.6% 0% 

Failing GISAID 
QC 

5.89% 7.8% 0% 

Median Ns of 
COG-UK 
passed 

128 369 121 

Average SNPs 
of COG-UK 
passed 

8.4 8.0 8.3 

 

The higher number of samples was associated with an increase in Ns (positions where 

the minimum depth of coverage was not reached so a confident basecall could not be 

made). CoronaHiT with 94 samples had a median of 490 Ns in samples that passed the 

COG-UK QC in contrast to the CoronaHiT with 48 samples which had a median of 128 

Ns, similar to the ARTIC ONT method (121 Ns).  

Since coverage is directly related to the number of samples, it was difficult to directly high 

and lower throughput methods. To make comparison between methods easier, 

downsampling was used to provide an average of 900X per sample for all methods. The 

CoronaHiT method still contained more Ns in the genome assemblies than the ARTIC 
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ONT method, with samples below CT 22 typically still containing Ns using CoronaHiT 

(Figure 3.13). 

 

 

Figure 3.13 – Position of Ns (unknown bases) for the CoronaHiT method versus the 

ARTIC method for the downsampled data showing that number of Ns increases with CT.  

 

3.4.3 Optimisation of CoronaHiT 

Further optimisation of the CoronaHiT method was required to improve the yield of the 

sequencing, reduce the amount of time and reduce the cost. Firstly, the transposase was 

switched from Nextera to Nextera Flex (Illumina). This is the same transposase, however, 

the enzymes are attached to beads at uniform density. This means that there is a regular 

distance between the transposases which dictates the frequency at which the amplicons 

are fragmented. The advantage of this approach is that DNA can be mixed with the Bead 

Linked Transposase (BLT) without normalisation, as the transposase can only make a 

limited number of cuts regardless of the sample concentration (whereas with Nextera, the 
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concentration ratio dictates the length of the fragmented products). Additionally, the 

individual sample washes were removed, and instead samples were diluted 1/5 in 

nuclease free water to reduce PCR carryover into the Tagmentation reaction. This 

removed the need for laborious individual sample washes, quantification, and 

normalisation, which can take 1-2 hours depending on the number of samples. To 

increase method efficiency in the absence of washing and normalising the samples, the 

incubation for the end-prep step (post-barcoding PCR) was increased from 5 to 15 

minutes, and the nanopore adapter ligation step was increased from 10 to 20 minutes. 

 

Changes were also made to the default Illumina protocols for SARS-CoV-2 sequencing by 

Dave Baker. Firstly, the Flex transposase step, which is used for CoronaHiT was also 

used for Illumina sequencing, and in both cases, the reactions were miniaturised. BLT is 

normally used at 11 µL per sample according to manufacturer’s instructions, however, this 

was reduced to 0.5 µL per sample, a >20-fold reduction. Additionally, the post-

tagmentation deactivation and clean-up step was eliminated, so that the tagged products 

could be added directly to the barcoding PCR. Finally, the Illumina indexes were replaced 

with custom barcodes based on a paper by Perez-Sepulveda et al. (2021) [293], 

consisting of 438 bespoke 9 bp barcode sequences designed for Illumina sequencing. 

The P5 and P7 sequences remain the same and the new barcode sequences were added 

at the 5’ end. This expanded the multiplexing capacity of Illumina to 438 samples per 

flowcell if using the barcodes symmetrically or 191,844 if using the barcodes 

asymmetrically (different barcodes at both ends). 

 

These changes meant that the library preparation procedure for sequencing ARTIC PCR 

products on Illumina and nanopore were the same, with the exception of the different 

barcodes and sequencing adapters used. The CoronaHiT method was therefore platform 

agnostic and is hereafter referred to as CoronaHiT-ONT and CoronaHiT-Illumina. 
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3.4.4 Optimised CoronaHiT versus ARTIC LoCost method 

During optimisation of CoronaHiT, ONT released the Native Barcoding Expansion kit 

(EXP-NBD196) which increased the number of available barcodes from 24 to 96. This 

was used in an improved version of the ARTIC method, ARTIC LoCost, which reduced the 

cost and turnaround time of the method and expanded the capacity to 96 samples [269]. 

The CoronaHiT method (nanopore and Illumina) was compared to the updated ARTIC 

method on two sets of samples, 95 routinely processed COG-UK samples and a set of 59 

rapidly processed samples associated with a local outbreak (hereafter referred to as the 

rapid response set). For the routine samples, 30 hours of sequencing data was used for 

CoronaHiT-ONT and ARTIC LoCost, and for the rapid response set, 18 hours of 

sequencing data was used. The full dataset was used for both CoronaHiT-Illumina runs as 

these runs included samples unrelated to this study. CoronaHiT-ONT and ARTIC LoCost 

were directly comparable (same sample number and sequencing time).  

 

3.4.4.1 Sequencing metrics and depth 

Post demultiplexing of the nanopore runs, 74.7% of the reads were successfully classified 

for the routine dataset, and 81.9% of reads were classified for ARTIC LoCost. For the 

rapid response set, 69.6% of reads were classified for CoronaHiT-ONT and 71.6% for 

ARTIC LoCost, suggesting there is variation depending on the samples, but CoronaHiT-

ONT performed similarly to ARTIC-LoCost in the rapid set. The negative controls in the 

nanopore runs had no reads map to SARS-CoV-2. The CoronaHiT-Illumina routine 

dataset had mapped reads in the negative control, however, only 4 were >40 bp and the 

remainder were primer-dimers which did not impact the results. 

For the routine samples, average depth of coverage per sample for CoronaHiT-ONT was 

1145X, for ARTIC LoCost was 1719X and for CoronaHiT-Illumina was 4649X (Table 

3.17). For the rapid response data, average coverage was 1104X for CoronaHiT-ONT, 

1421X for ARTIC LoCost and 3010X for CoronaHiT-Illumina. CoronaHiT-ONT had less 
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variation in sample coverage compared to the ARTIC LoCost runs in both the routine and 

rapid response datasets, with lower standard deviation relative to the mean (Table 3.18). 

The lower coverage for CoronaHiT-ONT compared to ARTIC LoCost was largely due to 

shorter reads with a higher proportion of adapter sequence (due to the transposase 

fragmentation and longer barcodes). ARTIC LoCost produced average read sizes of 448 

and 457 for the two runs (Table 3.18) with average of 386 and 384 bases bases mapping. 

CoronaHiT-ONT on the other hand produced an average read length of 374 bp for the 

routine dataset with only 205 bp mapping. For the rapid response samples, a minor 

adjustment was made to the CoronaHiT-ONT procedure whereby the 0.8X SPRI clean 

after the barcoding PCR was decreased to a 0.6X SPRI clean select for longer reads. This 

increased average read length to 413 bp for the rapid response dataset, which also 

increased the average mapped read length to 241 bp. This change improved the depth of 

coverage for CoronaHiT-ONT in comparison to ARTIC. CoronaHiT-Illumina produced the 

shortest mean mapped read length (135 and 131 bp for the two datasets); this was due to 

the sequencing chemistry used (paired end 151 bp chemistry). 

 

Table 3.18 - Run metrics for the CoronaHiT-ONT, CoronaHiT-Illumina and ARTIC LoCost 

runs. † Illumina runs contained other samples in addition to the test samples. 

 Routine samples Rapid Response samples 

 CoronaHiT
-ONT 

ARTIC 
LoCost 

CoronaHit
-Illumina 

CoronaHiT
-ONT 

ARTIC 
LoCost 

CoronaHiT
-Illumina 

No. of samples 95 95 95 59 59 59 

Run time (h) 30 30 25.4 18 18 24.4 

Yielded bases 
(Gb) 

10.3 8.5 43.9† 
 

6.3 4.8 48.6† 

Bases 
demultiplexed 

(Gb) 

9.6 
 

8.0 
 

15.7 5.7 
 

4.5 7.3 

Number of 
1000s of reads 

sequenced 
(>Q7) 

24,765 k 
 

15,733 k 
 

113,756 k 13,045 k 
 

8,824 k 
 

53,678 k 
 

Average 
PHRED score 

13.47 13.11 33.15 13.2 12.98 33.48 
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Average 
coverage (X) 

1145X 1719X 4649X 1104X 1421X 3010X 

Standard 
deviation of 
coverage (X) 

698X 1683X 4352X 439X 1145X 3496X 

Average read 
length (bases) 

374 448 135 413 457 135 
 

Average (Mean) 
mapped length 

205 386 135 241 384 131 

 

 

3.4.4.2 Genome assembly pass rates and breadth of coverage 

The COG-UK and GISAID QC criteria are directly dependant on the breadth of coverage 

(defined in section 3.4.2). The breadth of coverage was correlated with SARS-CoV-2 CT 

values in the clinical samples. Samples with low genome coverage were associated with 

higher CT values (Figure 3.14).  Samples with a CT above 32 (approximately 100 viral 

genome copies in the PCR reaction) generally failed COG-UK and GISAID QC thresholds 

with the number of Ns (missing bases in the consensus genome) increasing steeply for 

samples with CT >32 (Figure 3.14). CoronaHiT-ONT and Illumina perform better than 

ARTIC LoCost in terms of the number of Ns.  Comparing the routine samples with a CT of 

32 or below, the average number of Ns was 815 for ARTIC LoCost, whereas it was 682 

and 111 for CoronaHiT-ONT and Illumina respectively. If the higher CT samples were also 

included, the average number of Ns increases to 1635 for ARTIC LoCost, 1504 for 

CoronaHiT-ONT and 688 for CoronaHiT-Illumina. The difference in the number of Ns in 

the sequence in ARTIC compared to CoronaHiT is more pronounced at higher CT (Figure 

3.14).  
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Figure 3.14 – Coverage of samples (represented by % of N positions) against the sample 

CT for A) the routine dataset and B) the rapid response dataset. [266] 
 

The difference in the percentage of Ns in the consensus genomes using the different 

methods impacts the proportion of samples passing COG-UK and GISAID QC thresholds. 
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When considering samples with CT <32, a similar number of samples passed the COG-UK 

threshold for the methods; 81 samples pass for ARTIC LoCost, and 82 pass for both 

CoronaHiT-ONT and CoronaHiT-Illumina. However, taking all sequenced samples 

(including high CT samples), the gap between the methods widens. The number of 

samples passing the COG-UK QC criteria for all samples is 117 for ARTIC LoCost, 124 

for CoronaHiT-ONT and 126 for CoronaHiT-Illumina (full breakdown in Table 3.19). 

Despite having lower average depth of coverage compared to ARTIC LoCost, more 

CoronaHiT-ONT samples passed QC thresholds. The stricter GISAID QC threshold 

resulted in a lower genome pass rate for all methods, however, CoronaHiT still 

outperformed ARTIC LoCost. 99 samples passed the GISAID QC for ARTIC LoCost, 110 

for CoronaHiT-ONT and 118 pass for CoronaHiT-Illumina (Table 3.18). This means the 

overall pass rate for the GISAID QC threshold was 64.3% for ARTIC LoCost, 71.4% for 

CoronaHiT-ONT and 76.6% for CoronaHiT-Illumina. With higher viral load samples (≤CT 

32), the GISAID QC pass rate was 89.2% for ARTIC LoCost, 95.2% for CoronaHiT-ONT, 

and 97.6% for CoronaHiT-Illumina (breakdown in Table 3.19).  
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Table 3.19 - Comparison of QC pass rates between the sequencing methods  

 Routine samples Rapid Response samples 

 CoronaHi
T-ONT 

ARTIC 
LoCost 

CoronaHiT
-Illumina 

CoronaHiT
-ONT 

ARTIC 
LoCost 

CoronaHiT
-Illumina 

No. of 
samples 

sequenced 

95 95 95 59 59 59 

Consensus 
genomes 

98.95% 
(94) 

96.84% 
(92) 

100% (95) 96.61% 
(57) 

91.53% 
(54) 

100% (59) 

Passing COG-
UK QC 

80.00% (76) 76.84% 
(73) 

82.11% 
(78) 

81.36% 
(48) 

74.58% 
(44) 

81.36% 
(48) 

Passing 
GISAID QC 

69.47% (66) 62.11% 
(59) 

77.89% 
(74) 

74.58% 
(44) 

67.80% 
(40) 

74.58% 
(44) 

Failing  
COG-UK QC 

20.00% (19) 23.16% 
(22) 

17.89% 
(17) 

18.64% 
(11) 

25.42% 
(15) 

18.64% 
(11) 

Failing 
GISAID QC 

30.53% (29) 37.89% 
(36) 

22.11% 
(21) 

25.42% 
(15) 

32.20% 
(19) 

25.42% 
(15) 

Avg. (Mean) 
Ns of COG-UK 

passed 

1504 1635 688 977 1101 911 

Avg SNPs of 
COG-UK 
passed 

7.99 7.99 11.0 18.3 18.2 20.4 

Results for samples with CT ≤32 

No. of 
samples 

65 65 65 18 18 18 

Consensus 
genomes 

100% (65) 100% 
(65) 

100% (65) 100% (18) 100% (18) 100% (18) 

Passing COG-
UK QC 

98.46% (64) 98.46% 
(64) 

98.46% 
(64) 

100%(18) 94.44% 
(17) 

100% (18) 

Passing 
GISAID QC 

95.38% (62) 89.23% 
(58) 

98.46% 
(64) 

94.44% (17) 88.89% 
(16) 

94.44% 
(17) 

Failing COG-
UK QC 

1.54% (1) 1.54% 
(1) 

1.54% (1) 0% (0) 5.56% (1) 0% (0) 

Failing 
GISAID QC 

4.62% (3) 10.77% 
(7) 

1.54% (1) 5.56% (1) 11.11% 
(2) 

5.56% (1) 

Average 
(mean) Ns of 

COG-UK 
passed 

682 815 111 895 911 1064 

Average SNPs 
of COG-UK 

passed 

8.19 8.17 10.2 18.8 18.9 20 
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3.4.4.3 Relatedness of samples sequenced using the different methods 

Maximum likelihood trees were constructed for all samples to investigate any differences 

in clustering between the same samples sequenced using the different methods. The 72 

consensus genomes that passed the COG-UK QC from the routine dataset and the 44 

passed genomes from the rapid response dataset were used. When the consensus 

genomes were placed on a phylogenetic tree (Figure 3.15A and B) for the routine set, all 

three methods had the same clustering pattern, except for three samples (EB1DB, EC741 

and EC644). This was due to the presence of Ns in the ARTIC LoCost sequences and 

ambiguous bases in CoronaHiT-Illumina sequences. In all 3 of these samples, ARTIC 

LoCost had substantially lower breadth of coverage (Figure 3.16).  
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Figure 3.15A - Maximum likelihood tree of samples that generated a consensus genome 

for the routine set [266] 
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Figure 3.15B - Maximum likelihood tree of samples that generated a consensus genome 

for the rapid response set [266] 
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Figure 3.16 – Breadth of coverage for the 3 samples with clustering discrepancies 

 

There were only two SNP discrepancies between consensus genomes generated using 

the different methods. One SNP difference in sample F04F8 between CoronaHiT-ONT 

and CoronaHiT-Illumina, with ARTIC LoCost showing an N and the other in sample 

F0A23, with CoronaHiT-ONT disagreeing with CoronaHiT-Illumina and ARTIC LoCost 

(Table 3.20). However, these SNP differences did not affect the classification of the 

samples (i.e. the closest sequence in the database was the same for all methods). The 

only other difference detect, which led to varying branch lengths, was related to 

ambiguous Illumina base calls i.e. a base that cannot reliably be called as an A, T, G or C 

is given a letter from The International Union of Pure and Applied Chemistry (IUPAC) 

code. The average number of SNPs between the SARS-CoV-2 reference genome 

(Genbank: MN908947.3) and the consensus genomes were similar for the two nanopore 

methods, 8.17 for ARTIC LoCost and 8.19 for CoronaHiT-ONT for the routine samples, 

and 18.9 and 18.8 respectively for the rapid response dataset. The average number of 

SNPs was higher for CoronaHiT-Illumina, 10.2 for the routine dataset and 20 for the rapid 

response dataset (Table 3.19). This was related to the ambiguous Illumina bases. 
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Table 3.20 – SNP discrepancies between the library preparation methods 

Sample  Sequencing method SNP 
difference 

Breadth of coverage 

 
F04F8 

ARTIC LoCost N 84.7% 
CoronaHiT ONT A 97.0% 
CoronaHiT Illumina G 99.8%  

 
F0A23 

ARTIC LoCost T 99.6% 
CoronaHiT ONT C 99.6% 
CoronaHiT Illumina T 99.8% 

 

Despite these small discrepancies which did not have an impact on lineage determination, 

we have shown that CoronaHiT is a powerful high throughput alternative to the ARTIC 

LoCost method, which produces higher quality genomes in low viral load samples. 

Our CoronaHiT method has been published in Genome Medicine on which I am a joint 

first co-author (Appendix 4). 

 
3.5. Epidemiology and local outbreak surveillance 

Throughout 2020 and early 2021, I was involved in the COG-UK consortium, aiding in the 

set-up of SARS-CoV-2 sequencing at the QIB, developing CoronaHiT for higher 

throughput sequencing and using a combination of ARTIC and CoronaHiT methods to 

sequence thousands of local and national SARS-CoV-2 samples. Local Norfolk and 

surrounding region samples – including samples from the ‘Rapid response’ dataset 

sequenced during the development of CoronaHiT by me – were analysed by QIB staff (led 

by Andrew Page) to study the local epidemiology [294]. 

Analysis revealed the transient nature of lineages, with some lineages being identified and 

going extinct in the region within a month and being replaced by others. While the main 

lineage in the region at the time B.1.1 (44.83% of cases) was the same as the main 

lineage in the UK (39.7% of cases), some other lineages were over- and under-
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represented in Norfolk relative to the rest of the UK. For example, B.1.11 was 10.7% of 

cases in Norfolk while it was only 2.0% in the rest of the UK (Figure 3.17). 

 

Figure 3.17 – Proportion of lineages in Norfolk versus the rest of the UK during the first 
wave of the pandemic 

 

In August 2020, an outbreak was detected in a food processing facility in Norfolk. More 

than 120 staff members tested positive for COVID-19 forcing the shutdown of the facility 

[295]. 35 of the positive samples were sequenced in the rapid response samples 

described previously the same day they were received, with results the next day (ARTIC-

ONT data was generated first, so this was used for the outbreak analysis). 27 of the 

samples generated lineages and were all shown to be B.1.1.15. Not only was B.1.1.15 

rare in the UK at the time with only 7 other samples identified the previous month, the 

other UK B.1.1.15 samples lacked 3 signature SNPs that samples from the food facility 

outbreak had. The other UK samples had two SNPs of their own that were absent in the 

outbreak set. With an evolutionary rate of 2 SNPs per month, all these data suggest that 

there was a common ancestor 1-2 months prior [294]. Analysing global data from GISAID, 

the ancestral B.1.1.15 lineage was only observed in Portugal in that timeframe, strongly 

suggesting an importation event from abroad. In contrast to the food processing facility 
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outbreak, analysis of a different dataset from a suspected hospital outbreak revealed that 

there were multiple co-occurring lineages from the samples sequenced, ruling out a single 

large hospital outbreak. Our data show the power of genomic epidemiology and has been 

published  

 

3.6. Additional collaborative studies 

As part of my PhD, my expertise in nanopore sequencing and SARS-CoV-2 led to small 

collaborations with other groups at QIB to aid in metagenomics and SARS-CoV-2 

detection projects. These studies were published and are very briefly detailed below. 

 

3.6.1 Metagenomics of the human gut microbiome  

Bacteria in the gut are capable of fulfilling functions that human guts themselves are not 

capable of, for example breaking down certain complex carbohydrates [296]. This 

symbiotic relationship is therefore important for human gut health. However, the impact of 

certain carbohydrates on the gut microbiome composition is not fully understood. Led by 

Fred Warren (Group Leader, QIB), research was undertaken to use metagenomics to 

profile model guts at different timepoints in response to 6 different types of carbohydrates. 

Both Illumina and nanopore PromethION sequencing were used (with PromethION 

sequencing performed by me) to enable hybrid metagenome assembled genomes 

(MAGs). This led to the assembly of 509 high-quality MAGs which showed enrichment of 

certain species with predicted carbohydrate degrading functions over time. This study also 

demonstrated the value of using long-read sequencing technology for MAGs. Even though 

the DNA was sheared (ranging from 1400-5200 bp) due to the extraction, use of nanopore 

to supplement Illumina data still led to higher N50s and fewer contigs. This work has been 

published as a preprint on BioRxiv [297] (Appendix 6) and has been accepted for 

publication in Communications Biology. 
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3.6.2 Detection of SARS-CoV-2 in stool 

SARS-CoV-2 can be detected in stool samples of patients who are or were recently 

infected, and viable SARS-CoV-2 has been isolated from this sample type [298]. This is a 

risk for patients receiving faecal microbiota transplantations (FMT), so a highly sensitive 

procedure is required for screening of SARS-CoV-2 from stool. During the pandemic, I 

tested and characterised the Centers for Disease Control and Prevention (CDC) RT-

qPCR assay at QIB using the Probe 1-Step Go No Rox (PCR Biosystems) and 

LightCycler 480 (Roche) for the detection of SARS-CoV-2. This was then used for 

detection in stool extracts in a study led by Arjan Narbad’s (Group Leader, QIB) team. 

With the combination of their optimised RNA extraction from stool and the RT-qPCR 

assay, the method was shown to have an LOD as low as 1 viral particle per mg of stool. 

This work has been published in BMC Microbiology [299] (Appendix 7). 
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4. Discussion 

4.1 Rapid clinical metagenomics 

LRTIs are a leading cause of morbidity and mortality globally. For appropriate treatment to 

be given, the cause of infection needs to be determined as soon as possible. Currently, 

most antimicrobials are prescribed empirically, which can lead to inappropriate use. This 

is associated with poor patient outcomes, increased healthcare costs, and can lead to the 

emergence of AMR [300]. In the US alone, 27 million people annually are prescribed 

antibiotics unnecessarily for respiratory issues [37].  

Microbiological culture is the current gold standard for identifying bacterial and fungal 

pathogens but can take 24-48 hours for results, with a further day required for 

antimicrobial susceptibility testing. Additionally, culture is insensitive, with no causative 

pathogen being reported in the majority of cases. This means that current culture methods 

are inadequate and need to be replaced or supplemented with better methods. Targeted 

molecular methods such as PCR panels are becoming more widely used as they can 

provide results faster, however, they are not comprehensive and miss unusual pathogens 

and can target only a few common resistance genes. CMg is a potential solution to these 

problems, providing rapid, comprehensive results. 

 

4.1.1 Faster CMg 

Our group previously developed a CMg method that could be applied to lower respiratory 

tract samples to determine the cause of LRTIs such as pneumonia. This method takes 

approximately 6-7 hours from sample to result, which is one of the fastest CMg methods 

published, with most methods taking over 7 to 20+ hours [78]. However, real-life 

processing factors and multiple samples can mean that the procedure can often take 

longer and therefore results may not be possible to obtain in the same working day. 

Additionally, the host depletion step is a manual 45-minute step which requires technical 

laboratory skills and training, which is a barrier to clinical implementation. To improve the 
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chances of implementation, the method needs to be simpler, with less room for human 

error, and faster, to be able to compete with other rapid molecular methods. We halved 

the sample-to-result time to 3.5 hours, as well as making it simpler, requiring less hands-

on time (Figure 4.1).  

 

Figure 4.1 - The CMg workflow before and after optimisation, with the time reductions 

shown. 
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We reduced the PCR from 150 minutes to 60 minutes by switching to a faster polymerase 

and using a higher concentration of polymerase. Secondly, we significantly simplified the 

human DNA depletion, combining the cell lysis and nuclease treatments into one 

simultaneous incubation (‘one pot’) and removing 9 out of 16 steps (Table 3.7). This 

reduced the depletion from 45 to 15 minutes. Additionally, we showed that there was no 

difference in the pathogen identification result after 30 minutes of sequencing in 37 clinical 

samples, meaning that sequencing time could be reduced from our default of 2 hours to 

30 minutes before a pathogen call is made (with further sequencing for more data being 

optional). We also demonstrated the potential of using lower throughput Flongle flowcells 

for CMg applications. Using Flongle allows samples to be rapidly tested as required, 

rather than being batched for cost effectiveness, which significantly impacts test 

turnaround time. These advances bring CMg a step closer to more routine clinical use. 

Identifying potential pathogens within hours will make diagnosis more reliable and guide 

early appropriate antimicrobial therapy.  

While the difference between 7 hours and 3.5 hours may not seem significant, antibiotics 

should be administered as soon as possible when pneumonia is suspected. In the case of 

HAP, NICE guidelines state that antibiotic treatment should be initiated within 4 hours of 

being diagnosed, and 1 hour for patients who meet high risk criteria or are suspected of 

having sepsis [30]. This is also the case for CAP patients who have been admitted to 

hospital or are diagnosed in the community [301]. This means that 7 hours would not meet 

these guidelines and empirical treatment would likely have to be initiated, whereas a 

method providing results in half that time would mean that treatment could be 

administered based on rapid CMg results. These turnaround times do not take into 

account the steps before and after the laboratory processing of samples, such as the 

ordering of tests, transportation of samples, and reporting. These steps can take as much 

as 96% of the total turnaround time [302]. Therefore, improvements to the laboratory 

workflow are not enough. However, another benefit of shortening and simplifying the CMg 

method is that it decreases the necessity for it to be performed in specialised central labs. 
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The faster and less manual the method, the more likely it can be automated and 

processed near patient. Bedside testing of samples would reduce pre- and post-

processing steps such as transport and reporting time. While this method is not 

automated yet, the simplification of the protocol and time-saving is a big step toward 

enabling this in the future. 

The call for rapid diagnostics focuses heavily on how easily tests can be performed and 

how fast results can be delivered. The 2014 UK government AMR review calls for tests 

(such as those that can detect bacteria in sputum and susceptibility to antibiotics) that 

take 1 hour or less [37]. The Longitude Prize, which is a contest for solving global health 

challenges, is awarding £8 million for an accurate affordable and easy-to-use point-of-care 

diagnostic AMR test that takes 1 hour or less [303]. CMg has the potential to be highly 

impactful, even more so if it can meet these requirements and be used at rapid point-of-

care. 

 

4.1.2 Host depletion 

Key to the new rapid turnaround is a simplified and fast one-pot host DNA depletion 

method which makes it possible to identify pathogens in respiratory samples with very 

little sequence data. Without a host depletion step, human DNA makes up the vast 

majority of sequencing reads (often >99%) from clinical samples [78]. To acquire enough 

microbial reads, sequencing time must be extended significantly, increasing test cost and 

turnaround time. Our group has previously shown that in 2 hours of sequencing, a 

depleted clinical respiratory sample produced over 40X coverage of the E. coli genome, 

whereas in the same time, its non-depleted control had less than 1X coverage [97]. This 

stark difference demonstrates why host depletion is essential to provide sufficient 

microbial reads in a short timeframe. Therefore, the question becomes which depletion 

method should be used. Many commercial host depletion/microbial enrichment kits exist 

on the market as described previously (Table 1.3). However, these can be expensive (~ 
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$10-$39 per sample) and take too long (30-160 minutes). A comparison of the main 

methods on tissue samples showed that the 3 differential cell lysis methods performed 

significantly better than the methylated host DNA capture method, with the QIAmp DNA 

Microbiome and HostZERO Microbial DNA kits performing the best. These kits increased 

the percentage of bacterial reads 10-fold, from 6.7% to 71% (QIAmp) and 79.9% 

(HostZERO) [304]. The cheapest and fastest commercial method is the HostZERO 

Microbial DNA Kit which takes 30 minutes and costs approx. $10 per sample. This kit has 

also performed well on other sample types such as skin and saliva, showing that bacterial 

reads were the majority of reads after host depletion [305]. However, a recent study by 

Chen et al. 2022 which used the method on sputum samples to detect pulmonary 

infections showed that in the 50 samples processed, on average, only 11.5% of reads 

(median 4.8%) were microbial, showing that the method was potentially not as effective in 

sputum [306].  

Our group previously developed an in-house host depletion method using saponin for 

human cell lysis, following by DNase treatment. While saponin has been well-described in 

the literature as being an efficient human cell lysis chemical [134], it is commonly used 

with nucleases such as DNase I. Key to our method’s success in sputum is the 

combination of a high concentration salt buffer and a salt-tolerant nuclease HL-SAN. 

Previous work within the group (not shown) demonstrated that the depletion is not as 

efficient with other nucleases or lower salt concentration buffers, meaning that the high 

salt is an important element of efficient depletion. This is because high salt induces 

release of DNA from chromatin structures [307], making DNA more available for rapid 

nuclease digestion. The complexity of sputum is also likely to be a reason why high salt 

helps. Use of saline is an established method for reducing viscosity of mucus in cystic 

fibrosis patients - it works by reducing ionic bonds within the mucus and dissociating DNA 

from mucoproteins [308]. Therefore, the use of high salt may aid in the homogenisation of 

sputum and making DNA more available for nuclease digestion by freeing it from the 

mucus. Given the importance of salt in sputum, this necessitates the use of a nuclease 
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that is highly tolerant to salt, otherwise repeated salt and wash treatments may be 

required before nuclease digestions. Commonly used nucleases such as DNase I lose 

activity at high salt concentrations. HL-SAN is specifically activated by salt and is tolerant 

to high concentrations, so is ideal for this application. This method was shown to be highly 

effective, with 87.3% of reads being bacterial on average after depletion (median 97.8%) 

[97]. In addition, the reagents used makes the method cheaper than existing commercial 

methods as the method costs approximately $5 with the most expensive constituent being 

the HL-SAN enzyme.  

The main downside was the turnaround time (45 minutes) and manual nature of the 

method. Additionally, it required know-how for robust performance, as incorrect pipetting 

at various stages can lead to loss of bacteria. We significantly simplified this method by 

combining the human cell lysis and nuclease treatment steps so that it could be performed 

simultaneously in the same incubation. The idea of a ‘one-pot’ method was novel and is 

the basis of a patent application titled “Method for digesting nucleic acid in a sample” 

(PCT/GB2020/052986 – on which I am an inventor). The method performs at least as well 

as the original method and takes 1/3 of the time (15 mins). In the 37 samples tested, on 

average 80.9% of reads were bacterial (median 98.8%). In some samples, only 10 of the 

>10,000 reads sequenced were human, showcasing the success of the depletion. 

Additionally, like the original method, 16S qPCR showed a <2 CT loss of bacteria. While 

limited data exists comparing the methods directly, there is evidence that the shorter and 

simpler method leads to less loss of bacteria, which would be expected as there are fewer 

centrifugation, vortexing, and pipetting steps that can lead to loss of bacterial biomass. 

We did observe some loss of S. pneumoniae, and out of the 6 culture positive S. 

pneumoniae samples, this loss led to one false negative result. This issue was reported 

previously [97]. S. pneumoniae is a fastidious species that has an unusual property of 

undergoing autolysis, particularly when it reaches the stationary phase of growth, 

mediated by autolysins which degrade the cell wall [309]. This effect could potentially be 

induced by reagents/conditions used during the host depletion method, however, does not 
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always seem to have the same impact, as we observed losses ranging from 2-100-fold. It 

is possible that the length of time between sample collection and processing, the nature of 

the sample and even strain of S. pneumoniae may be factors that contribute to this. 

Further experiments could be performed to determine whether a particular element of our 

depletion method is the cause (i.e. testing each component individually), to investigate 

potential ways of reducing the loss. 

 

4.1.3 PCR in CMg 

Library amplification in CMg is not used in all protocols, with some methods forgoing a 

PCR step e.g. Pendleton et al. 2017 [310]. Downsides of universal amplification include 

the addition of a time consuming step to the protocol, the higher risk of contamination, and 

the introduction of bias leading to over/under-estimation of abundance [311]. However, 

avoiding library amplification PCR leads to lower sensitivity and diagnostic calls being 

made on very few reads. This was the case in Pendleton et al. 2017 study, where 

organisms were reported based on as few as 6 reads [312]. For good quality nanopore 

sequencing runs, the DNA inputs that are required for PCR-free library preparation are not 

typically achievable from clinical samples. Nanopore ligation kits require at least 1000 ng 

of DNA for the library preparation and PCR-free rapid kits require 400 ng of DNA, whereas 

host-depleted clinical samples typically have <1 ng/µl of DNA. We regularly process 

samples with DNA that is not quantifiable by Qubit post depletion and extraction. Use of 

amplification in CMg methods is therefore best practice in our opinion [313].  

While PCR adds time to the protocol, the increase in the amount of sequencable DNA 

means that data is acquired faster during the sequencing, therefore, reducing turnaround 

time overall. Additionally, PCR bias may not be a large concern if the data is mainly used 

to diagnose (a qualitative result) rather than make inferences about the relative 

proportions of organisms in a community (e.g. for microbiome studies). However, there 

are corrective procedures that can also help ensure the results are accurate such as the 
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use of calibration controls, which can improve abundance prediction and even provide 

quantitative information (similar to cfu/mL estimates provided by semi-quantitative culture) 

[311]. Also keeping the number of cycles as low as possible can reduce bias introduced 

by PCR, as more cycles are associated with more bias [314]. We reduced the PCR time 

by switching to a faster polymerase and using a higher concentration of polymerase, and 

we were able to do this without having to increase the number of cycles. Using more 

cycles (35 instead of 25), added more time, more reads in the negative control and there 

was evidence that the proportions of E. coli and S. aureus diverged from those seen when 

using LongAmp Taq for 25 cycles. However, further experiments need to be performed 

with mock communities to characterise the effect of extra PCR cycles and if it is likely to 

impact the sensitivity for some organisms.  

The choice of polymerase is important, due to the different properties that can affect the 

time and results. The fidelity of the enzyme affects how regularly errors are introduced. 

Fidelity is not the biggest priority for this application, as even the highest polymerase error 

rates are not enough to impact classification of species or detection of resistance genes, 

and is only likely to cause issues if attempting to detect minor frequency SNPs [315], 

where nanopore sequencing errors supersede polymerase errors. Nevertheless, the new 

GXL polymerase has higher fidelity (1 error per 21,000 bp) compared to LongAmp Taq (1 

error per 7,000 bp). More importantly, GXL is significantly faster, capable of replicating 1 

kb of DNA in 10 seconds, compared to 1kb in 50 seconds for LongAmp Taq. Other factors 

that are important are sensitivity and tolerance to inhibitors. Clinical samples, particularly 

those that contain blood, can be particularly inhibitory to PCR due to the presence of 

substances such as haemoglobin which is a known inhibitor and can persist even after 

extraction [316]. Therefore, not all polymerases are appropriate for clinical extracts and 

should be tested to see how well they perform. We found GXL polymerase worked well in 

amplifying from clinical extracts and was compatible with transposase-adapted DNA from 

sputum samples (RPB004 library preparation kit). 
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4.1.4 Sequencing technology and flowcell 

The only sequencing technology on the market that can provide the rapid turnaround 

times required for infection diagnosis (within minutes/hours) is nanopore. This is largely 

what other groups also use for rapid CMg methods [95,313]. Sequencing time is the 

longest part of the procedure if other platforms such as Illumina are used, where runtimes 

exceed 16 hours. There are still benefits to CMg on these technologies as they can be 

used as a last resort method for aetiological investigation when other methods fail to 

determine a pathogen, however, it is not an adequate improvement on routine culture in 

terms of time. 

As described previously (Section 1.4.3), ONT currently produces 3 sequencing 

technologies for different throughput needs. The PromethION is the highest throughput 

option, generating in excess of 120 Gb of data from a single flowcell. Given that the 

RPB004 library kit is limited to 12 barcodes currently, this significantly exceeds the 

required yields per sample, and is not cost effective. While wash and reuse of nanopore 

flowcells is an option, this is best performed when different barcodes are used in 

subsequent runs as repeated use of the same barcodes could lead to carryover and false 

positive results. MinION flowcells typically generate 10-20 Gb of data. In our published 

method, we show that with 2 hours of sequencing of 6 samples on a MinION, we 

generated on average ~115 Mb per sample, or ~40,000 reads [97]. In a full run, it is 

possible to generate in excess of 2 Gb per sample, or 700,000 reads, however, this would 

take more than a day of sequencing. 

Flongle is the lowest throughput option provided by ONT with only 126 pores compared to 

a maximum of 2048 in MinION. The max yield is advertised as 1.8 Gb [317]. In our 

sequencing runs using Flongle, we averaged ~116 Mb in 2 hours, and for the full 

sequencing runs (letting the flowcell run for a full 24 hours), the maximum yield was 831 

Mb. This lower yield is likely to do with teething problems with the product that meant they 

were not very stable. This was later reported to partly be a problem with the stability of the 
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reagents due to plastic contamination from the storage containers [318], and this was 

partly fixed with the change to glass containers for reagents [319]. 

Flongle flowcells can be used to sequence a smaller number of samples. In high 

throughput central laboratories, this may not be needed as there will be a high volume of 

samples meaning that batching is unlikely to be a bottleneck in the process. However, 

Flongle could allow for sequencing in urgent and low throughput settings where it is 

advantageous to run single samples when needed (e.g. small ICUs, if the method was 

safe and automated) and allow for near patient testing. We demonstrate that Flongle can 

be used to sequence 1-3 samples and produce enough data to make a pathogen ID call 

within 30 minutes of sequencing, and we show that the proportion of reads do not change 

substantially after 30 minutes, however, the amount of data produced in this time is limited 

and depends on the number of samples per run. 

If two samples are sequenced on one flowcell for 30 minutes, the yield is 14 Mb per 

sample. Whereas if one sample is sequenced, the average yield is 24 Mb per sample after 

30 minutes. If a single sample is sequenced and the pathogen significantly dominates the 

sequencing such as in S2 in our study where 95.3% of reads were P. aeruginosa, this 

means an average 4X coverage of the P. aeruginosa genome in 30 minutes and 15X in 2 

hours. If two samples are sequenced, the data per sample are approximately halved. Due 

to uneven coverage of genomes, the higher the coverage, the more reliable the detection 

of present resistance genes. It has been estimated that approximately 7X depth may be 

sufficient for 99.9% coverage of a genome [109]. Additionally, if resistance detection is to 

include higher resolution analysis to determine alleles (e.g. for blaTEM genes) or to detect 

single point resistance mutations, e.g. in gyrA, this requires higher sequencing depths 

(potentially approx. 30x) [320]. This may therefore require longer sequencing run times 

than 2 hours. Another thing to consider is that the detected pathogen does not always 

dominate the sequencing; for example, the S. pneumoniae in sample S8 only makes up 

6.2% of reads, therefore significantly more data is required for good coverage of the 

genome. However, in our 37 samples, the average proportion of pathogen reads in the 
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data was 67.7% (median 74.4%), so most reported pathogens in our data dominate the 

microbial community present in the sample and hence dominate the sequencing data 

(once the human DNA is removed). Our data shows that Flongle can be used reliably for 

pathogen ID, even with multiple samples, but for reliable resistance detection, fewer 

samples may need to be run and for longer. Advances that improve the yield and improve 

the quality will make Flongle sequencing more viable for resistance detection. Assuming 

continued improvements, if the advertised yield of 1.8 Gb is met, it would be possible to 

sequence a pathogen such as E. coli (~4.5 Mb) with ~300X average coverage for the full 

run (24 hours), or ~50X in 4 hours (presuming the pathogen makes up ~70% of reads). 

Flongle is also cost effective. The cost of running 1-2 samples on a Flongle is comparable 

to running 6-12 samples on a MinION (Table 4.1). Flongle can therefore be used to run 

single samples, which is not feasible on a MinION. However, MinION can also be used for 

running single samples to high depths followed by nuclease wash and re-use of the same 

flowcell with different barcodes. This is a way of using MinION flowcells in a cost-effective 

way while avoiding batching. However, there is the added step of washing flowcells in 

between whereas Flongle flowcells can be used and discarded. Additionally, sequencing a 

single sample with Flongle flowcells has the advantage of avoiding any potential barcode 

crosstalk, which is clearly important in clinical settings. However, a negative control should 

be added so a single sample per flowcell isn’t practical when applying Flongle to 

diagnostic applications. 
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Table 4.1 – Cost of using Flongle versus using MinION for sequencing respiratory 

samples  

  Flongle MinION 

  

Cost per 
1 

sample 
(£) 

Cost per 
2 

samples 
(£) 

Cost per 
1 

sample 
(£) 

Cost per 
6 

samples 
(£) 

Cost per 
12 

samples 
(£) 

Host depletion 4 4 4 4 4 
Extraction (MagNA 
Pure LC) 6.6 6.6 6.6 6.6 6.6 

PCR (GXL) 4 4 4 4 4 
Library prep 18.5 18.5 18.5 18.5 18 
Flongle 75 37.5 - -  
MinION - - 500 83 42 

 Total 108 70 533 116 75 
 

 

4.1.5 Pathogen and resistance detection 

We detected the correct pathogen in 19 out of 21 of microbiology positive samples when 

we applied the optimised CMg method to respiratory samples. Two pathogens reported by 

culture were missed, one of which was an S. aureus that was not detected by our species-

specific qPCR. The negative qPCR suggests that the S. aureus wasn’t present in the 

sample, as the qPCR assay used is highly sensitive (LoD <10 cell equivalents) [280]. We 

perform the qPCR on a non-host depleted extract of the sample in case bacteria were lost 

in the host depletion. However, the possibility that the S. aureus was not efficiently 

extracted cannot be ruled out. If the CMg result is correct as confirmed by the qPCR, this 

would mean that the reported S. aureus is a false positive by routine microbiology. 

Misidentification of this organism is possible and in fact is a common reported issue with 

S. aureus in particular as other Staphylococci and yeasts can resemble S. aureus 

morphologically and in some chemical tests [321]. However, we did not observe any 

yeasts or Staphylococci in the CMg results. Alternatively, it could be a case of 

contamination, as clinical microbiology laboratories are environments with pathogen 

contamination observed on many instruments, surfaces, and on the lab coat cuffs of the 
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technicians [322,323]. Ideally, to resolve cases like these while evaluating CMg in the 

future, samples would be analysed using multiple methods, including independent 

cultures and multiplex PCR tests. 

The other organism not detected by CMg was a S. pneumoniae and that was detected by 

qPCR and therefore confirmed to be present. While S. pneumoniae reads were present in 

the CMg data, this was below the abundance threshold and was therefore classed as not 

detected. The reason for this false negative was related to the loss of S. pneumoniae 

during the host depletion step. This is a known issue that was discussed previously (in 

Section 4.1.3). However, this issue did not prevent the majority of S. pneumoniae positive 

samples being detected in the evaluation. From the 6 S. pneumoniae samples reported by 

routine microbiology, 5 were detected by our workflow. 

An additional complication with S. pneumoniae is that, along with H. influenzae, it is a 

common pathobiont, meaning that it can be part of the commensal flora colonising the 

respiratory airways, but can also become a pathogen [324,325]. S. pneumoniae is a 

common cause of CAP [326] and is therefore an important organism to detect and report. 

In routine microbiology, reporting of S. pneumoniae as a pathogen relies heavily on the 

clinical context and quality of the lower respiratory tract sample, i.e. evidence of upper 

respiratory contamination is called as NRF [327]. In previous analysis of the CMg 

workflow in a clinical trial (INHALE) [328], we observed pathobionts such as S. 

pneumoniae and H. influenzae at low levels in a number of sputum samples (and not in 

the negative controls) – likely low level contamination from the upper respiratory tract. 

Therefore, CMg requires a system of distinguishing NRF from pathogen (discussed more 

in Section 4.1.6). Additionally, we observed significant metagenomic misclassification 

between Streptococci species. This is because members of the Streptococcus genus are 

genetically very similar due to horizontal gene transfer and homologous recombination 

[329]. S. pneumoniae for example is known to receive a significant amount of genetic 

material from commensals such as S. mitis in a unidirectional manner [330]. This means 

that metagenomic analyses can struggle to correctly classify these sequences, 
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complicating detection of S. pneumoniae. We mitigate this in our analysis by elevating the 

abundance threshold used to identify it in a sample (described in section 4.1.6). 

There were 4 additional S. pneumoniae and 3 additional H. influenzae detections by CMg 

compared to culture – these were true positives that were not reported by culture, as 

confirmed by qPCR. There were 5 other organisms that routine microbiology did not 

detect, 1 of each of E. coli, K. pneumoniae, P. aeruginosa, S. marcescens and M. 

catarrhalis. These detections were all confirmed by species specific qPCR performed on 

the non-depleted extracts. Most of these organisms were present at low abundance in the 

CMg data and with high qPCR CT, therefore their clinical significance is questionable, 

however, there was at least one example (S31) where evidence pointed to K. pneumoniae 

dominating the sample; 87.8% of the microbial reads were K. pneumoniae and the qPCR 

for K. pneumoniae returned a CT of 22.2 (>105 genome equivalents in the PCR, therefore 

at least 106 cfu/mL). Cross-contamination or a processing mix-up on our behalf was ruled 

out as no other samples processed in the entire set were reported to have K. 

pneumoniae. It is likely that this organism was missed/not reported by routine 

microbiology. All these data point to CMg being more sensitive than routine microbiology. 

We also showed that the microbial community profile largely stayed the same over 

sequencing time and the pathogens called by the pipeline did not change in any of the 

samples after 30 minutes. Between 15 minutes and 30 minutes of sequencing, all but one 

pathogen ID call stayed the same. The one sample that changed was due to the low 

number of overall reads which meant that more data was required. While the host 

depletion worked well for this sample (ΔCT 13.24), the PCR did not work as this sample 

was a clear outlier in terms of sequencing reads (all samples had 2,000-11,000 reads 

after 30 minutes whereas this sample had 207 reads). The cause of this is likely the low 

biomass in the sample, with a post-depletion 16S CT of 27.64, the highest bacterial CT of 

any of the positive samples. This is close to the LOD of the method, therefore more time 

was required to get sufficient reads to identify the pathogen. This sample highlights the 

importance of an internal control to differentiate negative vs failed samples. A standard 
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quantity of internal control spiked at the beginning and known to produce reads in the 

absence of other bacteria would indicate whether a sample failed or performed sub-par. 

Internal controls such as DNA/RNA bacteriophages have been shown to be good process 

controls [106]. However, they were spiked into samples post-beadbeating, meaning that 

steps prior to this were not controlled for. An ideal process control would be introduced at 

the very start of the protocol (for example, in our case would be introduced prior to the 

host depletion). 

In terms of resistance, we were limited by the largely susceptible nature of the organisms 

detected in the clinical samples. This is not surprising as the East of England has 

relatively lower incidence of resistant bacteria of concern such as MRSA [331] and 

Carbapenemase-producing Enterobacteriaceae (CPEs) [332]. We did however show that 

we were capable of detecting some genes that explain phenotypic resistance, however, 

some of these detections would be assumed from the pathogen ID itself (i.e. intrinsic 

resistance). In S27 and S29, we detect blaZ which explains penicillin resistance in both S. 

aureus, though the vast majority of S. aureus are assumed to be resistant to penicillin 

anyway [333]. In S27, we also detect erm(T) which can cause macrolide resistance (the S. 

aureus was phenotypically resistant to Erythromycin and Clindamycin) [334] but this gene 

has not been widely reported in S. aureus. We also detect blaBRO in S18 for M. catarrhalis 

which explains the ampicillin resistance in this organism, however, most M. catarrhalis 

strains produce β-lactamase, so this would also be assumed [335]. This shows that there 

is value to detecting pathogen ID itself, as inherent resistance and local epidemiology can 

guide treatment based on the organism.  

The other two highly resistant organisms are the P. aeruginosa in S2 and E. cloacae 

complex in S12 which are both likely to be caused by mutations (e.g AmpC derepression 

in E. cloacae complex). Currently our analysis pipeline does not detect mutational 

resistance and it may be highly challenging to do so with metagenomic data. The future in 

complex resistance detection may be to use genomic and transcriptomic data with 

machine learning to predict resistance as Khaledi et al. 2020 demonstrated [118] or to 
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predict resistance based on rapid lineage calling as described by Brinda et al. (2020) 

[120]. Since sequence variations within genes is also an important factor, higher coverage 

of genomes may be needed to make more accurate predictions.  

 

4.1.6 Analysis pipeline 

The choice of taxonomic classification tool used in the CLIMATE pipeline was made 

based on the literature. In Charalampous et al.,(2019) [97], bioinformatic analysis was 

performed using the EPI2ME Antimicrobial Resistance pipeline (ONT, v.2.59.1896509), 

which uses the Centrifuge tool for taxonomic classification. However, this pipeline is 

unreliable and non-customisable. We made our own pipeline that takes unprocessed fastq 

reads and outputs the taxonomic profile and resistance genes. We chose Kraken 2 as it is 

one of the fastest classifiers with the minimum amount of memory required. Compared to 

Centrifuge, Kraken 2 has been shown to perform better for classification precision and 

recall, accuracy of abundance profile estimation, and false positive classifications [185]. 

While Centrifuge can give multiple assignments per read, Kraken 2 gives each read one 

taxonomic assignment. Bracken is then used for more accurate abundance estimation, 

using a probabilistic approach rather than just using proportions of reads. Specifically, it 

uses a Bayesian algorithm to integrate reads Kraken 2 classified at higher taxonomic 

levels into the desired taxonomic level (genus or species). Most classifier tools including 

Kraken 2 perform well when taxa are genetically distinct but are poor at distinguishing 

below the species level, so choice of tools are limited in this sense. 

A major issue with most classifiers is that they report low abundance false positives. This 

is particularly an issue when there is host DNA reads present, as these human reads can 

be misclassified as microbial due to missing reference sequence [185]. In our pipeline, 

aside from depleting human DNA, human reads are filtered prior to being classified, as 

other groups also do [106,107]. This, combined with abundance thresholds (which Is also 
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common practice), meant that we did not observe any false positives (additional 

detections were all confirmed by qPCR). 

We applied an elevated abundance threshold for pathobionts that are typically found in 

the upper respiratory tract, raising the threshold from 1% of classified reads to 5% of 

classified reads. This helps differentiate colonisation from infection, reporting S. 

pneumoniae only in samples where dominates the microbial community, for example in 

Sample S17, where S. pneumoniae was 62.3% of the reads, but removes low level 

bioinformatic and upper respiratory tract contaminants. However, choosing a set positivity 

threshold is not ideal, as relative abundance is likely to overlap between organisms that 

are commensal versus pathogenic (or about to become pathogenic). This challenge of 

distinguishing colonisation from disease has long been an issue in routine microbiology, 

with no clear answer on the best approach to solve the problem [327]. The rich data 

provided by CMg may allow machine learning techniques to be applied to detect potential 

patterns and associations [336]. Meta-transcriptomic data can in particular be helpful here, 

as it has been shown that S. pneumoniae infection and colonisation leads to different host 

and bacterial gene expression profiles [337]. 

Other bespoke metagenomic pipelines also exist such as SURPI+, which has graphical 

interface tools to make the results easier to interpret [106]. SURPI+ also has a pathogen 

detection threshold which is based on the ratio of sample reads per million (RPM) to no 

template control RPM. This ratio has to be equal to or above 10 for a pathogen to be 

considered as ‘detected’. While we included negative controls in all runs, we did not 

observe any pathogen reads in them and therefore did not need to include them in the 

analysis. If pathogen reads were detected in the negative control, detection of that 

pathogen in a sample would be invalid. 
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4.1.7 CMg versus multiplex PCR panels 

Alternative diagnostic solutions already exist to fix the problem of slow turnaround time of 

culture, therefore CMg must offer benefits over these methods to be adopted. One of the 

main advances in rapid diagnostics has been sample-in answer-out multiplex PCR 

machines. These machines utilise single-use cartridges to process clinical samples 

directly by extracting DNA/RNA and performing multiplex PCR and detection all in one 

machine. Examples include the ePlex System (Roche), Unyvero (Curetis) and Biofire 

FilmArray (Biomérieux). ePlex offers a respiratory panel that is aimed at URTI (taking 

nasopharyngeal swabs and targeting mainly viruses), but do not have an LRTI/pneumonia 

panel, whereas Unyvero and FilmArray have panels for pneumonia. One of the main 

benefits of these machines is that they can be very fast. The Unyvero device takes 4-5 

hours from sample to result [338] and the FilmArray takes 1 hour [55]. This puts the rapid 

CMg workflow, which takes 3.5 hours in a similar ballpark to these devices, faster than the 

Unyvero but slower than the FilmArray. All of these methods are a significant 

improvement on routine microbiology which takes at least 1 day, and more often longer 

(median time to result for culture in the INHALE multicentre HAP/VAP trial was 72 hours 

[43]). The market leading multiplex panel for pneumonia is the BioFire Filmarray 

Pneumonia Plus Panel which has some advantages and disadvantages compared to our 

rapid CMg method (Table 4.2). 
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Table 4.2 – Comparison of BioFire FilmArray to the rapid CMg pipeline. Sensitivity and 

specificity for BioFire are those reported by the manufacturer and for the rapid CMg from 

our internal evaluation of 37 samples with qPCR confirmation. The cost of FilmArray 

Pneumonia Panel is estimated from a different panel from the same manufacturer. 

Biofire FilmArray 
Pneumonia Panel 

 Rapid CMg pipeline 

1 hour Total time to result 3.5 hours 
2 minutes Hands-on-time 70 minutes 

£177 Cost-per-test £108 
96.3% Sensitivity 96.6% 
97.2% Specificity 100% 

33 Number of targets Not limited 
Low Complexity of procedure High 
No Genomic epidemiology Yes 
No Comprehensive AMR 

detection 
Yes 

No Comprehensive pathogen 
detection 

Yes 

 

Multiplex Panel PCRs are also very sensitive with good LODs depending on the assay 

[339]. UKHSA recommends a sputum processing method that would only lead to visible 

growth at 106 CFU/mL which means that Multiplex Panel PCR and CMg methods can both 

easily match this. We have previously shown that with CMg, we can achieve LODs of 103-

104 CFU/mL depending on the level of background [97]. However, in some cases 

(depending on varying diagnostic laboratory procedures), lower CFU/mL may be reported. 

Additionally, different culture procedures are undertaken depending on clinical context, for 

example samples from immunocompromised patients are cultured undiluted, which can 

lead to a significantly lower numbers of organisms being detected by culture. Multiplex 

PCR methods can potentially achieve these LODs, however, BioFire has a deliberate 

lower cut-off at 5 x 103 CFU/mL and will not report detections below this level.  

While the speed and sensitivity of multiplex PCR tests may be difficult to beat, a major 

advantage of CMg over these tests is the comprehensiveness and capacity to detect 

more. The BioFire panel has 33 targets, of which 7 are resistance genes. Whereas CMg 

can in theory detect any resistance gene from a chosen or custom database. Virulence 
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factors (which contribute to pathogenecity) can also be detected, as there is no limit to the 

number of genes included in the analysis [340]. Additionally, the sequencing data can be 

used to perform genomic surveillance and for example, identify outbreaks in hospitals in 

near real-time. This was demonstrated by Charalampous et al. 2021, where a K. 

pneumoniae outbreak involving 4 patients was quickly identified using MLST from the 

sequence data [115]. Ideally in the future, if CMg becomes routinely implemented, public 

health agencies will be able to monitor the evolution of resistance in real-time on a 

regional or national basis and identify outbreaks early. This could be used as an early 

warning system to change antibiotic prescribing guidelines and prevent further resistance 

development and transmission. CMg, unlike targeted PCR, also has the capacity to detect 

new and unusual pathogens. The SARS-CoV-2 genome was first sequenced using 

metagenomics [217]. If CMg was routinely used, new and unusual sequence signatures 

could be flagged and acted upon (with an appropriate analysis pipeline in place).  

 

4.1.8 Viral metagenomics 

Our method was designed for the detection of bacteria and is also capable of detecting 

fungi, however, this is insufficient for some respiratory diseases, such as CAP.  Viruses 

are a common cause of CAP, especially in children [341]. While bacteria are the principal 

cause of HAP/VAP, viruses such as influenza, respiratory syncytial virus and human 

metapneumovirus can all cause hospital acquired respiratory infections [22]. More 

recently, SARS-CoV-2 is also shown to cause pneumonia [342]. Our current CMg method 

is not capable of detecting most viruses. This is mainly because many viral respiratory 

pathogens contain RNA (such as all the ones listed earlier) and our protocol does not 

have an RT step. Additionally, our host depletion is likely to lose a significant amount of 

virus, as it involves pelleting bacteria/fungi and discarding the supernatant. We have 

previously attempted this method without centrifuging and washing the bacterial pellet, 

however this led to significantly less efficient human depletion. This means that a viral arm 
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most likely needs to be introduced as a separate but parallel workflow, combining the 

cDNA and DNA from viral and bacterial arms together before sequencing.  

Viral CMg methods tend to focus on RNA viruses, as these make up most human 

pathogens [95,111,343], but some split the processing in two arms so that RNA and DNA 

can be detected [106]. This is because the sample preparation process for RNA viruses 

usually includes the removal of DNA (human, and bacterial) with a DNase treatment post-

extraction. If DNA viruses were included in the same reaction, they would be degraded, 

therefore, they are processed separately. This would not be ideal in our case, as it would 

mean the addition of a third arm to the protocol. And focusing on just RNA viruses would 

also not be optimal, as there are DNA viruses such as adenovirus that can cause human 

disease, (however, the process of RNA metagenomics may help capture mRNAs of 

actively replicating DNA viruses [344]).  

The principle behind the method we devised is that a sample would be fractioned into a 

bacterial/fungal layer (the pellet) and the viral layer (the supernatant), which would capture 

both RNA and DNA viruses without having to treat them separately – with no DNase step 

after extraction. While the introduction of a reverse transcriptase and 2nd strand synthesis 

step was shown to successfully convert RNA into sequencable cDNA in principle, human 

reads dominated the sequencing. Attempts to treat the supernatant with a nuclease pre-

extraction while viruses were still intact failed and did not give sufficient reduction of 

human DNA. This could be because the small extracellular vesicles containing DNA/RNA 

remain in the supernatant; presence of so called exosomes have been characterised In 

biological fluids such as blood and respiratory samples [345,346]. These structures could 

protect human DNA and RNA from digestion. However, we have demonstrated that using 

saponin should not be used to release this DNA because it can disrupt virus envelopes 

and lead to loss of virus – this is expected as viral envelopes taken directly from host 

membranes during maturation of the virus, having the same lipids as the host cell [347]. 

Other host DNA depletion methods need to be investigated that do not lead to loss of 

virus. One potential method may be to use beadbeating to lyse ‘soft’ host tissue, using 
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specific beads that leave viruses intact – this was used by Oechslin. et al. (2018), and 

they demonstrated viruses were not lost, however, the depletion not perform as well in 

clinical samples [146]. Truly agnostic viral metagenomics is challenging, so perhaps the 

best option may be a semi-targeted approach where some viruses are enriched with 

spiked primers, such as the method described in Deng et al. 2020 [130]. This increases 

the sensitivity for select viruses, while still allowing non-targeted viruses to still be 

detected (albeit less sensitively).  

These challenges in viral metagenomic sequencing mean that targeted approaches are 

still required, particularly when reliable sequencing of whole genomes is required from 

clinical samples (for genomic epidemiology purposes).  

 

4.2 Development of a high-throughput sequencing method for SARS-CoV-2 

4.2.1 Genomic epidemiology of SARS-CoV-2 

The COVID-19 pandemic has led to the rapid expansion of viral genomic sequencing 

globally and has changed how we perform epidemiology. While the value of viral genomic 

epidemiology was becoming increasingly clear with outbreaks such as the 2013-2016 

Western African Ebola epidemic and 2015-2016 Zika virus outbreak [219], there was 

initially scepticism that widescale sequencing of SARS-CoV-2 would be useful, and the 

creation of COG-UK was met with doubt [348]. This is because SARS-CoV-2 has a 

relatively modest mutation rate (2 substitutions per month), and the usefulness of genomic 

epidemiology depends on the mutation and transmission rates of the pathogen, since if 

enough genetic variation is not generated, it is not possible to determine outbreaks [348]. 

However, throughout the pandemic, it became clear just how useful genomic 

epidemiology of SARS-CoV-2 was despite the relatively slow mutation rate. Genomic 

epidemiology of SARS-CoV-2 has been used to: 
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• Investigate transmission dynamics in hard hit regions [349], and in close 

communities such as universities [350] to determine how the virus spreads and 

how to limit its spread 

• Identify importation events of lineages into countries [255]  

• Assess the impact of quarantine measures on the importation and transmission of 

the virus [351] 

• Characterise new lineages [254] or specific mutations [253] to determine their 

transmissibility 

• Investigate the effectiveness of vaccines in preventing transmission [352] 

• Investigate suspected outbreaks [294,353] in work and care settings  

The relatively slower mutation rate does mean that there is a limit, as exact reconstruction 

of transmission chains between close contacts is not always possible [354], at least from 

consensus genomes (it may be possible using within-host diversity). But the overall 

impact of SARS-CoV-2 genomic epidemiology has been very clear. 

At time of writing (July 2022), GISAID has over 12,500,000 SARS-CoV-2 genomes in the 

database submitted from over 200 countries [355]. 5,300,000 of these alone are of the 

Omicron variant which was only reported in November 2021 [356]. One of the reasons for 

the significant expansion of genomic epidemiology has been due to advances in 

sequencing technologies and the development of rapid and portable technologies such as 

the MinION and Flongle (ONT). We can now produce data in real-time, bringing 

sequencing to the outbreaks rather than sending samples to reference laboratories. 

Additionally, due to the low cost and small footprint of devices such as the MinION, as well 

as the lack of requirement for maintenance contracts, sequencing has become 

significantly more accessible and is deployed much more easily in developing countries. 

Technologies such as Illumina, however, are still important, as these devices can provide 

the very high throughput capacity required during outbreak peaks and in central 

laboratories. This is why we sought to develop a flexible library preparation method for 
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sequencing SARS-CoV-2 that was platform agnostic and could be used depending on 

throughput requirement. 

 

4.2.2 SARS-CoV-2 sequencing and CoronaHiT 

In early 2020, the ARTIC tiling PCR method was developed by John Quick (University of 

Birmingham) for sequencing of SARS-CoV-2 genomes on a MinION and was widely 

adopted across the world. At the beginning of the pandemic, this method was very low 

throughput and inflexible. It used ligation-based addition of barcodes and adapter which 

meant that it was limited by ONT’s native barcode kits, allowing a maximum of 24 samples 

to be sequenced at once. Additionally, in our experience, sequencing anything less than 

~10 samples was unreliable, as there was a risk of generating insufficient library for a 

good sequencing run. This meant that there was a small range of 10 to 24 samples that 

could be processed per flowcell. 

To improve flexibility, in response to constantly changing requirements during the 

pandemic, we developed CoronaHiT, for high throughput and cost-effective sequencing of 

SARS-CoV-2. Over the course of the pandemic, optimisations of other methods meant 

that throughput increased for other methods too. However, our method still has some 

important benefits. Firstly, it provides more even coverage between samples, resulting in 

a more samples passing QC. The ARTIC method fails more often with lower viral load 

samples because coverage is less even, and some samples drop below the threshold QC. 

The reduced variability between samples for CoronaHiT could be related to the 

transposase step, which limits the quantity of DNA that is tagged (and therefore no 

sample dominates) or due to the 14 additional cycles of PCR during barcoding, which 

likely improves the LOD of the method.  

Secondly, CoronaHiT is designed to be adaptable for nanopore or Illumina sequencing, 

whereby it is possible to change between nanopore and Illumina barcodes depending on 

available technology and throughput need. With the use of asymmetric barcode primers 
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for Illumina, it is possible to sequence sample at very high throughputs. At QIB, we have 

sequenced over a thousand SARS-CoV-2 genomes on a single Illumina NextSeq High 

Output run (data not shown). The CoronaHiT-Illumina library preparation method is also 

cheaper and more streamlined than standard Illumina library preparations. This is 

because there is no sample washing or quantification before pooling, the absence of stop 

solution, and no bead clean-up after the tagmentation and barcoding of PCR products. 

Tiling PCR approaches are prone to significant genome coverage variation due to variable 

primer efficiency in multiplex reactions. Some amplicons can have much higher coverage 

than adjacent amplicons. In the case of the 400 bp amplicon tiling scheme (ARTIC), an 

average coverage of 1000X is required across the genome to obtain at least 20X 

coverage of regions where primers are less efficient. It is possible to achieve an average 

of >1000X SARS-CoV-2 genome coverage in approximately 20 minutes per sample with 

CoronaHiT on a MinION. With a full set of 95 samples, this takes 30 hours. While the 

CoronaHiT-ONT runs described here are very consistent, sequencing yield depends on 

flowcell quality. At least 100 Mb of sequencing data per sample is required for > 1000X 

coverage/sample (average across flowcell) using CoronaHiT-ONT. 

A limitation of CoronaHiT-ONT is that while it is possible to sequence up to 95 samples on 

a single MinION flowcell (plus a negative control), this is highly dependent on the quality 

of the library and the flowcell itself. The quality of the flowcell is out of the user’s control 

and is due to the biological nature of the pores. MinION flowcells have a minimum 

warranty of 800 active pores, however, higher pore numbers are required to reliably 

sequence 95 samples. Pore number directly correlates with the yield, as each pore has a 

finite life. However, this limitation also applies to ARTIC sequencing which also uses 

nanopore.  

We showed that all methods are unreliable when sequencing higher RT-qPCR CTs  

(above 32, approximately 100 viral genome copies); however, CoronaHiT produces fewer 

Ns in these samples compared to ARTIC LoCost, likely due to the more even coverage 

between samples as mentioned earlier. While more samples pass both QC measures with 
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CoronaHiT compared to ARTIC LoCost, primer dropout regions can be more pronounced. 

The cause of this is unknown, however, since the same ARTIC PCR products were used 

for all methods, it means that it occurs in the library preparation post ARTIC PCR, 

potentially relating to the shorter size of CoronaHiT reads (caused by tagmentation of 

PCR products). Reducing ARTIC PCR annealing temperature from 65 °C to 63 °C may 

help improve coverage in these difficult regions according to report [269]. Nevertheless, 

data produced from CoronaHiT is sufficient to provide accurate consensus genomes that 

result in the same lineages being called as ARTIC LoCost. Therefore, we have 

demonstrated that it is possible to multiplex 95 samples using CoronaHiT on a single 

flowcell and still achieve the correct result. If the ARTIC PCR step is optimised to balance 

the amplicons, less overall coverage may be required, and more samples can be 

multiplexed using all methods. 

The cost for CoronaHiT-ONT was £8.46 per sample when sequencing 95 samples on a 

MinION flowcell, slightly cheaper but similar to ARTIC LoCost sequencing which costs 

£9.75 per sample [266]. It is possible to achieve even cheaper per samples costs with 

Illumina. For example, if 384 samples are sequenced on an Illumina NextSeq Mid output 

run with CoronaHiT, the per sample cost is £6.22. Significant cost savings are made the 

more samples are sequenced using CoronaHiT-Illumina.  

Since the development and publication of the method, there have been other advances to 

SARS-CoV-2 genome sequencing. There are now alternative tiling PCR methods such as 

the Midnight method developed by Freed et al. [270]. These methods use longer 1200 bp 

amplicons which are more suitable for use with transposase library preparation methods 

like the Rapid Barcoding Kit (RBK110.96, ONT). The benefit of this is that with fewer 

amplicons, you get more even coverage and fewer primer pairs to optimise for even 

coverage. This method was originally limited by 12 rapid barcodes, however there are 

now 96 Rapid Barcodes. ONT has adopted the “Midnight” method of sequencing SARS-

CoV-2. This method is faster than both the ARTIC method and CoronaHiT as there are no 

lengthy ligation and barcode PCR steps (barcode addition takes 5 minutes using rapid 
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chemistry). A downside of longer amplicons is that they are less efficient at amplifying low 

quantity and degraded RNA. Using shorter amplicons schemes like ARTIC may be more 

beneficial in high CT samples and in applications like wastewater SARS-CoV-2 

sequencing [357].  

As far as we are aware, the CoronaHiT method, particularly when used with high output 

Illumina runs, is still one of the cheapest methods for sequencing SARS-CoV-2 genomes. 

It has been used to sequence over 90,000 samples at the QIB, which included local 

samples [294], national surveillance samples (for the REACT-1 study), and international 

samples from Lebanon, Pakistan and Zimbabwe [358]. It has also been adopted by other 

laboratories in the COG-UK consortium, having a big impact on SARS-CoV-2 

epidemiological research. 

 

4.3 Conclusions 

The field of CMg is advancing rapidly. CMg methods have become very accurate for 

detecting and characterising pathogens with rapid same day results. In this work, we 

demonstrate a cost-effective CMg workflow that has a 3.5 hour turnaround time and a 

rapid simple to use Galaxy bioinformatic pipeline. Turnaround time is significantly faster 

than routine microbiology and in the same ballpark as targeted PCR-based approaches, 

which will allow clinicians to modify antimicrobial therapy before a second dose of empiric 

therapy is administered (within 8 hours). In fact, our collaborators at St Thomas’ Hospital 

in London (Prof Jonathan Edgeworth) have implemented a version of our CMg method 

and find that clinicians are willing to wait for the results before prescribing antimicrobials, 

avoiding empiric therapy altogether. At ~£108 per sample, if sequencing one sample, or 

~£70 if sequencing two samples, on a Flongle, the cost of metagenomic sequencing using 

this method is cheaper than commercial multiplex PCR panel tests, while providing more 

comprehensive results (with the ability to detect a wider range of organisms and 

resistance genes and use the data for genomic epidemiology and infection control). 
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However, for widespread adoption, processing will need to be automated and the results 

will need to be presented in easy-to-interpret clinician facing reports. Resistance detection 

is still a major challenge, with increases in yield and better analysis needed to improve 

AMR prediction. Use of transcriptomics and machine learning can help in this area. Where 

CMg isn’t suitable, targeted and WGS methods can be used as alternatives. We 

demonstrated the significant value of a cheap, high-throughput library preparation method 

that we developed for sequencing SARS-CoV-2 genomes at the height of the pandemic 

which was used to sequence hundreds of thousands of genomes for surveillance at QIB 

and in other institutes. The rise of rapid, simple, and cheap sequencing for clinical 

infectious diseases applications will be used for diagnostic and public health applications 

in the future to improve patient outcomes and antimicrobial stewardship, and to control 

outbreaks. 

 

4.4 Future work 

• Further simplification and automation of the CMg workflow with the ultimate aim of 

a sample-in answer-out solution which can be used near patient with minimal 

hands on time 

• Inclusion of an appropriate internal/calibration control to be able to detect process 

failures and to provide quantitative or semi-quantitative results 

• Integration of viral metagenomics for wider application of the method  

• Investigate and optimise the host depletion to reduce the loss of some bacteria, for 

more reliable results. 

• Better analysis for resistance/susceptibility prediction, particularly the incorporation 

of chromosomal mutations for the ability to predict resistance in organisms like P. 

aeruginosa 

• Develop appropriate methods to better associate resistance genes with their host 

and differentiate commensals from pathogens 
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Appendix 1 

Trotter AJ, Aydin A, Strinden MJ, O’Grady J. Recent and emerging technologies for the 
rapid diagnosis of infection and antimicrobial resistance. Curr Opin Microbiol. 2019 Oct 
1;51:39–45 
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Charalampous T, Kay GL, Richardson H, Aydin A, Baldan R, Jeanes C, et al. Nanopore 
metagenomics enables rapid clinical diagnosis of bacterial lower respiratory infection. Nat 
Biotechnol. 2019 Jul;37(7):783–92 
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Appendix 3 

Patent application “Method for digesting nucleic acid in a sample” (PCT/GB2020/052986) 
Inventors: Justin O’Grady, Gemma Kay, Themoula Charalampous, Alp Aydin, Riccardo 
Scotti 
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high-throughput sequencing of SARS-CoV-2 genomes. Genome Med. 2021 Feb 
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sequencing of SARS-CoV-2 genomes from one region allows detailed epidemiology and 
enables local outbreak management. Microb Genomics. 2021 Jun;7(6) 
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carbohydrate structure with function in the human gut microbiome using hybrid 
metagenome assemblies [Internet]. bioRxiv; 2021 [cited 2022 Aug 16]. p. 
2021.05.11.441322. Available from: 
https://www.biorxiv.org/content/10.1101/2021.05.11.441322v2 
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Appendix 7 

Li T, Garcia-Gutierrez E, Yara DA, Scadden J, Davies J, Hutchins C, et al. An optimised 
protocol for detection of SARS-CoV-2 in stool. BMC Microbiol. 2021 Sep 6;21:242 
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Glossary 

AIDS   Acquired Immunodeficiency Syndrome 
AMR   Antimicrobial Resistance 
ARDB   Antibiotic Resistance Genes Database 
AST   Antibiotic Susceptibility Testing 
BAL   Bronchoalveolar Lavage 
BCRE   Bob Champion Research and Education 
BLAST   Basic Local Alignment Search Tool 
BLT   Bead Linked Transposase 
CAP   Community Acquired Pneumonia 
CARD   Comprehensive Antibiotic Resistance Database 
CDC  Centers for Disease Control and Prevention 

CDER   Center for Drug Evaluation and Research 
CFE   Centre for Excellence 
CFU   Colony Forming Units 
CLIMATE   Clinical Metagenomics and Antimicrobial resistance  
CLIMB   Cloud Infrastructure for Microbial Bioinformatics 
CLSI   Clinical and Laboratory Standard Institute 
CMg   Clinical Metagenomics 
Co-amoxiclav   Amoxicillin with Clavulanic acid 
Co-trimoxazole   Trimethoprim with Sulfamethoxazole 
COG-UK   COVID-19 Genomics UK Consortium 
CoronaHiT   Corona High Throughput 
COVID-19   Coronavirus Disease 2019 
CPE  Carbapenemase-producing Enterobacteriaceae 
CRISPR   Clustered Regularly Interspaced Short Palindromic Repeat 
CT   Cycle Threshold 
DDBJ   DNA Data Bank of Japan 
DTT   Dithiothreitol 
ENA   European Nucleotide Archive 
ERS  European Respiratory Society 
EU/EEA   European Union/European Economic Area 
EUCAST   European Committee On Antimicrobial Susceptibility 
FMT  Faecal microbiota transplantation 
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GISAID   Global Initiative on Sharing Influenza Data 
GUI   Graphical User Interface 
GXL   PrimeSTAR GXL Polymerase (Takara Bio) 
HAP   Hospital Acquired Pneumonia 
HCAP   Healthcare-Associated Pneumonia 
HIV   Human Immunodeficiency Virus 
HL-SAN   Heat Labile Salt Active Nuclease 
HSV   Herpes Simplex Virus 
ICU   Intensive Care Unit 
ITS   Internal Transcribed Spacer 
IUPAC   International Union of Pure and Applied Chemistry 
LAMP   Loop-mediated isothermal amplification 
LAT   LongAmp Taq Polymerase (New England Biolabs) 
LFT   Lateral Flow Tests 
LOD   Limit Of Detection 
LRTI   Lower Respiratory Tract Infection 
MDR   Multi-Drug Resistance 
MERS-CoV   Middle East Respiratory Syndrome Coronavirus 

MIC   Minimum Inhibitory Concentration 
MLST   Multi Locus Sequence Typing 
MNase   Micrococcal Nuclease 
mRNA   Messenger RNA 
MRSA   Methicillin Resistant Staphylococcus aureus 
MSSPE   Metagenomic Sequencing with Spiked Primer Enrichment 
NAAT   Nucleic Acid Amplification Test 
NGS   Next Generation Sequencing 
NICE   National Institute for Health and Care Excellence 
NNUH   Norfolk and Norwich University Hospital 
NPA   Nasopharyngeal Aspirates 
NPI  Non-Pharmaceutical Interventions 
NRF   Normal Respiratory Flora 
OECD   Organisation for Economic Co-operation and Development 
ONT   Oxford Nanopore Technologies 
PBS   Phosphate Buffered Saline 
PCR   Polymerase Chain Reaction 
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PLC   Phospholipase C 
PMA   Propidium Monoazide 
QC   Quality Control 
QIB   Quadram Institute Bioscience 
R&D   Research and Development 
RASE   Resistance-Associated Sequence Elements 
REACT  Real-time Assessment of Community Transmission 
RECOVERY   Randomised Evaluation of COVID-19 Therapy 
RGI   Resistance Gene Identifier 
RPB004   Rapid PCR Barcoding kit 
RPM   Rotations Per Minute 
RPM   Reads Per Million 
rRNA   Ribosomal RNA 
RSV   Respiratory Syncytial Virus 
RT   Reverse Transcriptase 
RT-qPCR   Reverse Transcription qPCR 
SAGE   Scientific Advisory Group for Emergencies 
SARS-CoV   Severe Acute Respiratory Syndrome Coronavirus 
SARS-CoV-2   Severe Acute Respiratory Syndrome Coronavirus 2 
SISPA   Sequence-Independent Single-Primer Amplification 
SMRT   Single Molecule 
SNP   Single Nucleotide Polymorphism 
ssRNA   Single-Stranded RNA 
SURPI  Sequence-based Ultrarapid Pathogen Identification 
TB   Tuberculosis 
UCL   University College London 
UKHSA   UK Health Security Agency 
URTI   Upper Respiratory Tract Infection 
UTI   Urinary Tract Infections 
UV   Ultraviolet 
VOC  Variants of Concern 
WGS   Whole Genome Sequencing 
WHO   World Health Organisation 
WIMP   What’s In My Pot 
ZOI   Zone of Inhibition 
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