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List of Abbreviations

AAD Absolute Average Deviation
ABC Artificial Bee Colony
ACO Ant Colony Optimization
AD   Anaerobic Digestion
AI  Artificial Intelligence
AM Attention Mechanism
ANFIS Adaptive Neuro Fuzzy Inference system
ANN Artificial Neural Network
ARIMA Autoregressive Integrated Moving Average
ASM2d Activated Sludge Model No. 2 with denitrification
BOD Biological Oxygen Demand
BSM1 Benchmark Simulation Model No.1
CI  Computational Intelligence
CNN Convolutional Neural Network
COD Chemical Oxygen Demand
CSTR Complete Stirred Tank Reactor
DBN Deep Belief Networks
DE Differential Evolution 
DNN Deep Neural Network
DO Dissolved Oxygen
DT  Decision Trees
EFAST Extended Fourier Amplitude Sensitivity Test
EQI  Effluent Quality Index
FCM Fuzzy C-means
FFA Firefly Optimization Algorithm
FL Fuzzy Logic
FO Forward Osmosis
FV Factorial Variance
GA Genetic Algorithm
GHG Greenhouse Gases
GP Genetic Programming
GRU Gated Recurrent Unit
GWP Global Warming Potential
GWO Grey Wolf Optimization
IA Index of agreement
IMF Intrinsic Mode Function
IQR Interquartile Ranging
KPLS-RVM Kernel Partial Least Squares with Relevance Vector Machine
LS-SVM Least Square Support Vector Machine
LSTM Long Short-Term Memory
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
MASE Mean Absolute Scaled Error
MB Methylene Blue
MBR Membrane Bioreactor
MCR Mass Content Ration
MG Malachite Green
ML Machine Learning
MLR Multi-Layer Regression
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MLVSS Mixed Liquor Volatile Suspended Solids
MLANN Multilayer Artificial Neural Network
MLP-PSO Multilayer Perceptron hybridized with Particle Swarm Optimization
MOSSO Multi Objective Shark Smell Optimization
MRE Mass Removal Efficiency  
MSE Mean Square Error
M5T M5 Tree
NMSE Normalized Mean Square Error
NSE Nash-Sutcliffe Error
OCI Operational Cost Index
OCRNN Over Complete Recurrent Neural Network
PBIAS Percent bias
PCA Principle Component Analysis 
PMOC Polar Mobile Organic Compounds
P-PO4 Phosphate Phosphorus
PSO Particle Swarm Optimization
QBPSA Quantum-Behaved Particle Swarm Algorithms
R Correlation coefficient
R2 Coefficient of Determination
RBFNN Radial Basis Function Neural Network
RF Random Forest
RMSE Root Mean Square Error
RO Reverse Osmosis
RSM Response Surface Methodology
R2 Coefficient of Determination
SBR Sequencing Batch Reactor
SC Subtractive Clustering
SCADA Supervisory Control and Data Acquisition
SI Scattering Index
SOM Self-Organizing Map
SVI Sludge Volume Index
SVM Support Vector Machine
SVR Support Vector Regression
TDS Total Dissolved Solids
THM Trihalomethane
TLBO Teaching Learning Based Optimization
TN Total Nitrogen
TP Total Phosphorus 
TSK Takagi–Sugeno–Kang
TSS Total Suspended Solids
VFA Volatile Fatty Acids
WWTP Wastewater Treatment Plant
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Abstract:

Increasing energy efficiency in wastewater treatment plants (WWTPs) is becoming more important. An 

emerging approach to addressing this issue is to exploit development in data science and modelling. 

Deployment of sensors to measure various parameters in WWTPs opens greater opportunities for exploiting 

the wealth of data. Artificial intelligence (AI) is emerging as a solution for automation and digitalization in 

the wastewater sector. This review aims to comprehensively investigate, summarize and analyze recent 

developments in AI methods applied to the modelling of WWTPs. The review shows that among the 

standalone models, Artificial Neural Networks (ANN) was the most popular model followed by, in 

descending order: Decision Trees (DT), Fuzzy Logic (FL), Genetic algorithm (GA) and Support Vector 

Machine (SVM). In the case of incomplete data, FL was the most frequently used method as it uses 

linguistic expert rules to find an approximation for the missing data. Regarding accuracy and precision, 

hybrid models demonstrated relatively better performance than the standalone ones. Among these models, 

the Machine Learning (ML)-metaheuristic, which integrates an AI model with a bioinspired optimization 

method, was the most preferred type as it was used in more than 45% of the hybrid models. Correlation 

coefficient (R), Correlation of Determination (R2) and Root Mean Square Error (RMSE) were the frequently 

used metrics for model performance evaluation. Finally, the review shows that despite recent developments, 

industrial deployment is still lacking. The industrial application requires close interaction of interested 

parties, among which research institutes, private sector and public sector play an inevitable role. The future 

research should focus on mitigating the barriers for more in-depth collaboration of interested parties and 

finding new paths for more cooperative and harmonized activity of them.

Key words: Artificial intelligence, Machine learning, Modeling, Optimization, Deep learning, Wastewater 
treatment.
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1. Introduction
Rapid urbanization, population growth, increasingly strict effluent quality requirements, and nearly-zero 

emission targets are several challenges facing the management of WWTPs. A total of 227 million cubic 

meters of municipal wastewater are generated annually which is expected to rise to 555 million cubic meters 

in 2030 (United Nations World Water Assessment Programme, 2017). Statistics has shown that only 42% 

of wastewater is properly managed and/or reused (United Nations World Water Assessment Programme, 

2017). A variety of factors are responsible for the inappropriate management of wastewater, of which, 

insufficient plant capacity and inadequate operation are the most important (Zhang et al., 2020). One 

solution to improve WWTP performance is to implement advanced process control strategies, which are 

based on data measured from the unit processes. Frequently this data is underutilized for a variety of reasons 

(Bishoff et al., 2021; Fan et al., 2021; Newhart et al., 2019; Pang et al., 2019; United Nations World Water 

Assessment Programme, 2017). Either due to the size and complexity of the data generated by WWTPs or 

the lack of in-house capability around data science, it is challenging for the authorities in WWTPs to collect, 

store and manage useful data.  Nevertheless, there has been a growing interest in the application of data 

science in modelling, operation and control of WWTPs, often straddling the fields of AI. 

Due to the complexity of WWTPs, and the need for perpetual operation, large-scale, multi-source data sets 

is inevitably generated. To understand, analyze and extract practical information from the generated data, 

expert knowledge of process engineering and data science are required. As shown in Fig. 1, although it has 

seen a high number of the AI models in WWTPs, there have been few reviews, in particular critical AI 

investigations of applications in simulation and optimization of WWTPs (Abdallah et al., 2020; Bhagat et 

al., 2020; Corominas et al., 2018; Dürrenmatt and Gujer, 2012; Newhart et al., 2019; Yetilmezsoy et al., 

2011; Zhao et al., 2020). In this regard, the purpose of this review is to critically evaluate and scrutinize the 

available literature on the application of data-driven techniques in WWTPs. Table 1 compares the present 

review with the available literatures in terms of the number of articles covered, application fields, period of 

study and scope of AI models. For instance, Bhagat et al. (2020) debated the pros and cons of various AI 

models in predicting the removal and concentration of heavy metals in wastewater. Abdallah et al. (2020) 
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discussed the application of AI in performance prediction of solid waste management. Zhao et al. (2020) 

provided a bibliometric analysis and systematic review of the application of AI in wastewater treatment. 

However, most of the reviews focused on the prediction models or task as a whole, and thus failed to 

investigate and categorize the underlying AI methods. In other words, none of them discussed the models 

in more details by scrutinizing, synthesizing, and classifying the forecasting methods employed. This is 

more noticeable in hybrid models, where the hybridization of different models with different concepts is 

categorized under the same title in majority of the reviews. The categorization is characterized by data 

incompleteness and uncertainty; temporal and spatial variability; domain features; and system boundaries, 

all of which mandates a new classification scheme.

The complexity of physical models used for simulation, optimization, and control of wastewater treatment, 

introduced the opportunity for parametric models for simulation and prediction of the modelled process. 

Additionally, the determination of a physical model of a process under study is very difficult, especially in 

the case of such complex processes as wastewater treatment, and the calibration of such a model requires 

the performance of quite laborious laboratory experiments to obtain appropriate data and requires time-

consuming calculations related to the identification of model parameters. In this regard, the analyzed 

articles deal with parametric models. and their purpose is primarily to test the usefulness and compare in 

terms of accuracy of various machine learning methods, including in particular artificial intelligence 

methods.

In this regard, the present review aims to find the answer for the following questions? (1) What is the state-

of-the-art in application of data-driven models in WWTPs? (2) what is the specific application of these 

models in process design, operation, and control? (3) what could be the perspectives on research direction? 

The present review not only provides a comprehensive and robust summary of the literature with detailed 

classification of the AI models, but also for WWTPs a critical assessment of the state-of-the-art in industrial 

application of data-driven prediction and classification techniques was presented. Moreover, a deeper look 

into the interaction between the research and industry was carried out to extract new highlights for future 
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research on more practical deployment of data-driven models in wastewater sector. We also examined the 

details of metaheuristic algorithms used in the data-driven models. We aim to cover this subject by 

providing the purpose, application field, pertinent variables as well as the details of the frequently used 

metaheuristic algorithms. 

[Table 1, here]

2. Methodology
2.1. Research questions

The main objective of this paper is to analyze, identify and present the state-of-the-art in data-driven models 

for WWTPs. The review will provide a direction for future research by identifying the gaps in the available 

literature. To do this, four specific research questions have been defined: (1) what are the various 

applications of data-driven models in WWTPs? (2) what are the data-driven models and algorithms used in 

wastewater applications? (3) how is the performance of various data-driven models compared to other 

methods? and (4) what are the strengths and limitations of data-driven techniques in field of wastewater 

treatment?

2.2. Search and selection criteria
This section describes how the available literature was searched and analyzed. The aim was to analyze a 

representative sample of publications quoting the use of forecasting models in WWTPs from 2000 up to 

2021. Only peer-reviewed scientific publications and theses in Google Scholar and Scopus databases were 

considered. A preliminary inclusion and exclusion criteria were applied to limit and filter the number of the 

retrieved articles. The inclusion criteria employed a series of mandatory keywords and strings for the 

acceptance of the retrieved articles (Staples and Niazi, 2008). This incorporated ‘‘Wastewater Treatment 

Plant” or “Wastewater” with the following strings: ‘‘artificial intelligence”, ‘‘machine learning”, ‘‘K 

means”, ‘‘Fuzzy modelling”, “GA”, “Decision Trees”, “Support Vector Machine” and ‘‘artificial neural 

networks”. The exclusion strings were ‘‘sewer systems”, ‘‘waste and sludge management”, “medical and 

hospital wastes”, “dental wastewater”, “municipal solid wastes” and “construction waste and debris”. 
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Screening of articles using the search strings, based on the relevance of title, abstract and keywords, 

returned 303 publications. These publications were thoroughly inspected, in which 22 duplicate studies 

under different titles, but similar content was further excluded. The content of the remaining 281 studies 

were qualitatively assessed and extracted for data synthesis.

3. Overview of review results

3.1. Review statistics

Fig. 1 represents the distribution of AI models in the reviewed studies. The popularity of single (individual) 

models was higher than the hybrid models as single models were considered in 62% of the reviewed studies. 

Among single models, ANN was the most popular model, with feedforward neural network, radial basis 

function neural network, Kohonen self-organizing neural network, recurrent neural network, convolutional 

neural network and long / short term memory as the most popular ones. Moreover, the possibility of easily 

modifying the architecture to find the optimum architecture is one of the main advantages of neural 

networks (Hwangbo et al., 2021; Aish et al., 2015; Almomani, 2020; Ayodele et al., 2021). In case of hybrid 

models, ML-ML models were the most frequently used as they contributed to about 52% of the reviewed 

studies. Following ML-ML models, ML-metaheuristic, metaheuristic-metaheuristic, ML-ML-

metaheuristic and ML-ML-ML models were detected in the hybrid models. Generally, hybridization is the 

combination of two distinct models, in parallel or series, to reach out a more precise model than the single 

models. The frequent pattern in the literature is the comparison of the modelling performance of the hybrid 

model with the underlying single models which was the case for 71% of the reviewed papers. 

[Figure 1, here] 

The annual trend of the AI models applied to WWTPs are represented in Fig. 2. The prevalence of ANN 

over other models is apparent throughout the reviewed studies. Following ANN, FL has been the most 
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preferred model among AI models. It worth noting that the GA is recently receiving increased attention due 

to its efficiency in finding the approximate solution for optimization and search problems.

 [Figure 2, here] 

Fig. 3 shows the frequency of data-driven models with different applications within WWTPs. ANN was 

the most commonly used prediction model in studies focusing on the removal of conventional (138 case 

studies) and typical pollutants (164 case studies). It was also the preferred model in energy consumption 

prediction in treatment plants by contributing to more than 41% of the reviewed studies (117 case studies).  

Greenhouse gases emissions such as nitrous oxide, methane and carbon dioxide from WWTPs is one of the 

hot topics in laboratory and applied research in the field of environmental science. Fig. 3 also highlights 

the fact that the emission of greenhouse gases has not been frequently studied (7%) by using data-driven 

modeling techniques and the focus of the research was mainly on pollutant removal (52%, conventional 

and typical) and energy consumption (17%). The remaining portion of the reviewed studies focused on 

control strategies (12%) and economic aspects (12%) of wastewater treatment plants. The latter category 

mainly considered the costs associated with energy consumption (73%), mainly predicting the cost and 

energy required for the aeration of the biological reactor (88%) and a small number of case studies 

predicting the energy required for operation of pumps (12%). Some case studies considered the economic 

aspects of different processes of wastewater treatment, such as primary sedimentation (Struk-Sokołowska 

et al., 2020), electro-coagulation (Zakeri et al., 2021), reactive (Wang et al., 2021) and extractive distillation 

(Su et al., 2020) and activated sludge tank (Revollar et al., 2018). The ability in implicitly detecting the 

nonlinear relations, availability of multiple training algorithms, more fault tolerance and most importantly 

the ability to work with incomplete data and missing data, are the reported features of ANNs. The 

conventional pollutant metrics include biochemical oxygen demand (BOD), total suspended solids (TSS), 

fecal coliform, pH, oil and grease (EPA, 2018). Other pollutants including priority and toxic pollutants are 

categorized as typical (nonconventional) pollutants. The greenhouse gases emissions are reported in the 

form of CO2-eq. 
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[Figure 3, here] 

WWTPs use a variety of process to treat and reuse different types of wastewaters. Generally, three distinct 

processes of WWTPs can be recognized in the reviewed studies: Biological, Chemical and Physical 

processes. The classification of the reviewed studies based on the type of the process involved in the 

prediction, is given in Table 2. The breakdown of the data is as follows: biological processes (49%), 

chemical (38%) and physical processes (12%). 

[Table 2, here]

ML and metaheuristic techniques have been used for better understanding of wastewater treatment 

processes. Both techniques can serve as practical tools for observation and analysis of data from the real 

time processes to provide operators with meaningful and predictive insights. A classification tree of 

different ML and metaheuristic techniques employed for modelling, optimization, and clustering of the 

wastewater treatment process is given in Fig. 4.

[Figure 4, here]

3.2. Single models

3.2.1. Artificial Neural Networks (ANN)

ANNs are effective in modelling processes with incomplete or uncertain data as well as capturing the 

nonlinearity. ANNs are designed to simulate the reactions of a biological nervous system when faced with 

real world tasks. Typically, neural networks consist of an input layer, hidden layers, and an output layer, 

each consisting of a number of nodes linked to every node in the subsequent layer by directed weighted 

edges (Fine, 2005). Different types of neural networks, have been extensively reviewed in the literature, 

among them feedforward neural networks trained by backpropagation algorithms are the most popular 

architecture (Golzar et al., 2020; Guo et al., 2015; Haghiri et al., 2018; Hamed et al., 2004; Han and Qiao, 
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2011; Hayder et al., 2014; Holubar et al., 2002; Kundu et al., 2013; Kusiak et al., 2013; Libotean et al., 

2009; López et al., 2017; Lu et al., 2019; Ma et al., 2011; Mamandipoor et al., 2020; Mandal et al., 2015; 

Messikh et al., 2015; Mjalli et al., 2007). The most frequently tested back propagation algorithms were 

Levenberg-Marquardt (74%), Quasie-Newton (16%), one-step secant scaled conjugate gradient (5%), 

gradient descent with momentum and adaptive learning rate (4%), gradient descent with adaptive learning 

rate (1%), batch training with weight and bias learning rules (5). The most efficient training algorithm was 

selected based on the lowest Mean Square Error (MSE) and highest R2 values. 

ANNs have been widely employed to model various WWTP processes due to their robustness, easy 

calibration, and ability to recognize the complex relationships between variables in multivariate systems. 

However, one of the drawbacks for ANNs, is the high level of complexity of the network which was 

frequently reported on literature (Majhi and Panda, 2011; Otchere et al., 2021; Chiu et al., 2017; Fu et al., 

2020). Moreover, ANNs are highly prone to overfitting. ANNs work with numerical data but translating 

information to numerical indicators isn’t always straightforward and directly influences the model 

performance, which is highly dependent on the expert knowledge. In addition, it is often difficult to find 

the optimal structure and weights for ANNs. The learning of the network is performed over the training 

data, which could be much different than the testing and validation data. This would reduce the 

generalization ability of the model when applied to unseen data or operational conditions of the system. 

Most ANN applications were conducted based on experimental data collected from full scale or lab scale 

treatment plants. The obtained data was often partitioned into three parts (training, validation, and testing) 

(77% of the reviewed studies) or two parts (training and testing) (23% of the reviewed studies). Purelin, 

Sigmoid and Tansig were the three frequently used transfer functions in the literature. While feedforward 

backpropagation was the most favorable network type, the three-layer network (input, hidden and output 

layer) was the most frequently mentioned typology in the reviewed studies. The performance of the model 

was evaluated by different metrics such as R (coefficient of correlation), R2 (Correlation of determination), 

RMSE (Root Mean Square Error), SSE (Sum of squared errors), Absolute Average Deviation (AAD%), 
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Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE), Factorial Variance (FV), Index of 

Agreement (IA), Nash-Sutcliffe Error (NSE) and Percent Bias (PBIAS). Among them R, R2, RMSE and 

MAPE were the most used statistical indicators as they together account to more than 78% of the reviewed 

studies. Much detailed information regarding the application, performance, input and response variables, 

typology, architecture, and data partitioning of the ANN models can be found on the Table S1 

(Supplementary Material).

3.2.2. Support vector machines (SVM)

SVM separates the hyperplane between data of two classes. The algorithm maximizes the margin between 

the optimum lines (support vector) generated from the data classification. SVM was employed in 22 

modelling studies for different purposes. Fang et al. (2019) used a multi-kernel SVM based multi-feature 

fusion algorithm to predict the membrane permeation in a treatment plant.

The limitations of using single kernel function were avoided by using a multi-kernel function. In addition, 

the use of multi-kernel function improved the prediction performance of SVM. Multi-kernel functions have 

the ability to select an optimal kernel and parameters from a larger set of kernels, reducing bias due to 

kernel selection while allowing for a more automated machine learning procedure. A composite model 

integrating latent variables of kernel partial least squares with relevance vector machine (KPLS-RVM) was 

used by Liu et al. (2020) for effluent COD prediction in a full scale treatment plant and the results were 

compared with that of a least square support vector machine (LS-SVM). To cope with the high 

dimensionality and complex collinearity of nonlinear process, the dominant variables were selected by 

using kernel partial least square projection technique. Then relevance vector machine was used to construct 

a predictive function between the dominant variables and output variables. The R of the model was 

approximately 19.65% higher than the respective value for LS-SVM. 

Foroughi et al. (2020) compared the efficiency between Multi-layer Regression (MLR) and LS-SVM in 

modeling Tetracycline removal from wastewater by a three-dimensional electrochemical system. The LS-



13

SVM model showed relatively smaller MSE, RMSE, AAD and Mean Absolute Error (MAE) values. SVM 

showed stronger correlation than MLR in modelling the second-order reaction rate constant of ozone for 

more than 130 organic compounds (Huang et al., 2020). SVM was used by Kazemi et al. (2021) to develop 

a soft sensor for Volatile Fatty Acid (VFA) control in anaerobic digestion. The results demonstrate the 

superiority of Support Vector Regression (SVR) over Adaptive Neuro Fuzzy Inference System (ANFIS) in 

providing more accurate residual errors, and correctly detecting  VFA faults (the difference between the 

measurements and the respective statistical control limit). (Zaghloul et al., 2020). Liu et al. (2019) used LS-

SVM for online prediction of effluent COD in an anaerobic WWTP. Mahata et al. (2020) reported the 

superiority of SVM over ANN in modelling the hydrogen production from dark fermentation with R2 and 

RMSE values of 0.988 and 0.0103, respectively. Different soft computing techniques were used by 

Najafzadeh and Zeinolabedini (2019) to predict daily influent flowrate of a domestic WWTP. Performance 

analysis indicated that SVM (RMSE = 1435.4 and MAE = 1031.1) and FFBP-NN (RMSE = 1445.9 and 

MAE = 1036.7) techniques provided more accurate prediction of flow rates compared to ANFIS (RMSE = 

1515.6 and MAE = 1075.4) and ANN (RMSE = 1501 and MAE = 1048.7). SVM was superior over Random 

Forest (RF) in predicting the N2O emissions in a full scale WWTP (Vasilaki et al., 2020). Among the 

reviewed SVM studies, 72% used SVM for prediction and 28% were used for optimization purposes, 

respectively. The detection and distinction capabilities of SVM made it a useful optimization tool. Unlike 

ANN, SVM is not solved for the local optima and requires manual interpretations. A closer look at the 

datasets where SVM was used either for prediction or optimization reveals that SVM is relatively better in 

datasets where the number of dimensions (parameters) are bigger than the number of the samples. Despite 

its unique ability in feature detection, SVM is not effective in datasets with high range of noise and biases. 

This limits its application only to optimization problems and other data-driven models are more effective 

than SVM in prediction purposes.

3.2.3. Genetic Algorithm



14

Inspired by Darwin’s theory of natural evolution, GA searches for the most suitable individuals to carry out 

the reproduction. The idea can be applied to find the optimum solution among a set of available solutions. 

GA was used in 28 studies. It was widely used for process optimization (70% of the reviewed studies). 

These processes include heat-activated oxidation (Rahmani et al., 2020), reactive and extractive distillation 

(Su et al., 2020), pervaporation (Suggala and Bhattacharya, 2003), hybrid distillation (Tashvigh and 

Nasernejad, 2017; C. Wang et al., 2021), flocculation (Dawood and Li, 2013), adsorption (Onu et al., 2021; 

Picos-benítez et al., 2020), RO  (Al-Obaidi et al., 2017; Al-Obaidi et al., 2018), membrane fouling (Lee et 

al., 2009), wastewater leakage (Attwa and Zamzam, 2020), Benchmark Simulation Model No.1 (BSM1) 

and Activated Sludge Models (ASMs) (Zhu et al., 2015), and microbial fuel cells (Sedaqatvand et al., 2013).  

The remaining portion (30%) used GA for prediction purposes. Al-Obaidi et al. (2017) used GA for to find 

the best operating parameters for the optimum rejection of chlorophenol in a single spiral RO membrane 

module. Operating feed flowrate, operating pressure and temperature were considered as decision variables. 

The specifications of 1e-4 to1e-3 m3/s, 4 to 24.77 atm and 15 to 40 ∘C were considered as the minimum and 

maximum constraints for decision variables of operating feed flowrate, applied pressure and temperature, 

respectively. Moreover, as suggested by the membrane manufacturer, an allowable pressure drop of 1.38 

atm throughout the membrane length was also inserted to the constraints. The maximum generation of 500, 

population size of 50, crossover probability of 0.6 and mutation probability of 0.1, were considered as the 

GA parameters for finding the optimal solutions. Niu et al., (2020b) used GA to optimize the performance 

of Deep Believe Network (DBN) in predicting the effluent quality of a full-scale papermaking WWTP. As 

shown on Eq. 1 and 2, this study used the reciprocal of MSE of effluent COD and suspended solids as the 

matching function.

𝑓(𝑥)1 = 1
𝑚𝑠𝑒 (𝐴 ― 𝐴) = 1

∑𝑛
𝑖 = 1(𝑎𝑖 ― 𝑎𝑖)

2                                                                                                      (1)

𝑓(𝑥)1 = 1
𝑚𝑠𝑒 (𝐵 ― 𝐵) = 1

∑𝑛
𝑖 = 1(𝑏𝑖 ― 𝑏𝑖)

2                                                                                                      (2)
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In these equations, n is the number of data points,   is the predicted values for the 𝐴 = {𝑎1, 𝑎2, …, 𝑎𝑛}

concentration of COD in the effluent of the treatment plant and  is the measured values 𝐴 = {𝑎1, 𝑎2, …,𝑎𝑛}

for the COD concentration in the effluent. Similarly,  is the predicted values for the 𝐵 = {𝑏1, 𝑏2, …, 𝑏𝑛}

concentration of suspended solids in the effluent of the treatment plant and   is the 𝐴 = {𝑏1, 𝑏2, …,𝑏𝑛}

measured values of the suspended solids in the effluent of the treatment plant. The six variables of influent 

flowrate, pH, temperature, dissolved oxygen (DO), influent COD, and influent suspended solids, with 

respective ranges of 1681-2983.2 1e+4 m3/d, 2.21-3.82, 6.4-7.88 ∘C, 329-946 mg/l, 17.8-32.7 mg/l, 1.88-

4.12 mg/l, were considered as decision variables. The maximum generation of 100, population size of 20, 

random crossover and mutation probability were other specifications of the GA for searching and locating 

the optimal solutions. GA is acknowledged for its superior optimization performance, specifically its ability 

to globally optimize several parameters (Rahmani et al., 2020; Sellami et al., 2020; Su et al., 2020; Suggala 

and Bhattacharya, 2003). GA uses the evolutionary characteristics of the population to search for 

meaningful information and determine the search direction based on natural selection. Wang et al. (2020) 

mentioned its adaptability in using natural evolution, mutation, and crossover to find the optimum solution. 

Despite its efficiency in optimization problems, GA has also several limitations. The most notable one is 

that GA is a computationally expensive and a large number of generations need to be performed before 

reaching an optimum solution. Moreover, there are many considerations and parameters involved in the 

implementation of the algorithm. For example, the formulation of an objective function, encoding of 

decision variables, selection of population size, mutation and crossover rates, and the generation of the new 

population should be carried out carefully.

Table 3 gives an overview of the application of GA in the reviewed studies. GA was widely used for process 

optimization in the reviewed studies (50%). The optimized processes and parameters include adsorption, 

photocatalytic and reverse osmosis processes, design and optimization of bioreactor, microbial fuel cells, 

and oxidation ditches, treatment of micropollutants and pharmaceutical pollutants, balancing demand and 
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response strategy, minimizing capital and operational costs, optimizing aeration and pumps energy 

consumption, influent and effluent quality and quantity, and minimizing wastewater leakage within the 

treatment plant. Following parameter optimization, GA was also applied to improve the prediction accuracy 

in different hybrid models by contributing to more than 30% of the reviewed models. In this sense, the 

forecasted parameters include Hydrogen (H2) production, pH, Sludge Volume index (SVI), coagulant 

dosage, effluent COD – Nitrate and Phosphate, effluent quality index (EQI) and kinetics of SBR and 

Complete Mixed Tank Reactor (CSTR). Moreover, GA was also applied to optimize the structure of the 

main prediction model (10.71% of the reviewed studies). These models include deep belief networks 

(DBN), Multilayer Artificial Neural Networks (MLANN) and Principal component analysis (PCA). 

Finally, in two out of 28 reviewed papers, GP, a further development of GA, was applied for prediction of 

multiple variables, i.e., the membrane fouling rate and permeate flux decline in microfiltration process 

(Shokrkar et al., 2012; Tashvigh and Nasernejad, 2017). Shokrkar et al., (2012) applied GP to find a 

mathematical function of independent variables for operating the microfiltration of oily wastewater 

(temperature, transmembrane pressure, oil concentration, crossflow velocity). The ultimate goal of the 

genetic programming was to find a mathematical function to model the membrane permeate flux as a 

function of these independent variables. By assigning the matching function as the bias between the evolved 

output and the target output, the lowest matching function value was considered the preferred one. The 

following parameters were considered during development stage of the GP model: terminal set: X1 = 

filtration time (min), X2 = oil concentration (ppm), X3 = cross-flow velocity (m/s), X4 = temprature (◦C), 

X5 = trans-membrane pressure (bar); function set: {+,-,×, exp, sqrt}; maximum number of iterations: 90; 

population size: 1000; genetic operators: crossover and mutation; mutation probability: 2%; initial random 

tree depth: 4; maximum random tree depth: 7; Elitism parameter: Keepbest; Initialization method: Ramped 

half–half; selection method: Lexictour. The study showed that the results gained from GP model had an 

average error of less than 5% with the experimental values.

[Table 3, here] 
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3.2.4. Decision Trees

Decision trees split the variables into different nodes and select the nodes which show the most 

homogeneous sub-nodes.

One of the main advantages of decision trees is that the consideration of all possible outcomes of a decision 

is enforced. The consequences of each decision branches (leaves) are provided in a comprehensive analysis. 

Moreover, the algorithm of the technique is easy to understand, and it has the possibility to smoothly be 

integrated to other prediction and optimization tools. However, along with its simple structure, decision 

trees suffer from low accuracy and stability issues. 12% of the reviewed papers focused on the decision 

trees. Among them, 82% was used for regression and 18% was used for classification and feature detection, 

respectively.

Zhou et al. (2019) employed Random Forest (RF) for influent flow rate forecasting in WWTP. By means 

of trees, Rahimian and Behnam (2020) classified the number of active pumps in a full scale treatment plant. 

Similarly, Byliński et al. (2019) predicted the odor intensity and its properties in a biological WWTP with 

DTs. Soares et al. (2020) used RF to predict basic dye biosorption process with orange waste. Similarly, 

Teychene et al. (2020) used RF to analyze the rejection mechanism of polar mobile organic compounds 

(PMOC) by RO and nanofiltration techniques. The RF model emphasized that the NF rejection mechanism 

is governed by electrostatic interaction and sieving effects. In contrast, PMOC rejection of the RO 

membrane strongly depends on the topological polar surface area of the PMOC.

Song et al. (2020) applied RF technique to three biological nitrogen removal processes to identify the N2O 

production mechanism in activated sludge tanks in different times of the year. They reported that the 

biomass-normalized dissolved inorganic carbon concentration and specific ammonia oxidation activity 

were the most influential parameters affecting N2O emissions from the aerated zones of activated sludge 



18

bioreactors. For the anoxic tanks, dissolved-organic-carbon-to-NO2
-/NO3

- ratio was found to be the most 

important factor.

Deepnarain et al. (2019) employed a novel DT for modelling the sludge bulking in a full-scale WWTP 

operated as a 3-stage Phoredox process. While a RF model was employed to find the correlation between 

influent wastewater characteristics and SVI, a classification tree model was used to determine the dominant 

environmental factors affecting the proliferation of filamentous microorganisms.

(Jiang et al., 2019) reported that RF outperformed Linear Regression and Support Vector Regression (SVR)  

in modelling the performance of an activated carbon system enhanced by an ultrasonic assisted 

impregnation unit for hydrothermal carbonization and pyrolysis of wheat, corn and sorghum straws. Jung 

and Kim (2016) used DT algorithm to determine the parameters affecting the energy consumption in a 

WWTP. 

Çelik et al. (2013) used a decision tree based on Gini algorithm to estimate pH, BOD, COD, and TSS of a 

full-scale domestic WWTP. The accuracy of the model in predicting pH, BOD, COD and TSS was 64.62%, 

81.25%, 57.81% and 65.62%, respectively. Granata et al. (2017) compared the performance of SVR and 

Regression Trees (RT) in predicting the effluent BOD5, COD, TSS and Total Dissolved Solids (TDS) in a 

full-scale treatment plant. With regards to R2 and RMSE, the results showed the superior performance of 

SVM in predicting effluent TSS, TDS, and COD, nevertheless, both models showed similar performance 

in predicting BOD.  Zhu et al. (2019) applied ANN and RF to model the adsorption of heavy metals to 

biochar. The results indicated that the RF model showed better accuracy and predictive performance for 

adsorption efficiency (R2=0.973) than ANN model (R2=0.948). similarly, RF outperformed gradient 

boosting trees and artificial neural network for tetracycline and sulfamethoxazole adsorption on carbon-

based materials (Zhu et al., 2021b).

Hocaoglu (2017) used DT to assess the wastewater reuse alternatives of Mediterranean hotels. To acquire 

the highest water saving, mixed domestic wastewater reuse may be the best suitable alternative for hotels 
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which have more than 250 rooms, large irrigated landscaped area of bigger than 100 m2 per room and 

operated seasonally. However, for hotels which are operated throughout the whole year, having limited 

irrigated landscaped area and under design or construction, grey water reuse may be the best suitable 

alternative for the highest water saving. 

3.2.5. Fuzzy logic

Fuzzy logic theory provides qualitative reasoning into the quantitavie estimation, thus enabling generalized 

rules as an option for decision making.

The robustness of the FL is one of the advantages of this model. This means that the model is not susceptible 

to the changes within the system. Moreover, the reasoning process is often simple. FL was used in 30 case 

studies in the reviewed papers. Mamdani and Sugeno were the most frequently used fuzzy architectures. A 

large number of studies used incomplete datasets when using FL throughout the modelling (Chang et al., 

2012; Chung and Kim, 2014; Fiter et al., 2005; Fonseca et al., 2018; Gupta et al., 2017; Karimi et al., 2011; 

Mahjouri et al., 2017a; Marsili-Libelli and Giunti, 2002; Mazhar et al., 2019; Murnleitner et al., 2002; 

Nadiri et al., 2018; Patel et al., 2020; Revollar et al., 2018; Santín et al., 2018, 2015b, 2015a; Tejaswini et 

al., 2020b).

Due to ability to convert the linguistic information to mathematical rules, FL was widely used for modelling 

various processes within the WWTPs.(Bae et al., 2006; Belchior et al., 2012; Bello et al., 2014; Bertanza 

et al., 2020; Boiocchi et al., 2016; Borges et al., 2016; Carrasco et al., 2002; Chang et al., 2012; Fiter et al., 

2005; Fonseca et al., 2018; Marsili-Libelli and Giunti, 2002; Murnleitner et al., 2002; Patel et al., 2020; 

Revollar et al., 2018; Santín et al., 2018, 2015a). This broad spectrum was not limited to the application 

area of FL, but also for the input variables of the model. From DO lag-time (Bae et al., 2006), ammonia 

concentration (Bertanza et al., 2020),  (Boiocchi et al., 2016), turbidity (Fonseca 𝑅𝑁𝑎𝑡𝐴𝑀𝑀 =
|𝑁𝑂 ―

3𝑖𝑛 ― 𝑁𝑂 ―
3𝑜𝑢𝑡|

|𝑁𝐻 +
4𝑖𝑛 ― 𝑁𝐻 +

4𝑜𝑢𝑡|

et al., 2018; Borges et al., 2016), and rainfall data (Borges et al., 2016), to pH and the filling level of 

tanks/reactors (Murnleitner et al., 2002) were considered as input variables for FL modelling. Though the 
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output of fuzzy modelling had a broad variation, it can be categorised into three distinct groups, i.e. quality, 

cost and carbon emissions.. For instance, Revollar et al. (2018) used DO concentration as an indicator for 

energy consumption, nitrate concentration at the end of the anoxic zone as an emission indicator and 

ammonium concentration as the effluent quality indicator. Santín et al. (2018) used N2O as the sole emission 

from the plant, ignoring other important greenhouse gases (GHGs), in particular methane and CO2 which 

are abundantly present in treatment plants (Metcaff and Eddy, 2002). Tejaswini et al. (2020b) used 

Operational Cost Index (OCI) to evaluate the energy perfromance, and EQI to assess the water quality in 

the effluent of the plant.

In general, 40% of the reviewed studies used FL for predicting the energy consumption, 27% for effluent 

quality forecasting and the remaining portion (33%) for selection of the most proper treatment technology. 

For instance, Karimi et al. (2011) and Mahjouri et al. (2017a) developed a decision making criteria based 

on FL for selection of the appropriate treatment technology for iron and steel industry. Gupta et al., (2017) 

employed  fuzzy intelligence for evaluation of growth parameters and metabolites extraction of microalgae. 

Chung and Kim, (2014) worked on a fuzzy multi-criteria logic to prioritize locations of treated wastewater 

use considering climate change scenarios. Biogas production, overload and coagulant dosing control were 

among other applications of the FL modelling within WWTPs.

In general, there is strong evidence for the superiority of FL in modelling processes with incomplete data. 

Moreover, fuzzy-logic controllers provide the possibility of incorporating expert knowledge into the design 

for the processes to be controlled. Moreover, FL can deal with distorted or imprecise data, and it allows to 

model uncertain knowledge and information in this regard.

3.3. Hybrid models

Hybrid models use different combinations of data-driven models. The purpose is to fuse the advantages of 

various modeling strategies by a skillful combination. We detected a large variation of hybrid models with 
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different combinations and application fields. The hybrid methods in the reviewed studies can be divided 

into following five categories:

3.3.1. ML-ML models 

This class combines two Machine Learning (ML) models with each other, and it accounts to almost 38% 

of the reviewed hybrid models. Standalone models such as ANN, SVM, GA, FL and DT are combined in 

various forms to increase the performance and efficiency of the prediction. For instance, to forecast the 

wastewater influent/effluent BOD, COD and TSS, Lotfi et al. (2020) combined autoregressive integrated 

moving average (ARIMA) model with adaptive neuro fuzzy inference system (ANFIS). Prior to the 

modelling task, moving average smoothing was used to remove the noise in the time series. The smoothing 

determined that the data with values three times lower or higher than the standard deviation should be 

considered outlier and must be replaced with the mean of reliable data before and after it. This pre-

processing technique significantly increases the reliability of the modelling. After combining ARIMA with 

ANFIS, the coefficient R2 increased by 18%, the efficiency of the NSE increased by 20%, the MAE, MAPE, 

and RMSE errors decreased by 78%, 61%, and 65%, and the SI decreased to 88%. Asadi et al. (2020) used 

a multi-layered perceptron network (MLP) and an (ANFIS) with grid partition (GP), subtractive clustering 

(SC) and fuzzy C-means (FCM) clustering to predict the biogas production (including methane, carbon 

dioxide and hydrogen sulfide) from the anaerobic digester of a full-scale WWTP. Clustering techniques 

were used to determine the independent variables in the input data, making it possible to reduce the number 

of model input variables. This significantly reduced the model’s computational time while showing similar 

or higher performance. While the values of RMSE, R and IA for models with clustering were 0.58, 0.92 

and 0.94, the respective values for models without clustering were 1.2, 0.66 and 0.28. Similarly, Sulthana 

et al. (2014) used a fuzzy principal component analysis to model the reduction in COD and BOD of treated 

wastewater. PCA was employed to maximize the variance in the dataset matrix and reduce dimensionality. 

The partitioning of the PCA scores was carried out with a Takagi–Sugeno–Kang (TSK) fuzzy model based 
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on a Fuzzy C-means (FCM) clustering. The FCM clustering algorithm was applied to the PCA score matrix, 

wherein each score is assigned to a centroid of cluster with different membership values. The proposed and 

hybrid fuzzy principal component regression model had the capacity of describing the PCA score clusters 

fuzzy systems, as well as the non-linear modeling intelligence to capture the relation between fuzzy 

partitioned PCA score clusters and target output, in this case reduction in BOD and COD.

A neuro-fuzzy control system was employed by Bernardelli et al. (2020) to predict the main process 

variables and providing the right amount of aeration to achieve an efficient and economical operation within 

a municipal WWTP. A novel combination of convolutional neural network (CNN) and SVM was used by 

Fan and Zhang (2020) to predict the 5-day BOD of a full-scale activated sludge plant. The wavelet denoising 

ANFIS showed satisfactory performance in predicting wastewater effluent discharge quality (Fu et al., 

2020). Huang et al. (2010) used a neural fuzzy model for on-line estimation of nutrient dynamics in an 

anoxic/oxic process. Mahshidnia and Jafarian (2016) used an adaptive neural fuzzy intelligent system to 

forecast the removal of Malachite Green (MG) from domestic wastewater. A neuro fuzzy network was also 

used by Fernandez et al. (2009) to improve wastewater flow-rate forecasting.

Mahjouri et al., (2017) used a novel combination of fuzzy Delphi and fuzzy analytic hierarchy process to 

identify the key indicators in selecting the optimal wastewater treatment technology. A hybridization of 

unsupervised self-organizing map (SOM) with MLP has been reported by Rustum and Adeloye (2012) to 

be more efficient and accurate than the individual models in predicting the effluent BOD concentration of 

primary clarifiers.

3.3.2. ML-ML-ML models

Another classification uses the sequential combination of three singular models to implement the prediction. 

Heo et al. (2020) used a novel sequential combination of convolutional neural network (CNN), Gated 

Recurrent Unit (GRU), and deep neural network (DNN) in a specialized multimodal ensemble learning-



23

based algorithm generated by different intrinsic mode functions (IMFs) to forecast the wastewater influent 

loading rate. The architecture of the proposed model is given on Fig. 5.

[Figure 5, here]

The model was tested by predicting the COD, SS, TN and TP loads on long-term (daily), and short-term 

(hourly) with multi-steps forecast horizons. The proposed hybrid model outperformed other five Recurrent 

Neural Network-based reference models in capturing the spatial and temporal patterns of fluctuating 

influent loads. Compared to other ANN models, the proposed ensemble model showed better performance 

in a slightly shorter computation time. With regards to MAE, MAPE (%) and mean absolute scaled error 

(MASE), the model increased the accuracy by 30%, 25% and 42%, respectively.

3.3.3. ML-Metaheuristic models

One of the widely used type of hybrid models which accounted to more than 51% of the reviewed hybrid 

models, was the combination of a single ML model with a Metaheuristic algorithm. Generally integrated 

to the output of the ML model, metaheuristic algorithm was following three different purposes: increasing 

the prediction performance; optimization of the structure of the ML models; and finding the optimum values 

of different parameters (parameter optimization). The details of each of these models with their application 

are given in Tables 6 and 7. Here, we present some of the applications within the WWTPs.

To predict the biogas production (specifically methane) rate Akbaş et al. (2015) employed a hybrid MLP 

and PSO techniques. Similarly, Pan and Cao (2020) employed Artificial bee colony (ABC) to improve the 

prediction performance of the ANN modelling the effluent BOD of a biological WWTP. To precisely 

predict the permeate flux decline during microfiltration of oily wastewater, Badrnezhad and Mirza (2014) 

used a combination of ANN and GA. Balasubramani et al. (2020) used Particle Swarm Optimization (PSO) 

to increase the prediction efficiency of ANN in forecasting the micropollutants removal from domestic 

wastewater. Ehteram et al. (2020) used Multilayer Perception hybridized with Particle Swarm Optimization 
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(MLP-PSO) to model the TDS and permeate flow rate of the RO process. The results were compared against 

support vector machine (SVM) and M5T models. MLP-PSO outperformed other models in TDS and 

permeate flux prediction of RO process. Zhang et al. (2019) used a hybrid model by combining ANN with 

GA to forecast the overall performance of a biological WWTP.

Baki and Aras (2018) compared the performance of two optimization models namely teaching learning-

based algorithm (TLBO) and ABC algorithm in training the structure of an ANN model for predicting the 

influent BOD of a WWTP. Boztoprak et al. (2016) integrated GA and ABC into a Cellular Neural Network 

for predicting the SVI at a full-scale activated sludge plant.

Dehghani et al. (2019) combined Grey Wolf Optimization (GWO) with ANFIS to recursively predict the 

short- and long-term influent flowrate of a biological sewage treatment plant. Farzin et al. (2020) compared 

the performance of different stand-alone AI models with a novel hybrid combination of LS-SVM and firefly 

optimization algorithm (FFA) for electrochemical removal of drugs from domestic wastewater. A 

combination of differential evolution (DE) algorithm and ANN was used for pH, TSS, COD and BOD 

modelling of aerated lagoons in a full scale WWTP (Godini et al., 2020).  Huang et al. (2011) integrated 

GA to a neuro fuzzy system to study the coagulation process of a WWTP in a paper mill. A novel fuzzy 

wavelet neural network based on the GA was used to estimate the effluent quality and biogas production 

rates in a full-scale anaerobic wastewater treatment process (Huang et al., 2019). PSO was employed by 

Huang et al. (2009) to optimize the parameters of LS-SVR in predicting the effluent quality of a WWTP. 

Chemical oxygen demand, biochemical oxygen demand, total nitrogen, ammonium nitrogen and TSS, were 

generated by BSM1. The parameters of LS-SVR were optimized by PSO in an attempt to obtain a more 

accurate model. The results indicated that the proposed model is capable of being adapted to different 

weather conditions. A Parallel Particle Swarm Optimization-Long Short Term Memory Model was 

integrated to SVR to predict the BOD, TN, TP and COD of the influent to a WWTP (Yan et al, 2019). 

Nassef et al. (2019) integrated PSO into an ANFIS model to enhance the modelling of lipid generation from 

microalgae during the microwave pretreatment.
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Mohammadi et al. (2020)  compared the performance of Levenberg Marquardt and particle swarm 

algorithms in training the MLP developed for modelling the alkylphenols removal in a moving bed biofilm 

reactor. The results showed that when the number of neurons in the hidden layer was increased from 8 to 

10, the network trained with PSO algorithm showed slightly better performance (R=0.9997, MSE=2.526e-

5, MAE=0.0041) than the traditional Levenberg-Marquardt algorithm (R=0.9989, MSE=2.582e-5, 

MAE=0.0043). The number. The number of optimal neurons was 5:9:3 for Levenberg Marquardt and 5:11:3 

for PSO. Moreover, the Tan-sigmoid in the hidden layer and Purelin in the output layer were selected as 

the best transfer functions for the multilayer perception ANN.

 Qi et al. (2020) compared the performance of Response Surface methodology (RSM), ANN-particle swarm 

and ANN-GA in predicting the optimum adsorption conditions of methylene blue (MB) from simulated 

wastewater by the mesoporous rGO/Fe/Co nanohybrids. Among the three models studied, the ANN-PSO 

model has the highest R2 value and the lowest MSE value.

Seifi et al. (2020) studied the performance of three data-driven models including MLP, RBFNN and SVM 

hybridized by multi-objective shark smell optimization algorithm in predicting different prediction horizons 

of immediate, short-term, and long-term of influent time series of a wastewater treatment and reuse plant. 

The results indicated that the multilayer perception neural network model with multi objective shark smell 

optimization (MOSSO) algorithm produced better results than the other hybrid and standalone models in 

all prediction horizons (immediate, short term and long term).

Caraman et al. (2020) used Fuzzy-GA technique to develop a control strategy for determination of optimal 

setpoint of DO and nitrate.  Tracking the optimum setpoint of dissolved oxygen in the fifth aeration zone 

and nitrate in the second anoxic zone of a biological nitrogen removal process was carried out by Han et al. 

(2018). They employed adaptive kernel function models enhanced by an improved multi-objective particle 

swarm optimization algorithm to predict the dissolved oxygen and nitrate concentrations inside the 

biological nitrogen removal process. A neuro-genetic approach was used for soft sensor control of a WWTP 

(Fernandez de Canete et al., 2021). Similarly, Chang and Li (2021) applied the binary particle swarm 
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optimization to improve the efficiency of an Over-Complete Deep Recurrent Neural Network (ODRNN) to 

capture the nonlinear, non-Gaussian characteristics of the sensor data inside a WWTP. The simulation 

results with BSM1 illustrated the efficiency of the ODRNN over Deep Recurrent Neural Networks. Yue 

(2020) used Wale Optimization Algorithm to enhance the prediction capabilities of Kriging surrogate model 

in modelling the ozonation process of a pharmaceutical WWTP.

3.3.4. Metaheuristic-Metaheuristic models 

Piotrowski et al. (2019) employed a hybrid combination of Artificial Bee Colony and direct search 

algorithm (DSA) for optimizing biological processes and operational cost of a sequencing batch rector. A 

two-layer optimization phase was integrated to the Activated Sludge Model No. 2 with denitrification 

(ASM2d) model of biological processes and the aeration system. A variety of different deterministic and 

non-deterministic optimization algorithms were applied and the sequence of ABC algorithm and the Direct 

Search Algorithm (DSA) was found to be the most optimum in improving the overall capacity, increasing 

effluent quality, and reducing the cost. Chen et al., (2016) used a sequence of artificial bee colony and 

quantum-behaved particle swarm algorithms (QBPSA) to develop a water quality monitoring model for 

effluent quality control in a WWTP. Two different hybridizations were considered. One hybrid strategy 

was to use sequential combination, and the other was to use parallel adaptive cooperative evolving of ABC 

and QBPSA. The performance comparison of the artificial bee colony, quantum-behaved particle swarm, 

their sequential combinations, and parallel adaptive dual populations revealed that the parallel dual 

population method is more efficient than the original algorithms.

3.3.5. ML-ML-metaheuristic models

This classification is similar to CI-CI classification with an optimization method integrated to the sequence 

of two CI models. This combination accounted to 8.5% of the reviewed studies. Zhang et al., (2021) used 

a combination of adaptive multi-objective particle swarm optimization and fuzzy neural network for 

tracking the obtained optimal DO set points for reducing energy consumption in a full scale treatment plant. 
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A RSM followed by ANN hybridized with GA was employed by Mohan et al. (2015) to predict the removal 

of Cr(V) in an adsorption process using cupric oxide nanoparticles. A novel sequential fusion CNN coupled 

by long short-term memory (LSTM) and attention mechanism (AM) was developed by Li et al. (2021) to 

monitor the water quality in a full-scale wastewater treatment system treating paper industry effluent.

The objective of the models, the purpose of PSO in that model and the publishing year is shown in Table 

S2 (Supplementary Material). Among the reviewed models, main portion of the models were using PSO to 

improve the overall prediction efficiency (55% of the reviewed models). 35.5% of the models applied PSO 

for parameter optimization and 9.5% of the models used PSO for improving the structure of the main 

prediction model.

Ant Colony Optimization (ACO) is one of the nature-inspired techniques for solving optimization 

problems. ACO algorithm works by finding optimal paths according to the random behavior of ants in 

searching for food. Upon finding a source of food (solution), it leaves a "marker" (pheromones) that show 

the path has food. ACO captures global minima in much lower number of iterations and with a lower value 

when compared with PSO. Moreover, there is lesser number of transients in the graph for square of error 

for ACO. The summary of the ACO application in the WWTPs is given on Table 4. In WWTPs, it is either 

used to improve the prediction performance (60%) or tuning a specific parameter to its optimum values 

(40%).

[Table 4, here]

4. Discussion
4.1. Accuracy

The modelling of WWTP is essential for process management and cost evaluation. In the reviewed models, 

the effectiveness of modelling was evaluated by different statistical indicators. R, R2, MSE, RMSE, MAPE 

and MAE were the most frequently used (173 models out of 281, in aggregate). Table 5 summarized the 

metrics used in the literature to evaluate the performance of the prediction models. In general, hybrid models 
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showed slightly better performance than the standalone ones. The reported range of the acceptable R on the 

literature was between 0.62 and 0.99. The reported values of R and R2 for all the standalone AI models were 

in the same range except for the ANN where a range between 0.6289 and 0.998 for R, and a range between 

0.616 and 0997 for R2 was detected. RMSE as one of the widely used model indicators showed a wide 

variability in the reviewed studies. The reported values for RMSE ranged between 0.0004 and 3486 

indicating the uncertainties in the reported values for this indicator. In case of MAPE, the reported values 

ranged between 0.6% and 36.28%. The indicators used for accuracy in the models were different which is 

making it difficult to compare them effectively. Predictive accuracy should be based on the highest measure 

of difference between the observed values and predicted values, not on the average residuals. This could be 

neglected by lack of necessary filtration actions on the raw data and use of improper training techniques 

which influence the accuracy in different scales.

In general, this study highlighted that the hybrid methods showed better performance compared to 

standalone methods (Table 5). Similarly, numerous authors underpinned the efficiency of hybrid models 

(Asadi et al., 2020; Bernardelli et al., 2020; Dehghani et al., 2019; Farzin et al., 2020; Fernandez de Canete 

et al., 2021; Honggui Han et al., 2018a; Heo et al., 2021; Huang et al., 2019; Najah Ahmed et al., 2019; 

Park et al., 2020; Qi et al., 2020a; Seifi et al., 2020; Shamshirband et al., 2019; Shi and Xu, 2018; Zhang et 

al., 2019). In the case of stand-alone models, ANN seems better than the other models in terms of accuracy 

and wider adoption by the scientific community. The reason for this could be the ability of ANN in handling 

data with high unpredictability and non-constant variance (Ayodele et al., 2021). The main drawback of 

ANN is that it requires a large amount of data which is necessary for accurate prediction. Moreover, the 

training phase is sensitive to the type of the algorithm, bias and learning rates (Cheng et al., 2020). In case 

of incomplete data, FL, in particular the models with the optimized membership function, reflected better 

performance (Ansari et al., 2020). For instance, in case of control strategy, FL was preferred over nonlinear 

model predictive control methods. (Revollar et al., 2018; Bae et al., 2006; Bello et al., 2014; Bertanza et 

al., 2020; Santín et al., 2015; Tejaswini et al., 2020b). The availability of the data was the factor affecting 
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the performance of both hybrid and stand-alone models (Alsadaie et al., 2016; Honggui Han et al., 2018b; 

Heddam et al., 2012; Hsu, 2009; Huang et al., 2016, 2011, 2010, 2009a).

[Table 5, here] 

The literature indicates that the main source of data was local authorities (64% of the reviewed studies). 

The remaining portion was either gathered from laboratory experiments (12%) or full-scale treatment plants 

(24%). The availability of the input data is a critical factor in these models, which was rigorously criticized 

by previous review papers (Corominas et al., 2018). The researchers mentioned that they were left 

choiceless with no option other than working on the available data which influences the type, structure, 

efficiency and accuracy of the data-driven models. Additionally, majority of treatment plants are prone to 

high fluctuations, either in the influent stream or in the processes, which are mainly not captured by the 

prediction models. For instance, usually the magnitude of the influent loading rate is the crucial factor for 

operational management of the treatment plants. For instance, DO is adjusted based on the loading rate 

which is highly correlated with the energy consumption of the plant. So, the maximum and minimum 

loading is necessary for operational purposes. Most of the proposed prediction models are not capable of 

predicting the local maximum and minimum of different time series and the overall evaluation of the model 

performance is based on several statistical indicators, which automatically ignore the highest and lowest 

magnitude of the time series. To be implemented in the real treatment plant, the model must be capable of 

providing the peaks as well as the local minimums of the operational parameters in different time steps, a 

point which was abundantly neglected in the literature.

Simulation time is also a very important factor in modelling studies. Despite its importance in prediction, 

simulation time rarely (7%) mentioned in the reviewed studies. Simulation times was reported to range 

from 0.01 seconds to 20 minutes. The simulation time can be significant when a large dataset is used for 

modelling the processes within the plant. A model trained with large datasets requires longer evaluation 

process and if a very vibrant parameter such as DO, pH or ORP (Oxidation Reduction Potential) is neglected 

during the training process, the validity of the modelling procedure could be questioned. Small treatment 
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plants are subjected to different dynamics with high fluctuations, spanning from minutes (pH and 

temperature) to years or decades (plant maintenance and construction). While working on dormant variables 

such as clarifier volume and sludge concentration, the simulation time would not be too long, however in 

case of volatile variables such as pH the simulation time will have significant effect on the validity of the 

model. For this purpose, some scholars suggested to develop a repository or inventory of the data to 

comprehensively represent the abundant dynamics within the treatment plant and adjust the simulation time 

based on the compulsory criteria provided by these inventories (Corominas et al., 2018; Newhart et al., 

2019; Ye et al., 2020).

Another limitation that we identified, is related to the input data and how to prepare it for the modelling 

endeavor. High quality data is vital for efficient model development and validation. Most of studies tried 

to assess the model with inadequate number of data provided by state and local authorities, environmental 

protection agencies, international organizations, or the literature. The representativeness of the data is also 

questionable. Most of the values in the gathered data is not the exact measurements of the intended 

variables, but the signal received by the sensors located in different places. Sensors receive the magnitude 

of the signal generated in or adjacent to the place of the sensor, not necessarily in the entire boundary. It is 

possible that sensors do not necessarily represent the exact values of the parameters. For the sensor located 

in the middle of the aeration tank, the TSS signal is representative of the TSS concentration in the middle 

of the tank, not for the entire tank. This leads to unprecise and unrepresentative measurements inside the 

process. For better understanding of the input data, the source of data and the methods of measurements 

need to be clearly mentioned. To alleviate such errors, simultaneous use of several sensors at different 

locations within the aeration tank would be useful. Moreover, some sensors are in the regular need for 

calibration, maintenance and replacement to ensure the accurate measurements. Some scholars also 

suggested data curing and statistical significance of the gathered data before any necessary action on the 

modelling endeavor (Bijlsma et al., 2021; Hashimoto et al., 2021; Qiu et al., 2018).
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4.2. Data quality and data pre-processing 

4.2.1. Data quality

Quality of data is essential for machine learning and the occurrence of noisy data in any dataset can 

dramatically influence the accuracy of any ML technique and lead to decreased classified dataset. Before 

applying machine learning models or data mining algorithms to any process, the quality of data in terms of 

accuracy, completeness, consistency, timeliness, believability, and interpretability must be checked. 

Several studies tried to understand the effect of noisy datasets on machine classifiers. Two distinct group 

of approaches can be categorized for this purpose.  First group is the approaches that try to learn directly 

from noisy labels and focus on noise-robust algorithms, e.g., Beigman & Klebanov (2009); Guan et al. 

(2019); Huang et al. (2017); Manwani & Sastry (2013); Van Horn et al. (2015). The second group is mainly 

focusing on the label-cleansing methods which tries to remove, replace, or correct mislabeled data (Brodley 

and Friedl, 1999). The procedure is to combine the noisy data with a small portion of clear data using semi-

supervised techniques. Moreover, some case studies reported the capacity of DNN in working with noisy 

datasets (Rolnick et. al., 2018). Reis et. al. (2019) suggested using probability distribution functions, rather 

than deterministic quantities for the noisy data. The performance of Probabilistic Random Forest (PRF) and 

RF were compared when a set of noise were injected to the dataset. The PRF outperformed RF in all cases, 

with a slight increase in running time. The classification accuracy increased by 10% and 30% for noisy 

labels and noisy features, respectively. 

4.2.2. Data preprocessing 

Generally, the raw data generated in wastewater treatment needs to be preprocessed for effective prediction, 

which is not the case for the main portion of the literature (more than 95%). Where possible, the authors 

stated the unknown source of data or inability to amend the raw data due to ownership issues (Revollar et, 

al., 2018; Mazhar et. al., 2019; Sanitin et. al., 2018; Yel and Yalpir, 2011). However, data preprocessing 
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prior to model development was considered in several deep learning studies and various methods were 

introduced in literature for data curing and cleaning. 

[Figure 6, Here]

As shown on Figure 6, generally the data preprocessing task can be divided into five distinct classes. Data 

cleaning tries to identify the errors in the data and replace them with correct ones. Outlier removal, statistical 

imputation, and low variance exclusion are subclasses of data cleaning techniques. If the dataset has a 

Gaussian distribution, the standard deviation can be used as cut-off value for outlier detection. The 

interquartile ranging (IQR) methods can be used for a non-Gaussian distribution sample of data. The IQR 

is calculated as the difference between the 75th and the 25th percentiles (the third and first quartile) of the 

data and defines the box in a box and whisker plot. The IQR can be used to identify outliers by defining 

limits on the sample values that are a factor k of the IQR below the 25th percentile or above the 75th 

percentile. The common value for the factor k is 1.5. A factor k of 3 or more can be used to identify values 

that are extreme outliers or far outs when described in the context of box and whisker plots. 

Feature selection finds the input variables that are highly relevant to the modelling task. Subclasses of 

feature selection methods are intrinsic, wrapper and filter methods. Intrinsic methods perform algorithms 

that automatically detect feature selection during training. Wrapper methods search subsets of features that 

perform according to a predictive model; and Filter methods select subsets of features based on their 

relationship with the target.

Data transforms implement new probability distribution for the input variables. The purpose is to transform 

the raw variables into Gaussian variables. Popular techniques on the literature are normalization and 

standardization. While normalization techniques transform data into a value between 0 and 1, 

standardization techniques rescale data in a form to have a mean of 0 and standard deviation of 1. Min-

Max, Z score and decimal scaling methods can be used for normalization and Power, Box-Cox and Yeo-

Johnson Transform can be mentioned as popular methods for data standardization. 
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Feature engineering is the process of producing new variables that are not in the learning set and represent 

the main features of the dataset. The aim is to extracts new variables from the raw data to detect the most 

influential variables on the learning process. Polynomial power transforms are frequently used to expose 

the relationship between the input variables and the target. 

4.3. Dimensionality reduction compacts raw data to derive smaller projection. The 
procedure significantly reduces the number of the input variables in the 
training data. All feature selection methods can be categorized as 
dimensionality reduction. Furthermore, techniques from linear algebra like 
matrix factorization where the eigen decomposition and singular value 
decomposition of dataset are extracted, can be used to reduce the number of 
inputs into the model.Simulation Platform

Several AI software packages, and platforms have been utilized to model WWTPs with AI techniques. 

Table 6 summarizes these platforms in terms of their application frequency and availability. The table 

intends to guide researchers in the selection of the most suitable tool for their study. Approximately 69% 

of the reviewed models used MATLAB. Its Neural Network toolbox was frequently used, particularly in 

the training and testing of neural networks and MLP algorithms. One of the advantages of MATLAB over 

other platforms such as Python, is that it is a self-contained package. Moreover, Simulink-MATLAB system 

with its large library of functions, is a unique product. MATLAB also is a user-friendly platform, and its 

ANN and Fuzzy toolboxes are designed graphically and can be used with minimum knowledge of data 

science. This enables the faster understanding and expeditious implementation of models. Arguably this 

can also have downsides. Researchers with poor knowledge of data science using an “easy” software 

platform may not be able to use it in a critical way. Therefore, deeper analysis of methods used, and 

generated results is crucial for the validity of conclusions.

The other commonly used software was Design Expert (@Stat-Ease Inc.) contributing to about 11% of the 

reviewed models. The ability to provide comparative tests, screening, characterization, optimization, robust 

parameter design as well as mixture designs enabled the platform to outnumber other well-known platforms 
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such as Python and Statistica (Adeogun et al., 2021; Bhatti et al., 2011; Aghilesh et al., 2021).  Statistica, 

R programming and Python were the next frequently used platforms in the literature, contributing to about 

5%, 4% and 4% of the reviewed studies, respectively. Statistica has different libraries for machine learning 

and data analysis. The R programming language is widely used for statistical analysis and its recent versions 

includes libraries for data analysis and machine learning. In the reviewed studies, Python language was 

rarely used to simulate AI models (2.4%). C++ has multiple AI libraries including OpenNN, OpenCV, 

BOOST, gflags, glog, and Tensor Flow. Despite having a variety of the AI libraries, C++ was seldom used 

in the literature (less than 1%).

[Table 6, here] 

4.4. Transition from knowledge into practice

Almost 8% of the reviewed studies claim the extraction of commercial products as a result of the forecasting 

research. The remaining 92% represented the research in the form of an academic practice with further 

potential of commercial applications. In either case, a mutual collaboration with private sector is vital for 

wider application and usability of the developed models as mature products. AI companies can play a vital 

role on this matter by providing graphical and user-friendly platforms to enhance the usability of the 

techniques. S-CAN@ is using automatic cleaning for sensors to guarantee the quality of the real time data. 

While such companies are focusing on the data quality in biological WWTPs, some big water companies 

are focusing on development of the digital twin for more efficient simulation of the wastewater treatment 

processes. Digital twins are continuously updated with historical as well as current data from different 

sources such as Supervisory Control and Data Acquisition (SCADA) systems, sensors, meters, and other 

measured sources to create a real time representation immediately after information becomes available. 

This feature enables utilities to better understand the past and current performance of their WWTP while 

helping them predict future performance and simulate the impact of potential changes in the virtual world 
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before taking actions. With a robust algorithm which rely on data from more than 100 plants in operation 

Veolia@ has developed the Hubgrade digital twin module for holistic assessment of WWTP performance. 

Some recent patents on data quality in WWTPs also provide practical application. Notably, the idea of using 

dual sensors in WWTPs seems to be a reasonable solution to increase data quality (Choi, 2014). In this 

method a control unit for controlling operation of the pumps based on a sensed value of the sensor is located 

inside the WWTP. The sensor comprises a first unit sensor and a second unit sensor which are working 

independently from each other. The control unit controls the operation of the pumps based on the highest 

sensed value of the first unit sensor or the second unit sensor. Therefore, in case of an overflow 

phenomenon, caused by malfunction of a sensor, can be prevented as the water level in the treatment tank 

is reliably sensed by the sensors which are independently installed.

In situ monitoring system is another emerging idea to ensure data quality in WWTPs. In this method a data 

processor, embedded with a library of real time historical WWTP data and a cloud storage unit, is connected 

to the sensors located on different places within the WWTP (Duden et al., 2013). The sensors are operative 

to transmit the data representing the characteristics of the measured parameter into the data processor. The 

data processor compares the received signal with the similar historical values in the library and if any 

significant statistical anomaly is not present, the processor transmits the signal to cloud storage unit.

Other practical applications of data-driven techniques in WWTPs are the soft sensors. These sensors employ 

different machine learning algorithms to make a sensible approximation of the water quality indicators. An 

example is the COD soft sensors (Miao, 2008). The COD soft sensor is designed against the problem of 

difficult COD on-line measurement by applying the rapid Extended Fourier Amplitude Sensitivity Test 

(EFAST) method for pruning redundant neurons, simplifying the neural network structure and carrying out 

the soft measurement of COD according to the non-linear characteristic of the wastewater treatment 

process.
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Another example of successful methods in practice is FL which not only used for diagnosis and control of 

treatment (Pires et al., 2005) but also for monitoring the greenhouse gases emissions (Santín et al., 2018). 

To introduce such reliable and advanced techniques, the research community should be capable of 

proposing new alternatives and practitioners should be able to guarantee the data quality as much as 

possible. There also is a need for deeper interaction of researchers with different background. To bring 

knowledge into practice, close interaction of researchers with multidisciplinary backgrounds would be 

necessary for successful application of the developed techniques in industry.

5. Conclusion

A comprehensive review of the available literature on the application of AI models to prognosticate 

different dynamics inside the WWTPs was presented. The forecasting models along with the optimization 

techniques assist operators and utilities to assess the impact of current and future scenarios on WWTPs. 

The accuracy of these models lays on several parameters such as data quality and its cleaning method, and 

the selection of appropriate model type and structure. The complexity and nature of the research problem 

along with the objectives of the study are the critical determinants of method selection. Moreover, the 

availability and quality of the necessary data is another important factor influencing the method choice. The 

review of more than 280 AI models in WWTPs, revealed the use of 188 single models and 115 hybrid 

models. Among single models, ANN was used in 77 case studies, followed by DT, FL, GA and SVM. In 

case of hybrid models, the combination of ML and metaheuristic algorithms outnumbered other 

combinations. The other popular hybrid models, in descending order, were ML-ML, ML-ML-

metaheuristic, metaheuristic-metaheuristic and ML-ML-ML.

In case of accuracy measurement, different statistical indicators were used to measure. R2, RMSE and R and 

were the most frequently used indicators. Hybrid models performed relatively better than standalone models 

(single models). In case of incomplete data, FL was the favorite method among standalone models. 



37

Some models neither studied nor considered in training and validation stages. For instance, reinforcement 

learning has the potential to forecast many features of WWTP data. There are several obstacles for wide 

application of reinforcement learning, of which the notable one could be the need for large training data to 

produce reliable results. The further application of AI, in particular data-driven models, is heavily relying 

on the quality of the data generated in WWTPs. Though the generated data is quantitively significant, the 

quality of the generated data is not satisfactory for extraction of meaningful information. The current data-

rich, information-poor status on the literature is pushing the attentions toward the generation, storage and 

maintenance of more representative and high-quality data in WWTPs.
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FIGURE CAPTIONS

Figure 1. Distribution of publications by AI model type.
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Figure 2. Frequency and trend of AI techniques applied to wastewater treatment during 2000-2020.

Figure 3. Heatmap of the number of models with artificial neural network, support vector machine, genetic 

algorithm, decision tree, and Fuzzy logic with different applications in wastewater treatment.

Figure 4. The classification tree of the ML and metaheuristic techniques applied to wastewater treatment 

process. WNN: Wavelet Neural Network, BFA: Butterfly Algorithm; GWO: Grey Wolf Optimizer, FFA: 

Firefly Algorithm, WOA: Whale Optimization Algorithm, SSO: Salp Swarm Optimization, MFL: 

Mamdani Fuzzy Logic, TSFL: Takagi-Sugeno Fuzzy Logic, LFL: Larsen Fuzzy Logic, SCFL: Supervised 

Committee Fuzzy Logic, DSA: Direct Search Algorithm, WDN: Wavelet de noise.

Figure 5. Schematic representation of the hybrid combination of CNN, GRU and DNN (ME-DeepL) 

architecture (Heo et al., 2020).

Figure 6. Overview of data preparation techniques.
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1995 - 
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(Abdallah et 

al., 2020)
2020

Solid waste 

management

systematic 

review

ANN, 

SVM, LR, 

DT, GA

81
2000 - 

2020

(Bhagat et 

al., 2020)
2020

Heavy

metal removal 

from 

wastewater

State of the 

art, 

application 

assessment,

ANN, 

RSM, 

MLR, FL, 

ANFIS, 

SVM, GP, 

SVR

231
2000 - 

2019

(Newhart et 

al., 2019)
2019

Wastewater 

treatment 

plant

future 

research
ANN, FL 153 1994-2018

(Corominas 

et al., 2018)
2018

Wastewater 

treatment 

plant

Systematic 

review of 

data-driven 

process 

control 

methods

ANN,

FL, ANFIS, 

SVM, 

FCM, DT

187
1990 - 
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(Yetilmezsoy 

et al., 2011)
2011

Environmental 

systems

critical 

review of 

data-driven 

wastewater 

operation

ANN, FL, 

ANFIS, 
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MLR

111
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Present 

review
2021

Wastewater 

treatment

Narrative 

review of 

ANN, FL, 

SVM, DT, 

GA, PSO, 

281
2000 - 

2020
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data-driven 

techniques

ACO, 

ANFIS, 

Hybrid

Table 2. Application of AI methods in treatment performance of WWTPs.

Application ANN SVM GA DT Fuzzy 

Biological 
process1

(Antwi et al., 2019a; 
Ranade et al., 2021; 
Almomani, 2020; 

Besharati Fard et al., 

(Cai et al., 2019;  
Liu et al., 2019; 
Mahata et al., 

2020; Szeląg et 

(Niu et al., 2020; 
Du et al., 2020; 
Lee et al., 2009; 

Suggala and 

(Byliński 
et al., 

2019; Song 
et al., 

(Ansari 
et al., 
2020; 
Bae et 
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2020; Do and 
Schmitt, 2020; 

Hayder et al., 2014; 
Kundu et al., 2013; 
López et al., 2017; 

Ma et al., 2011; 
Moral et al., 2008; 
Mojiri et al., 2020; 
Nawaz et al., 2019; 

Shi et al., 2009; 
Zhang and Pan, 

2014)

al., 2020; Wu et 
al., 2020; Yasmin 

et al., 2020; 
Zaghloul et al., 
2020; Zhang et 

al., 2020)

Bhattacharya, 
2003)

2020; 
Sharafati et 
al., 2020; 

Deepnarain 
et al., 
2019)

al., 2006; 
Borges et 
al., 2016; 
Gupta et 
al., 2017; 
Marsili-
Libelli 

and 
Giunti, 
2002; 

Mazhar 
et al., 
2019; 

Revollar 
et al., 
2018; 

Tejaswini 
et al., 

2020b)

Physical 
processes2

( Aish et al., 2015; 
Ghandehari et al., 
2011; Libotean et 
al., 2009; Sattar et 

al., 2019)

(Fang et al., 
2019; Najafzadeh 

and 
Zeinolabedini, 

2019)

- (Verma et 
al., 2013)

(Patel et 
al., 2020; 
Yel and 
Yalpir, 
2011)

Chemical 
process3 

(Asfaram et al., 
2016; Chen et al., 
2019;  Mokhtari 

Nesfchi et al., 2021; 
Mungray et al., 

2021; Onu et al., 
2021; Pelalak et al., 
2021; Shen et al., 
2018; Yang et al., 
2021; Yel et al., 
2020; da Silva 

Ribeiro et al., 2019; 
Fawzy et al., 2016; 

Haghiri et al., 
2018;Messikh et al., 

2015)

(Farzin et al., 
2020; Foroughi et 
al., 2020; Huang 

et al., 2020; 
Lariche et al., 

2020)

(Yazdankish et 
al., 2020; Tanzifi 

et al., 2020; 
Rahmani et al., 

2020; Picos-
Benítez et al., 

2020; Onu et al., 
2021; Khan et al., 
2020; Tashvigh 
and Nasernejad, 
2017; Dawood 
and Li, 2013)

(Zhu et al., 
2021; De 
Miranda 
Ramos 

Soares et 
al., 2020)

(Bello et 
al., 2014; 
Khawaga 

et al., 
2019)

1 The biological process includes: Conventional Activated Sludge (CAS), biological nitrogen and phosphate removal, 
Single-stage Nitrogen removal using Anammox and Partial nitrification (SNAP), enhanced nutrient removal 
biological process, up-flow anaerobic sludge blanket, membrane bioreactors (MBR), multi-stage biological reactors, 
sequencing batch reactor (SBR), biotrickling filter, biofilter, anaerobic filters, microbial fuel cells, anaerobic digestion, 
aerobic and anaerobic granular Sludge, aerobic-anaerobic-sequential biological treatment, dark fermentation, 
microalgae growth and kinetics, sludge treatment and biomass pretreatment. 
2 The physical process includes reverse osmosis (RO), crossflow microfiltration, membrane filtration, primary and 
secondary clarifiers, aeration and the blowers. 
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3 The chemical process includes dye adsorption, flocculation and coagulation, interfacial energies adjacent to 
membrane surface, forward osmosis (FO), electrochemical and photo electrochemical degradation, sludge 
ultrasonication, ozonation and membrane distillation.

Table 3. Purpose of the GA in the reviewed studies.

Forecasted variable Purpose of GA Year Reference
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Parameter and 

model structure 

optimization

Variable 

prediction

N-nitrosamine removal  - 2018 (Al-Obaidi et al., 2018)

Membrane fouling -  2009 (Hwang et al., 2009)

Hydrogen production  - 2020 (Mahata et al., 2020b)

Removal of chlorophenol  - 2017 (Al-Obaidi et al., 2017)

pH control  - 2012 (Alwan, 2012)

Wastewater leakage  - 2020 (Attwa and Zamzam, 2020)

Pharmaceuticals in 

wastewater
 - 2007 (Babić et al., 2007)

EQI, energy consumption 

for pumping and aeration
 - 2007 (Béraud et al., 2007)

Capital and operational 

costs
 - 2011 (Brand and Ostfeld, 2011)

Operational costs  - 2001 (Chang et al., 2001)

Effluent COD -  2010 (Chen et al., 2010)

COD, NO3
−and PO4

3− -  2015 (Huang et al., 2015)

Influent flowrate, 

operational costs, 

discharge BOD

 - 2009 (Iqbal and Guria, 2009)

Online fault detection  - 2019 (Li and Yan, 2019)

Photocatalytic degradation 

of dyes
 - 2017 (Mahmoodi et al., 2017)
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Chlorophenol removal 

using RO
 - 2020 (Mohammad et al., 2020)

airflow rate, biofilm 

carrier, carbon source

temperature and pH in 

Gas-Liquid-Solid 

bioreactor 

 - 2014
(Srinu Naik and Pydi Setty, 

2014)

Effluent quality index  - 2020 (Niu et al., 2020b)

Design parameters of 

single chamber microbial 

fuel cell

 - 2013 (Sedaqatvand et al., 2013)

Permeation flux in 

microfiltration
-  2012 (Shokrkar et al., 2012)

Overall operational cost  - 2020 (J. Wang et al., 2020)

Design of a carrousel 

oxidation ditch
  2011 (Xie et al., 2011)

COD removal in microbial 

lipid fermentation
 - 2020 (L. Zhang et al., 2020b)

Effluent quality index  - 2012 (Zhao et al., 2012)

Kinetics of SBR and 

CSTR
 - 2015 (Zhu et al., 2015)

Total number of models 23 5

% 82 18

Table 4. The purpose of ACO in the reviewed hybrid models.

Forecasted Purpose of ACO Year Reference
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variable Parameter 

optimization

Improve prediction 

performance

Biogas production  - 2019 (Beltramo et al., 2019)

DO concentration  2016 (Y. Chen et al., 2016)

Crystal violet 

adsorption
  2018 (Ghazali et al., 2018)

MB adsorption   2020 (Jun et al., 2020a)

Cr (VI) adsorption  2020 (Karri et al., 2020)

Influent volume  2012 (Qiao et al., 2012)

Furaldehydes 2-

furaldehyde (F) and 

5-hydroxymethyl-2-

furaldehyde (HMF)

-  2020 (Ali Akbar Miran Beigi, 2020)

Effluent flowrate -  2019 (Rastegaripour et al., 2019)

Total number of 

models
4 6

% 40 60

Table 5. Performance indicators of artificial intelligence models with the reported acceptance range in the 
reviewed studies.
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Reported Acceptable Range

Term Equation

No. of 

studie

s ANN DT SVM Fuzzy Hybrid

Correlation 

coefficient 

(R)

𝑅 =
∑𝑋𝑌

𝑛𝜎𝑥𝜎𝑦
, 𝑋 = 𝑥 ― 𝑥, 𝑌 = 𝑦 ― 𝑦56

[0.4789, 

0.998]

[0.78, 

0.98]

[0.78, 

0.97]

[0.7, 

0.95]

[0.92, 

0.99]

Coefficient 

of 

determinati

on (R2)

𝑅2 = ( ∑𝑋𝑌
𝑛𝜎𝑥𝜎𝑦)2

72
[0.616, 

0.997]

[0.781, 

0.906]

[0.672

, 

0.992]

[0.71

, 

0.992

]

[0.89, 

0.99]

Mean 

Square 

Error 

(MSE)

𝑀𝑆𝐸 =
1
𝑛∑(𝑂𝑣 ― 𝑃𝑣)2 14

[0.010, 

12.64]

[735.68

, 

4587.25

[0.012

, 

0.004

2] * 

-

[0.00010

8, 

4.0375]

Normalized 

MSE 

(NMSE)

𝑁𝑀𝑆𝐸 =
1

𝑛𝑆𝑑𝑂
∑(𝑂𝑣 ― 𝑃𝑣)2 8

[0.65, 

0.89]

[0.57, 

0.79]

[0.62, 

0.75]

[0.77

, 

0.91]

[0.77, 

0.99]

Root mean 

square error 

(RMSE)

𝑅𝑀𝑆𝐸 =
1
𝑛∑(𝑂𝑣 ― 𝑃𝑣)2 62

[0.76, 

4.91]

[103, 

3486]

[0.047

, 

45.32]

[0.70

, 45]

[0.0004, 

1.76]

Men 

absolute 

percentage 

error 

(MAPE)

𝑀𝐴𝑃𝐸 =
1
𝑛∑

|𝑂𝑣 ― 𝑃𝑣|
𝑂𝑣

 × 100 26 -

[12.91

%, 

18.43%

]

[0.6%, 

1.8%]

[10%

, 

13%]

[0.381%, 

1.28%]
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Mean 

absolute 

error (MAE)

𝑀𝐴𝐸 =
1
𝑛∑|𝑂𝑣 ― 𝑃𝑣| 30

[0.0585, 

6.6217]

[0.57, 

40.94]

[0.037

, 

1031.

1]

[0.02

, 

5.14]

[0.02, 

3.87]

Nash-

Sutcliffe 

Error (NSE)

𝑁𝑆𝐸 = 1 ―
∑(𝑂𝑣 ― 𝑃𝑣)2

∑(𝑂𝑣 ― 𝑂𝑣)2

3 [0.75, 

0.98]

- - - [0.65, 

0.97]

Index of 

agreement 

(IA)

𝐼𝐴 = 1 ― [ ∑(𝑃𝑣 ― 𝑂𝑣)2

∑(|𝑃𝑣 ― 𝑂𝑣| + |𝑂𝑣 ― 𝑂𝑉|)2]1
[0.993, 

0.998]
- - - -

Absolute 

Average 

Deviation

𝐴𝐴𝐷% =
1
𝑛∑(𝑃𝑣 ― 𝑂𝑣

𝑃𝑣 ) × 100 1

[0.1838

%, 

0.5631%

]

- - - -

PBIAS 𝑃𝐵𝐼𝐴𝑆 =
∑(𝑂𝑣 ― 𝑃𝑣)

∑𝑂𝑣
1 - - -

[0.77

, 

0.98]

-

Table 6. Summary of simulation platforms used in the reviewed studies.

Simulation platform Open 
source Cost No. of 

studies %

MATLAB - Paid 81 64.8
Design Expert system  Free 14 11.2
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Statistica  Paid 7 5.6
R (programming language)  Free 5 4

MINITAB  Free 5 4
Python  Paid 3 2.4
GPSX  Paid 2 1.6
SPSS - Paid 2 1.6

NNMODEL  Free 1 0.8
Weka  Free 1 0.8
C ++  Free 1 0.8

KNIME  Free 1 0.8
NeuroShell2  Free 1 0.8

DESASS  Free 1 0.8
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Highlights

 ANN outnumbered other standalone AI models (single models) applied to WWTPs.

 Hybrid models were relatively more accurate than the standalone models.

 Most of hybrid models were classified as CI-metaheuristic models.

 FL was the most suitable model for the incomplete data sets.

 Despite recent developments, industrial deployment is lacking.
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