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“ Our greatest glory is not in never falling, but in getting up

every time we fall.”

– Confucius
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Abstract
Stroke is a severe, debilitating, and highly prevalent disease that remains a leading cause of mortal-
ity and rising healthcare costs. In the UK, there are approximately 113,000 strokes annually (that
is, one every 3 minutes 27 seconds) accounting for around 53,000 deaths (Rothwell et al., 2004).
Strokes can be ischaemic or haemorrhagic. About 85% of all strokes are ischaemic and 15% are
haemorrhagic (Murphy & Werring, 2020). Transient Ischaemic attack (TIA), often referred to as a
“mini-stroke” is regarded as a warning sign for future strokes. The risk of premature death and dis-
ability is quite high among stroke survivors. Despite significant progress in prevention, treatments,
and rehabilitation, there is still great capacity for further improvements, which in turn could reduce
the large economic burden of stroke.
The aim of the research is to investigate the impact of ischaemic stroke and TIA events on the long-
term survival of affected patients in the UK and to estimate the influence of various risk factors
(demographical, lifestyle factors, co-morbidities, and treatments) on the hazards of all-cause mor-
tality of stroke survivors.
Electronic medical records from 1986 to 2016 were extracted from The Health Improvement Net-
work (THIN) database and were used to develop survival models for IS and TIA. Weibull Double-
Cox models adapted from Begun et al. (2019) with frailty (random effect) term of general practices
were used in modelling the survival.
The study found a much higher risk of all-cause mortality among IS survivors and TIA patients
compared to their age, sex, and general practice matched controls. Moreover, in both studies, as-
pirin prescription was found to be associated with positive long-term survival prospects in cases and
to be more effective relative to other antiplatelet treatment options. These important findings are of
interest to healthcare professionals, actuaries, and other stakeholders and are beneficial for stroke
sufferers.
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1 Introduction

The initial chapter endeavours to investigate varying definitions of stroke types and provides a gen-
eral background and justification for the research. The research aims and objectives are then listed.

1.1 Definition of stroke

The World Health Organisation (WHO, 1988) defines stroke as a clinical condition characterised
by rapidly growing clinical indications of localised impairment of brain function that lasts longer
than 24 hours or results in death, with no evident cause other than vascular origin. Stroke can be
ischaemic or haemorrhagic. An ischaemic stroke is caused by the blood supply to the brain being
cut off due to blockage which is the most common type of stroke , occurring in 80−85% of cases
(Gomes et al., 2014). A haemorrhagic stroke is caused by a bleeding in or around the brain due to
rupture of important blood vessels. A transient ischaemic attack (TIA) is traditionally defined as
appearance of stroke symptoms and signs that resolve completely within 24 hours.

1.2 Stroke Epidemiology

In 2010, the American Heart Association reported stroke to be the second leading cause of death
and the leading cause of long-term disability worldwide (Lloyd-Jones et al., 2010). The global
prevalence of stroke was 33 million, with 16.9 million people having a first stroke. They further
observed that stroke accounted for 11.13% of total deaths worldwide. Saka et al. (2009) reported
that worldwide, stroke consumes 2% to 4% of health care resources. They estimated that stroke
represented a financial burden of £7 billion per year to the UK economy, with direct costs to the
National Health Service in the UK of £2.8 billion. Acute Ischaemic stroke accounts for 83% of all
strokes in the western world, Intracerebral haemorrhage (ICH), 10% and Subarachnoid haemorrhage
(SAH) 3% (Lloyd-Jones et al., 2010). The distribution of the different sub-types of stroke may not
be necessarily similar for different parts of the world. As evidenced by the Global Burden of Disease
Study 2010, the proportion of strokes due to ICH is higher ( up to 39%) in certain Asian countries
such as China and the Japan (Krishnamurthi et al., 2013). ICH and ischaemic stroke share a number
of risk factors outlined in Table 1.1.

Stroke is the leading cause of mortality and disability worldwide, in both developed and developing
countries. According to the Global Burden of Disease survey, stroke is the third leading cause
of disability-adjusted life years (DALYs) lost worldwide. The number of years lost due to illness,
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TABLE 1.1: Major risk factors for stroke

Risk type Acute Ischaemic stroke Intracerebral Haemorrhage
Non-modifiable Increasing age, family history of

stroke, prior stroke/TIA, male gen-
der.

Increasing age, male sex, previous
ICH, intracranial aneurysms, cere-
bral small vessel disease, arterio-
venous malformations.

Modifiable Hypertension, diabetes mellitus,
smoking, hypercholesterolaemia,
ischaemic heart disease, carotid
artery stenosis.

Hypertension, anticoagulant therapy,
high alcohol intake, smoking, dia-
betes mellitus, illicit drug use.

Source:Manning et al. (2016)

disability, or early death is measured in DALYs (Murray & Lopez, 1997). Feigin and Krishnamurthi
(2011) estimated that number of deaths and DALYS lost attributable to stroke in 2010 were 5.9
million and 102 million, respectively.

They also pointed out that strokes in the 20 to 64 years age group, now make up nearly a third of
the total number of strokes compared with a quarter of strokes in 1990. According to them, “ Stroke
should no longer be regarded as a disease of old age ” because stroke has traditionally been regarded
as a condition affecting elderly people, but the proportion of younger people affected by stroke is
increasing and this is likely to continue. Unless effective prevention techniques are implemented,
the number of cases of disability, disease, and premature mortality caused by stroke is expected to
more than treble by 2030 (Mukherjee & Patil, 2011).

1.3 Rationale of the thesis

Stroke is a disease that may occur at any age and it is often due to a combination of numerous risk
factors. The risk of mortality or recurrent stroke is highest within the first year. The consequences
of stroke are related to several factors such as stroke severity, treatments and pre-existing medical
conditions (e.g. diabetes, hypertension), lifestyle and demographical factors. One of the comor-
bidities highly associated with stroke is atrial fibrillation, a type of irregular heartbeat. Around 1.2
million people in the UK have atrial fibrillation (AF) (NHS Choices, 2017). Having an AF implies
that blood clots are more likely to be formed in the heart which thereby increases the risk of stroke.
For the past decades, stroke incidence has decreased in high income countries (Feigin et al., 2009)
but the absolute number of cases is expected to increase in the future due to a growing number of
people and elderly in the population (Béjot et al., 2019; Gorelick, 2019; Rothwell et al., 2004). Sur-
vival after stroke has improved during the last decades (Bhatnagar et al., 2015; Boysen et al., 2009;
Lee et al., 2011; Rothwell et al., 2004). Nevertheless, many stroke survivors still have an impaired
prognosis when compared to a healthy person. Stroke frequently necessitates lengthy hospitalisation
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and rehabilitation and reduced quality of life. Stroke is linked to mental and emotional repercus-
sions such as dementia, depression, and subsequent medical difficulties, in addition to the physical
consequences. Stroke and transient ischemic attack (TIA) have a significant impact on individuals
and society, hence primary prevention is critical to lowering their occurrence and associated costs.
Stroke is a huge financial burden on society, accounting for 2 to 4% of overall healthcare costs in
developed countries (Ingeman et al., 2011). Most studies have focused on prognosis such as recur-
rence and functional status after stroke, rather than long-term mortality. Most research have been
done on specific target groups, hence not large scale enough to be generalisable to wider population.
Primary care data constitutes a rich source of population-based longitudinal data on patients. Data
on stroke diagnoses and treatment are collected along their routine care journey. Hence, there is a
need for survival modelling based on large-scale population-based primary care data.

The following study will benefit the patients, caregivers, health authorities, clinicians, actuaries and
government in terms of identification of risks, healthcare planning, resource planning and retirement
planning, pricing of annuities and financial planning.

1.3.1 Impact of TIA and stroke on the individual level

TIA is often considered a “minor stroke” and stroke is considered a “ disease of the old ”, i.e. to be
happening only in older individuals. The symptoms of TIA and stroke are often poorly recognised.
Stroke patients may be left with disability and experience physical, emotional or cognitive impair-
ment such as fatigue, memory, or concentration problems. The quality of life may be seriously
affected. This can also consequently become a financial strain on the individuals and family life
may be affected. Many stroke survivors may continue to require care from caregivers, and family
members for activities of daily living like bathing or toileting. This may further impact the psycho-
social well-being and a decline in social life with ensued high level of depression (Doran et al.,
2014). The hidden syndromes if not managed may also result in subsequent vascular events or even
premature deaths. Awareness is indispensable. A survival model estimating the mortality risk after
diagnosis of TIA and stroke can help identify which types of interventions and factors are beneficial
for survival after the event.

1.3.2 Impact on the Healthcare sector

Healthcare professionals need to understand factors associated with survival improvements or those
associated with hazardous effects. This knowledge could help to understand the risks associated
with health factors and mitigate the burden associated with stroke. Stroke is the common cause
of disability in the adult population. Approximately, two-thirds of stroke survivors are left with
a disability (Dworzynski et al., 2013). Some of them are left with permanent disabilities often
requiring rehabilitation and long-term care. The reduced quality of life could be a consequence of
physical, mental, or emotional impairment. The health care costs are estimated to be £8 billion
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annually with £3 billion direct costs to the NHS (Patel et al., 2020). The societal economic burden
is made up of direct costs such as lost work days and informal care, as well as indirect costs such
as substantial costs connected to home or hospital-based care and rehabilitation. The current high
stroke burdens are expected to increase as the ageing population and obesity, diabetes, and physical
inactivity become more common.

Early management can help to reduce the NHS healthcare costs. The post-stroke hospitalisation is
also much higher in stroke patients than in the matched non-stroke cohort (Public Health England,
2018). Public Health England (2018) warns that the average age for individuals suffering from
stroke is decreasing, with more than one-third of strokes occurring in adults between 40 and 69.
The middle-aged stroke survivors are at their working-age (Daniel et al., 2009) and may also face a
considerable risk of recurrent stroke and other adverse vascular events.

It is important to investigate the impact of the use and adherence to secondary prevention medi-
cation. Survival models after stroke can help to identify different characteristics associated with
improvement in mortality and how the risk varies across sub-populations. Treatment effects may
vary by population. A survival study can help to assess the effectiveness of different medical in-
terventions at different ages and morbidity profiles which can inform clinical guidelines. This can
benefit the local authorities and healthcare professionals, caregivers and families providing a strate-
gic avenue for resource allocation and management. In the light of the above considerations, there
is a strong case to argue that the accurate survival prognosis after stroke can impact the healthcare
sector.

It is important that doctors and healthcare professionals are made aware of the mortality risk in dif-
ferent age groups after a medical diagnosis of stroke. Besides, there is a strong need to understand
the mortality risk given the different risk factors to be able to curb the harmful effects. Thirdly, it
is of great significance to assess the effectiveness of medical interventions in view of better med-
ical management. Clinical trials being highly selective often exclude elderly patients, hence the
effectiveness of medical therapies after a stroke needs a closer inspection, a more “real world” ap-
plication. Survival models after stroke incorporating risk factors, clinically relevant interactions,
medical therapies with diverse age groups, comorbidities, and lifestyle choices can help answer
these questions.

1.3.3 Relevance to retirement planning

Defined Benefits and Defined Contribution funds(there is a recent increase towards this option) are
two types of retirement funds in the United Kingdom. Guaranteed annuities, lump payouts, and
With Profit annuities are available to members. Insurers and annuity providers, on the other hand,
are concerned about longevity risk. Individuals who are insured may live longer than expected.
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The emergence of enhanced (impaired) life annuities based on the insured’s smoking status, gen-
eral health, geographic location, and pre-retirement occupation has been lately noted in the market
(HannoverRE, 2018).

The investment and longevity risk in Defined Benefit funds and guaranteed annuities are borne by
the life insurer, which pays pensions for longer than projected. People may not fully appreciate
longevity risk or consider its repercussions while planning their retirement income due to uncer-
tainty and underestimation of life expectancy. There have been major improvements in UK life
expectancy. Public Health England (2017) produced life expectancy forecasts based on fitting a
model to the trends in life expectancy from 1981 to 2017 (prior to the COVID-19 pandemic). The
graph in Figure 1.1 shows the improvement in life expectancy.

FIGURE 1.1: Trends in life expectancy at birth, males and females, England, 1981
to 2017, projections and forecasts from 2018 to 2023.

Source: PHE analysis of ONS data (2018)

However, recent mortality has been volatile especially with the ongoing COVID-19 pandemic caus-
ing mortality shocks. The predictability of the longevity expectation can prove to be challenging.
Using data from the Office for National Statistics, Aburto, Kashyap, et al. (2021) shows in compari-
son to 2019, women’s and men’s life expectancy at birth decreased by 0.9 and 1.2 years, respectively
in 2020. COVID-19 pandemic put a halt to the longevity improvements across many countries; Life
expectancy at birth fell in 24 of the 26 nations, including most European countries, Chile, and the
United States (Aburto, Schöley, et al., 2021).

It is vital to provide accurate information on a variety of items so that individuals may better un-
derstand their longevity risk and take appropriate decisions. It matters to study their longevity risk
near retirement ages. The survival model can hence inform how certain socio-demographic factors,
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medical conditions, treatments, and lifestyle factors can impact survival prospects at retirement.
Stroke is highly prevalent among patients older than 65 years, and improved knowledge about sur-
vival prospects can be helpful for insured individuals to plan for retirement and to decide on the best
option given their estimated risk of mortality.

1.3.4 Relevance to the actuarial sector

The life insurance sector may experience unexpected loss of profit due to overestimation or under-
estimation of base risk. If the risk is underestimated, the loss could be in the form of income offered
to consumers until death. An unexpected rise in longevity could be the result of shifting popula-
tion lifestyles or medical advancements. When projecting life expectancy, it is critical for insurance
companies to understand the risk factors that influence longevity risk. Hence, appropriate survival
models can test if there are survival prospects related to lifestyle choices or treatments. These mod-
els can provide insights into properly calibrating the life expectancy model and hence minimizing
the basis risk. It is important to find new reliable sources of stroke data with a longer length of
follow-up and more coverage of patients representative of the UK population. The mortality risk
associated with stroke impacts the actuarial and insurance sectors in the UK. Survival models can
hence help actuaries to design improved annuities products tailored to customer’s risk.

1.4 Aims and Objectives

Aims

The main aim of the research is to study the impact of stroke on the survival of stroke patients in
the UK while adjusting for various risk factors (demographical data, treatments, comorbidities, and
lifestyle factors) on the hazards of all-cause mortality after IS stroke and TIA. The treatment effects
of different medical therapies will also be explored. Survival analysis will be used to model the
longevity of patients after stroke and TIA.

Objectives :

1. To establish the list of risk factors and covariates affecting the longevity of stroke survivors
and TIA patients based on the review of the medical literature on the relevant medical condi-
tion.

2. To use Cox proportional hazards regression or parametric survival models as appropriate to
estimate survival benefits or hazards of these factors and their interactions and find through
backward elimination the subset of variables to be adjusted for in the full case analysis.

3. To deal with missing values in the database using multi-level multiple imputation and model
checks.
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4. To determine the effects of stroke and TIA on the longevity of patients.

5. To estimate the effect of various risk factors such as pre-existing medical conditions, socio-
demographic and lifestyle factors and their interactions. To estimate the protective or harmful
effects of the medical therapies on survival.

6. To translate the results of the survival models for stroke and TIA into life expectancies.

7. To examine years gained or lost due to medical treatments, comorbidities, and lifestyle factors
for TIA patients and stroke survivors.

8. To disseminate the findings to inform the patients, healthcare professionals, and actuaries on
the effective health interventions and financial planning.

1.5 Thesis Outline

Chapter 2 is the literature review of the TIA and IS. First, the different risk factors and risk manage-
ment are discussed. The results of important randomized control trials, meta-analyses, and survival
models are reviewed. The limitations of existing research are presented.

Chapter 3 consists of the description of the statistical methods, assumptions of the survival models,
relevant statistical tests, and the process of model building. It also takes into consideration the
multiple imputation techniques which were used to deal with missing records.

Chapter 4 is a review of the THIN database. It also presents the inclusion-exclusion criteria and the
extracted variables are presented.

Chapter 5 presents the developed survival model to estimate the hazards of all-cause mortality asso-
ciated with a history of TIA. The analysis procedures are explained and the findings are discussed
and compared to other studies.

Chapter 6 presents the developed survival model to estimate the hazards of all-cause mortality as-
sociated with a history of IS. The analysis procedures are explained and the findings are discussed
and compared to previous findings of the literature.

Chapter 7 summarises the research’s findings. The strengths and limitations of the research are
discussed, followed by the implications of the study.
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2 Background and Literature Review

The Chapter starts with some definitions of stroke types and provides a general background. It then
gives an overview of the existing literature. The limitations of the existing studies are explored
and the gaps in research are then identified. The first section explores the risk assessment and the
management of stroke and TIA in UK clinical practice. The following section then provides an
overview of the key studies on survival following TIA or stroke and the patients’ survival prospects
are discussed to identify the gaps in stroke literature.

2.1 Ischaemic Stroke and TIA

Ischaemic stroke is caused by obstruction of a cerebral artery, stopping the blood supply to the
brain, and causing ischaemia (decrease in blood supply causing tissue death) in the affected vascular
territory. Such occlusions may be due to thrombosis, typically on a background of atherosclerotic
arterial plaques, or thrombi emboli from distant sites, most commonly from the left chamber of the
heart, or from large arteries such as the aorta or carotid arteries (G. J. Hankey, 2007).

In TIA, the obstruction to blood flow is transient (temporary); with the restoration of blood flow
to the affected area preventing the development of permanently damaged brain tissue.

FIGURE 2.1: CT of normal brain versus CT of Ischaemic Stroke.

Source: NE 103 Cerebrovascular Accidents
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“Transient” implies brief; “ischaemic” implies the lack of blood flow, and “attack” implies a sud-
denness and limited time duration of a discrete event. The transient ischaemic attack was first
defined in 1975 by the Ad-Hoc Committee on Cerebrovascular Disease as “cerebral dysfunction of
ischaemic nature lasting no longer than 24 hours with the tendency to recur” (Millikan et al., 1975).
World Health Organisation (WHO, 1988) defined transient ischaemic attack as “rapidly developed
clinical signs of focal or global disturbance of cerebral function, lasting less than 24 hours, with
no apparent non-vascular cause”. Due to controversy in the definition of TIA which was based on
an arbitrary time cut-off and which was causing confusion, the American Heart Association and
American Stroke Association (Easton et al., 2009) consider the above definition to be outdated.

Conventionally, it was assumed that TIA left no damage to brain tissues (infarction) and that symp-
toms would completely stop within the 24 hours window. Any symptoms lasting longer than 24
hours up to 7 days were classified as ischaemic stroke. Albers et al. (2002)’s study highlighted
the inconsistency in the concept of the traditional definition of TIA and attempted a redefinition.
They defined TIA as “a brief episode of neurological dysfunction caused by focal brain or retinal
ischemia, with clinical symptoms lasting less than an hour and without neuro-imaging evidence of
acute infarction”. The Stroke Council of the American Heart Association/American Stroke Asso-
ciation (AHA/ASA) (Easton et al., 2009) removed time as a factor and recommended their current
definition of transient ischaemic attack as: “a transient episode of neurological dysfunction caused
by focal brain, spinal cord or retinal ischaemia, without acute infarction.” Computed tomography
(CT) and later magnetic resonance imaging (MRI) questioned the accepted paradigm on how TIAs
are assessed by demonstrating that clinically transient episodes are not always temporary at the tis-
sue level. This new definition is “tissue-based” rather than a time-based definition with the diagnosis
being based on brain imaging. Despite the revised tissue definition, significant organizations like
the World Health Organization (WHO) and the National Institute for Health and Care Excellence
(NICE) continue to use the 24-hour threshold (Turner, 2016). The lack of routine brain imaging
could be explained by restrictions based on the availability, viability, and price of MRI for use in
emergency care of TIA in many clinics and medical centres. Furthermore, about 10% of patients
are either unable to tolerate MRI or it is contraindicated, which restricts its general use.

For the given study context, the electronic medical records from the THIN database were used in the
UK primary care and hence the definitions used for strokes and TIA were based on NICE guidelines
( NICE, 2020b). According to NICE (2020b), ischaemic stroke is defined “as an episode of neuro-
logical dysfunction caused by focal cerebral, spinal, or retinal cell death due to infarction following
vascular occlusion or stenosis and TIA as “a transient (less than 24 hours) neurological dysfunction
caused by focal brain, spinal cord, or retinal ischemia, without evidence of acute infarction.” Hence,
TIA diagnosis is based solely on clinical diagnosis and not necessarily on brain imaging.
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FIGURE 2.2: CT scans showing (A) intracerebral haemorrhages (arrows) and (B)
subarachnoid haemorrhages (arrows).

Note that acute haemorrhage appears hyperdense (white) on a CT scan.
Source: Kenneth & Cheng (2009) Acute Stroke Diagnosis

2.2 Intra-cerebral haemorrhage

Intracerebral haemorrhage (ICH) consists of three distinct phases: Initial haemorrhage, haematoma
expansion (collection of blood outside of a blood vessel), and peri-haematoma oedema (causes the
brain to swell within the skull, leading to increased pressure, reduced conscious level and impaired
neurological function). According to Manning et al. (2016), the initial haemorrhage phase is caused
by sudden rupture of small intra-cerebral arteries, damaged by hypertension or amyloid angiopathy.
Amyloid angiopathy is a blood vessel disorder caused by abnormal amyloid (build-up of abnormal
proteins) deposits in the blood vessel walls of the brain which can cause the blood vessel to become
weak and rupture resulting in intracranial bleeding.

Hypertension is by far the leading cause of ICH and accounts for approximately two-thirds of cases
(Mayer & Rincon, 2005).

2.3 Subarachnoid haemorrhage (SAH)

Head trauma is the most common cause of SAH. SAH is also commonly due to a brain aneurysm
which is a swelling of an artery in the brain that can rupture and bleed into the space between the
brain and the skull. The main risk factors contributing to SAH are hypertension, cigarette smoking,
excessive alcohol use, illicit drugs use or familial history of brain aneurysms.

2.4 Classification of stroke subtypes

Stroke leads to an unexpected beginning of various clinical features, characterised by loss of func-
tion through the nature of signs. The symptoms depend on the anatomical site and size of the
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affected area. A widely accepted clinical classification for ischaemic stroke is the Oxfordshire Clas-
sification of Stroke Project classification (OCSP), initially described by Bamford et al. (1991) and
summarised as:

1. Total Anterior Circulation Stroke (TACS): Account for 20% of ischaemic strokes, and is
caused by blockage of large vessels, leading to large volume infarcts.

2. Partial Anterior Circulation Stroke (PACS): Account for 35% of ischaemic strokes, and is
typically caused by occlusions of branches of the middle cerebral artery. Characterised by the
presence of two, of the three features of a TACS.

3. Lacunar Syndrome(LACS): Account for 20% of ischaemic strokes and is caused by occlu-
sions of small perforating vessels. Characterised by pure motor or sensory loss, or ataxic
hemiparesis.

4. Posterior Circulation Stroke (POCS): Account for 25% of ischaemic strokes and is caused
by occlusions to vessels in the posterior circulation. Characterised by brainstem or cerebellar
dysfunction, leading to more complex clinical presentations.

An alternative classification system for ischaemic stroke Adams Jr et al. (1993), the TOAST clas-
sification (Trial of Org 10172 in Acute Stroke Treatment). The system classifies stroke subtypes
according to clinical features in conjunction with brain imaging, cardiac investigations and carotid
artery imaging as follows :

1. Large artery atherosclerosis : Patients have clinical and brain imaging findings of signif-
icant stenosis or occlusion of a major brain artery, or branch cortical artery presumed sec-
ondary to atherosclerosis.

2. Cardio-embolism: Includes patients with arterial occlusions due to emboli from the heart.
At least one cardio-embolic source must be identified.

3. Small vessel occlusion : Includes patients whose strokes are labelled as lacunar infarcts, and
do not have higher cortical dysfunction, or potential cardiac sources of emboli, or large vessel
disease. Patients have either normal brain imaging or small subcortical infarcts

4. Stroke of other determined aetiology: Includes patients with rare causes of stroke.

5. Stroke of undetermined aetiology: The underlying cause cannot be identified.
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2.5 Incidence and Prevalence

2.5.1 Stroke

Approximately 113,000 people suffer a stroke in the UK annually and there are currently around
1 million stroke survivors (Rothwell et al., 2004). According to Bamford et al. (1991), there are
98,000 ischaemic strokes per 110,000 first ever-strokes annually. These numbers are expected to
rise due to ageing population. Stroke incidence is projected to rise in the UK by 60% annually
between 2015 and 2035 and the societal costs associated is expected to treble by then (King et al.,
2020). The increasing number of survivors can also be accounted by improved treatment. Stroke
does not only affect individuals and their close ones but there are substantial associated health and
social cost implications.

2.5.2 Epidemiology of TIA

A first-ever TIA affects approximately 50 people per 100,000 of the UK population each year. Ap-
proximately 15% of ischaemic strokes are preceded by a TIA (Rothwell et al., 2007). It is estimated
that 12% to 30% of patients report a history of TIA shortly before their stroke and approximately a
quarter of them occur within hours before the stroke (Hackam et al., 2009; Rothwell et al., 2007).
TIA represents a true medical emergency. If preventive treatment for TIA is started early (within
24 hours), the 90-day risk of stroke can be reduced by 80%. It is also estimated that around 10,000
recurrent strokes can be prevented every year in the UK through early initiation of treatment (Giles
& Rothwell, 2007).

According to Turner (2016), estimating the incidence and prevalence of TIA is complicated by
the change in the definition of TIA (time versus tissue-based definition) and the new proposed
classification has not been universally adopted.

2.5.3 Global Stroke Burden

As previously stated, stroke is unquestionably a devastating disease, as it is the world’s second-
biggest cause of death, comprising approximately 10% of all deaths and being responsible for 5.5
million deaths each year, with 44 million disability-adjusted life-years (DALYs) lost (Mukherjee &
Patil, 2011). Mukherjee and Patil (2011) also reported that in 2010 alone, there were 16.9 million
strokes worldwide, of which 70 per cent occurred in low- and middle-income countries and the
worrying tendency is likely to rise over the next 20 years. More than 85 per cent of the global
stroke mortality hails from low-income and middle-income countries, especially from Africa and
Asia. Undoubtedly, more than ever before, there is urgency for a worldwide emphasis on reducing
the mortality and morbidity rates of cardiovascular disease and stroke.
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The main barriers in many countries are documented as the dearth of infrastructure, insufficient
systems of care, lack of effective plans to address cardiovascular risk factors, financial struggle and
lack of trained health care workers (Kim & Johnston, 2011). According to Mukherjee and Patil
(2011), the economic repercussions have also been very severe; in 2005, it was estimated that the
losses to gross domestic product (GDP) due to vascular diseases were nearly $1 billion in China
and India. Healthcare systems should be adequately funded, staffed, and structured in order to
combat the stroke epidemic. The use of intravenous alteplase (IV tPA) following an acute ischaemic
stroke, for example, has been shown to enhance outcomes. Patients treated with intravenous venous
recombinant tissue plasminogen activator (tPA) within the first three hours of the onset of stroke had
improved three-month functional outcomes compared to the control group, according to a clinical
trial conducted by the National Institute of Neurological Disorders and Stroke (NINDS) rt-PA Stroke
Study Group in 1995 (TNIoNDa, 1995).

Thrombolytic therapy is now widely used in suitable patients presenting early (<4.5 hours) from
stroke onset and is of proven success in clinical practice. (Tanny et al., 2013)

According to NHS Choices (2017), alteplase is recommended soon after stroke onset, being the
most effective treatment, however, it should not be used in the window of 4.5 hours that has elapsed.
Before the alteplase therapy, it is recommended that a brain scan is carried out to rule out the
possibility of haemorrhagic stroke as alteplase may then cause more harm than good as it may make
bleeding worse. Nevertheless, the proper administration of IV tPA to suitable patients entails the
organisation and availability of infrastructure. Though some countries like Brazil, Argentina, China
and India have been effective at developing the systems for administration of IV tPA, low-income
countries still face obstacles because of the scarcity of medical services and human resources and
the medical services being geographically inaccessible at times. Another reason is that the IV tPA
is exorbitantly costly.

Overall, the main risk factor is hypertension which is held responsible for approximately 54% of
the global stroke burden. For the low-income and middle-income countries, stroke affects mostly
the working-age (41 to 65 years) adults. Targeting risk factors of stroke at a primary care level, and
focussing on healthy lifestyles, could substantially improve the global stroke burden.

2.6 Management of acute stroke and TIA

2.6.1 Stroke and Health Services

Stroke constitutes a major health crisis in the UK. The majority of stroke survivors are left with
significant morbidity after stroke event(s). Eventually, the care for those patients requires 4–6% of
the total NHS budget (Saka et al., 2009). Though there has been a recent indication of a decline in
age-specific mortality from stroke, this does not necessarily translate to a decrease in morbidity or
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any drop in need for services. In fact, with the population ageing, the incidence drop might be offset
by the old-age-related health problems and required care.

An analysis of World Health Organisation (WHO) data shows UK general mortality is broadly
similar to that in other Western European countries (Krishnamurthi et al., 2013). However, in terms
of stroke case fatality, the UK tends to have higher numbers when compared to Western European
countries (Sarti et al., 2000).

Thrombolysis

The first management for patients with ischaemic stroke requires rapid specialist assessment for the
consideration of thrombolytic therapy, the administration of drugs called “lytics” or “clot busters”
to dissolve blood clots that have acutely (suddenly) obstructed major arteries or veins, potentially
causing serious or life-threatening consequences. It is often referred to as “thrombolysis”. It is of
utmost importance to initiate the therapy as soon as possible to prevent permanent damage. The
main aim is to reestablish the normal cerebral blood flow to the affected area.

Thrombectomy

Mechanical thrombectomy (removal of the occlusive clot by endovascular means) is also often re-
ferred to as the “endovascular therapy for acute ischaemic stroke”, or “endovascular clot removal”.
Only a small proportion of severe ischaemic strokes can be treated by this emergency procedure. It
is only effective at treating stroke if a blood clot is lodged in a large artery in the brain. The sooner
the procedure, the more effective the treatment. It involves inserting a catheter into an artery often
in the groin and removing the clot using the device or suction, (NHS Choices, 2017).

More recently, mechanical thrombectomy was shown to be successful in clinical practice. It has
beneficial outcomes in reducing death and disability and in achieving the normal flow of the ob-
structed vessel in acute ischaemic stroke. Findings originated from a trial of 459 patients followed
up for over two years in the Netherlands (Van den Berg et al., 2017). They found that participants
who received thrombectomy scored a median of three (slight disability) on the Modified Rankin
Score (mRS) scale compared with four (moderate disability) in the standard group care. Thrombec-
tomy was hence associated with an improved likelihood of a better functional score by two years
(OR = 1.68, C.I: 1.21 to 2.30).

National guidelines were updated as a result of these findings. NICE (2008) guidelines endorsed
that thrombolysis for acute ischaemic stroke should be administered only within a well-organised
stroke service and should be given within the 4.5 hours window. Proper management should focus
on the restoration of homeostasis (including BP control, and maintenance of hydration, nutrition,
and normoglycaemia), prompt administration of antiplatelet agents, prevention of complications,
and prompt early specialist rehabilitation. Bracard et al. (2016) guidelines recommended that the
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mechanical clot removal should be performed by experienced clinicians with appropriate facilities.
About 9,000 patients per year may be eligible for thrombectomy and it has been shown to reduce
the chance of disability after stroke (Bracard et al., 2016).
In a pooled analysis from the Mechanical Embolus Removal in Cerebral Ischemia (MERCI) and
different other trials, Nogueira et al. (2009) found that final revascularisation, baseline National
Institute of Health Stroke Scale, age and systolic blood pressure were associated with good outcomes
and survival at 90 days ( P < 0.0018 for all). There are a few centres where thrombectomy is
available in the UK, but there are not enough trained professionals for the service to be rolled out
across the UK. Since the treatment is not fully commissioned yet, almost a third of hospitals have
no access to thrombectomy either on-site or by referring to another hospital. However, due to the
limited number of such interventions in stroke care, the current study will not study the factor.

FIGURE 2.3: An Endovascular therapy.

Source: Daviddatwood.com

Carotid Endarterectomy Procedure

Narrowing of an artery in the neck called the carotid artery can also cause an ischaemic stroke
resulting from a build-up of fatty plaques. If the carotid stenosis is particularly severe, surgery
is recommended to unblock the artery. This is done by a surgical technique called a Carotid En-
darterectomy Procedure.

It involves the surgeon making an incision and removing the fatty deposits. However, due to the
limited number of such interventions in stroke care, the current survival study will not study the
given factor.

Management of ICH

The management of patients suffering from acute ICH involves mainly medication, specialised
stroke units where the principal aim of the acute treatment is the regularisation of the blood clot-
ting, re-establishment of homeostasis, and the control of blood pressure and complications. Present
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FIGURE 2.4: A Carotid Endarterectomy Procedure.

Source: coastalsurgery.com

guidelines mention that initial monitoring and management of ICH patients should take place in
an intensive care unit or dedicated stroke unit with physician and nursing neuroscience acute care
expertise (Manning et al., 2016).

Management of TIA

If a patient is suspected to have TIA, the management starts with a first assessment to identify the
risk level of stroke, together with a quick start of antiplatelet therapy. The ABCD2 score is a simple
scoring system that can be used to stratify those patients who need urgent specialist assessment
(within 24 hours) and those who need assessment within one week. Key steps in the specialist
assessment include confirmation of TIA diagnosis; carotid imaging, and referral for surgery (<2
weeks) if indicated; identification of underlying atrial fibrillation (AF); prompt treatment of risk
factors including hypertension and high cholesterol (NICE, 2008).

NICE guidelines : Treatment management

The pathway from National Institute for Health and Care Excellence (NICE) guidelines ( NICE,
2020b) depicts the pathway of the management of stroke and TIA. The guidelines were updated in
March 2017 and took into consideration of the following:

• Referral to specialist assessment and subsequent imaging in people with suspected TIA.

• Use of pharmacological or mechanical methods for clearing blood clots.

• Early antihypertensive treatment in Haemorrhagic stroke.

• Decompressive hemicraniectomy (surgery relieving massive brain swelling) in people older
than 60 years.
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Recognition of symptoms: FAST or Rosier Screening Tools

Exclude hypoglycaemia stroke mimic

TIA pathway

Brain imaging if appropriate 

Have neurological symptoms resolved at time of assessment

Carotid Imaging: Carotid 
endarterectomy if significant 

carotid stenosis

Follow-up in primary care: Stroke prevention 
pharmacotherapy and lifestyle advice 

Specialist assessment: Confirm diagnosis, 
management of risk factors; administer initial 

stroke prevention pharmacotherapy and 
lifestyle advice

Decompressive 
hemicraniectomy for 

middle cerebral artery 
infarction

Stroke Pathway

Admission to a specialist acute 
stroke unit

Brain Imaging

Initial Management: Aspirin 
300mg, blood tests, ECG

Assess Stroke risk: 
ABCD2score

Low risk: (ABCD2 score < 4 or 
>1 week since symptoms): 

Specialist Assessment within 
1 week

High risk: (ABCD2score > = 
4 or > = TIAs in 1 week): 
Specialist Assessment 

within 24 hours

Managing an 
acute 

intracerebral 
haemorrhage

Thrombolysis and 
mechanical clot 

retrieval for acute 
ischaemic stroke

Antiplatelets and 
anticoagulation 

treatment

Maintaining or 
restoring homeostatis

Assessing Swallowing 
function and oral 

nutrition

Statin treatment

Early Mobilisation

Assessing and managing 
carotid stenosis following 
acute non-disabling stroke

Stroke Rehabilitation

FIGURE 2.5: Treatment pathways for TIA and acute Stroke adapted from NICE
guidelines

Source : NICE (2020b)
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2.6.2 Stroke: tools and criteria

The Table 2.1 below shows different tools and criteria used in primary care for identifying stroke.

TABLE 2.1: Tools and criteria for stroke

Tools Criteria

ABCD
and

ABCD2

Prognostic score to identify people at high risk of
stroke after a TIA.
It is calculated based on:
A : Age (≥ 60 years , 1 point)
B : Blood pressure at presentation
(≥ 140/90 mmHg, 1 point )
C : Clinical features
(unilateral weakness, 2 points; speech disturbance without weakness, 1 point)
D: Duration of symptoms
(≥ 60 minutes , 2 points; 10 to 59 minutes, 1 point)
The calculation of ABCD2 also includes the
presence of diabetes (1 point).
Total scores range from 0 (low risk) to 7 (high risk).

FAST

Face Arm Speech Test: Used to screen for the diagnosis of stroke or TIA.
Facial weakness : Can the person smile?
Has their mouth or eye drooped?
Arm weakness : Can the person raise both arms?
Speech problems : Can the person speak clearly and understand what you say?
Test all three symptoms.

ROSIER

Recognition of Stroke in the Emergency Room. Scale used to establish the diagnosis
of stroke or TIA. Factors assessed include: demographic details, blood pressure and blood
glucose concentration; items on loss of consciousness and seizure activity;
and physical assessment including facial weakness, arm weakness, leg
weakness, speech disturbance and visual field defects.
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2.7 Incidence of recurrent stroke

Main studies of stroke have only focused on the incidence of the first stroke but study on the inci-
dence of recurrent stroke is equally vital. According to National Institute of Neurological Disorders
(2021), approximately 25% of people who recover from their initial stroke will have another stroke
within five years. Recurrent stroke is the main contributor to stroke-related disability and death, with
the risk of severe disability or death from stroke increasing with each additional recurrent stroke.
The risk of a recurrent stroke is greatest right after a stroke; however, this risk will usually decrease
with time. Within 30 days of their first stroke, about 3% of stroke patients will experience another
stroke, and one-third of recurrent strokes occur within two years of the first stroke (National Institute
of Neurological Disorders, 2021).

The Oxfordshire Stroke Community Project showed that the risk of suffering a recurrence within
five years of a first stroke was 30% (95% CI: 20 to 39%)(Burn et al., 1994). The WHO MONICA
project involved a younger population; aged 35-64 years. The team of researchers found that the
recurrence of stroke was related to factors such as age and ethnicity (Truelsen et al., 2003).

2.8 Functional outcomes after Stroke

2.8.1 Medical complications after stroke

In Europe, strokes cause numerous cases of long-term adult disability (Truelsen et al., 2006) and the
prevalence of disability due to stroke is anticipated to increase globally due to ageing population.
Survivors of strokes are left with different degrees of residual incapacity that can endure for months
and years (Johnston et al., 1999).

Post-effects of stroke can be motor or non-motor impairment (Sommerfeld et al., 2004). Motor
impairment affects the control of the movement of the face, arm, and leg of one side of the body.
Residual motor disability affects about 80% of patients to varying levels. Non-motor impairments
include cognitive decline (including memory, executive functioning, attention, concentration, and
alertness), low mood, and impaired communication abilities. This can largely affect the interaction,
motivation, and continuation of normal activities. According to Edwardson et al. (2016), medical
complications may result frequently from acute ischaemic stroke and include pneumonia, the need
for intubation and mechanical ventilation, gastrointestinal bleeding, congestive heart failure, cardiac
arrest, deep vein thrombosis, pulmonary embolism, and urinary tract infections.

According to Tei et al. (2000) and Siegler and Martin-Schild (2011), there is an association between
early neurologic deterioration during the acute phase of ischaemic stroke and an increased risk of
morbidity and mortality. Pohjasvaara et al. (2002) explains that stroke outcome may entail post-
stroke depression. This is often attributable to post-stroke disability and cognitive impairment. It
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is essential to monitor the stroke outcome on patient function, independence, and quality of life.
Care needs and rehabilitation depend on the degree of disability and handicap post-stroke. Several
clinical measures have been developed for clinical practice.

FIGURE 2.6: Barthel Index items

Source : Mahoney et al. (1965)

 
 

 
Bowels  
0 = incontinent (or needs to be given enemata) 
1 = occasional accident (once/week)  
2 = continent  
Patient's Score:____________ 
 
Bladder 
0 = incontinent, or catheterized and unable to manage  
1 = occasional accident (max. once per 24 hours)  
2 = continent (for over 7 days)  
Patient's Score: ____________ 
 
Grooming  
0 = needs help with personal care  
1 = independent face/hair/teeth/shaving  
implements provided)  
Patient's Score: ____________ 
 
Toilet use  
0=dependent  
1=needs some help, but can do something alone  
2=independent (on and off, dressing, wiping)  
Patient's Score: _________ 
 
Feeding  
0 = unable  
1 = needs help cutting, spreading butter, etc. 
2= independent (food provided within reach)  
Patient's Score: ______________ 
 
 
 
 
 
Scoring: 
Sum the patient's scores for each item. Total possible scores range from 0-20 with lower 
scores indicating increased disability. If used to measure improvement after rehabilitation, 
changes of more than two points in the total score reflect a probable genuine change, and 
change on one item from fully dependent to independent is also likely to be reliable. 

Barthel Index of Activities of Daily Living 

Instructions: Choose the scoring point for the statement that most closely corresponds to the 
patient's current level of ability for each of the following 10 items. Record actual, not potential, 
functioning. Information can be obtained from the patient's self-report, from a separate party 
who is familiar with the patient's abilities (such as a relative), or from observation. Refer to the 
Guidelines section on the following page for detailed information on scoring and interpretation. 
 

The Barthel Index 

Transfer  
0 = unable - no sitting balance  
1 = major help (one or two people, physical), can sit  
2 = minor help (verbal or physical)  
3 = independent  
Patient's Score:_______________ 
 
Mobility  
0 = immobile  
1 = wheelchair independent, including corners, etc.  
2 = walks with help of one person (verbal or 
physical)  
3 =  independent (but may use any aid, e.g., stick)  
Patient's Score:_______________ 
 
Dressing  
0 = dependent  
1 = needs help, but can do about half unaided  
2 = independent (including buttons, zips, laces, etc.)  
Patient's Score:_______________ 
 
Stairs  
0 = unable  
1 = needs help (verbal, physical, carryin  
2 = independent up and down 
Patient's Score:__________________ 
Bathing  
0 = dependent 
1 = independent (or in shower)  
 
Patient's Score:_______________ 
 
Total Score:_________________ 
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The Barthel Activities of Daily Living Index (Mahoney et al., 1965) is the most regularly used
measure of disability. This gives a disability score from 0 (severe disability) to 20 (independent)
and can be sub-divided into groups ( Figure 2.6).

Another example of a scale that includes both disability and handicap is the Modified Rankin scale
with six grades, from no symptoms to severe disability (Group et al., 1988). It can also be col-
lapsed down to two levels. For instance, in the Oxford Community Stroke Project it was reduced to
‘functionally independent’ (grades 0 to 2) and ‘functionally dependent’ (grades 3 to 5)(Table 2.2).

TABLE 2.2: Example of disability measures: the Modified Rankin Scale

Source : Group et al. (1988)

Modified Rankin Scale
0 No symptoms
1 Minor symptoms which do not interfere with lifestyle

2
Minor handicap:
symptoms which lead to some restriction in lifestyle but do
not interfere with the patient’s,capacity to look after themselves

3
Moderate handicap:
symptoms which significantly restrict lifestyle
and prevent totally independent existence

4
Moderately severe handicap:
symptoms which clearly prevent independent existence though not
needing, constant attention

5 Severe handicap:
totally dependent requiring constant attention night and day
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2.8.2 Predicting recovery

Several studies, G. Hankey et al. (2007) and Jorgensen et al. (1995) amongst others explain that
most of the recovery after stroke will happen in the first 3 to 6 months but some patients may still
improve by the 18 months. Jorgensen et al. (1995) conducted a prospective study in Denmark on
more than 1100 patients after acute stroke and found that patients who sustained mild disability
tended to recover within two months and those who had moderate disability recovered within three
months. Those with severe disabilities who recovered did so within four months, and those with
the most severe disability within five months from onset. Neurological recovery would normally be
resolved on average two weeks earlier than functional recovery.

A number of studies have tried to link survival after stroke with the functional outcome at certain
time points. Kissela et al. (2009) used functional outcome at three months after stroke to predict
survival at four years. Along the same lines, Slot et al. (2008) have suggested that long-term survival
can be predicted by the functional outcome at 6 months; their studies were based on 7710 patients
with ischaemic stroke, followed up for 19 years. They urged that early intervention should be
warranted so as to have positive effects on survival.

Douiri et al. (2013) emphasised that cognitive impairment is one of the long-term impacts of stroke.
They highlighted the importance of the effective preventive intervention and strategic planning that
are needed in health systems, to identify and manage stroke survivors with cognitive impairments. A
retrospective open cohort analysis of patients who had their first TIA and matched controls was con-
ducted by Moran et al. (2015). Data was extracted from The Health Improvement Network (THIN)
database and the results show that transient ischaemic stroke patients are more likely, compared
with controls, to consult a GP for fatigue, psychological and cognitive impairments. The findings
suggested that patients required more therapy beyond stroke prevention.

Y. Wang et al. (2003) developed a model that had good sensitivity and specificity for the predic-
tion of survival for patients with acute IS. Their model included eight clinical predictors including
dysphagia (swallowing problems) and urinary incontinence. Patients with urinary incontinence and
dysphagia had a 7 and 9 times (respectively) greater risk of dying within 1 year after stroke com-
pared to those who had no dysphagia and who were continent.
Weimar et al. (2002) collected 1754 patients’ prospective records from the German Stroke Database
to develop a prognostic model for functional independence. Functional independence was defined
as a Barthel Index less or equal to 95 after 100 days. Their resulting models correctly classified more
than 80% of the patients and found the following prognostic factors for functional independence :
the patient’s age, right and left arm paresis, gender, past stroke, diabetes, fever, and neurological
problems, as well as the NIH Stroke Scale at admission and the Rankin Scale 48-72 hours later.

Age, right and left arm paresis at admission, NIH Stroke Scale at admission, Rankin scale 48-72
hours later, gender, prior stroke, diabetes, fever, neurological complications. The extent of recovery
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might be relevant in explaining survival outcomes post-stroke but due to unavailability or poor
recording of functional status after stroke, we were, unfortunately, unable to adjust the factor in our
model.

2.8.3 Specific neurologic deficits

It can be challenging to predict recovery from neurological deficits. It requires an experienced neu-
rologist to carefully examine and review appropriate neuro-imaging. The degree of improvement
and the time course may differ for specific deficits, but undeniably, mild deficits improve more
rapidly and more completely than severe deficits. Some of the deficits include: arm and hand weak-
ness, leg weakness and ambulation, aphasia (a condition that affects the brain and leads to prob-
lems using language correctly, dysphagia (trouble in swallowing or paralysis of the throat muscles),
sensory loss, visuo-spatial neglect (inability of a person to process and perceive visual stimuli)&
depression and anxiety.

2.9 Risk factors of stroke and stroke mortality.

The numerous risk factors for stroke are discussed further. Some risk factors can be changed or
medically treated, they are called modifiable risk factors, while some risk factors there is no control
are called non-modifiable risk factors.

2.9.1 Non-Modifiable risk factors

Age
Age is the single major risk factor for stroke. After the age of 55, the risk of having stroke doubles
every decade. According to Feigin et al. (2009), one in five women and one in six men will have a
stroke after the age of 75.

In the United Kingdom, one among every four strokes occurs in people under the age of 65, and the
number of adults aged 20 to 64 who had a stroke increased by 25% internationally between 1990
and 2010 (Stroke Association, 2016). The overall mortality after stroke rises steeply with age (Di
Carlo et al., 2006; Fernandes et al., 2012; Jeng et al., 2008; Modrego et al., 2004) due to worsening
of health with increasing age.

The mean age for stroke mostly cited in the literature was above 65 years (Garcıéa-Rodrıéguez et
al., 2013; Weimar et al., 2002) amongst others. In terms of projection of short-term mortality, a
study of comparison between Auckland and Perth populations, revealed that the risk of dying for
the oldest patients (>= 85 years) within 30 days after stroke is reported to be 25% to 50% (Bonita
et al., 1994) while the risk of dying in one year after stroke is reported to be ranging from 50% to
more than 90% (Dennis et al., 1993). In other studies, we found that advancing age was associated
with increased long-term mortality (>= 4 years) (Bates et al., 2014; Carter et al., 2007). Age has
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certainly an influence on stroke and should therefore be considered an important factor for survival
analysis.

Gender
Numerous studies have explored the influence of male or female sex on the incidence and survival
after stroke. Most studies report that sex has no influence on survival (Barrett et al., 2007; Carter
et al., 2007; Wolfe et al., 2005). Some studies have shown that survival for stroke was in favour
of the females (Rutten-Jacobs et al., 2013). L. Goldstein et al. (2011), Mogensen et al. (2013), and
Sacco et al. (1997) found that at any given age, males had a higher age-specific stroke incidence
than women. Chang et al. (2010) who conducted a hospital-based study in Taiwan and found that
men had 1.52 times more risk than females. In a study about the survival after one year after
haemorrhagic stroke using the THIN database, Garcıéa-Rodrıéguez et al. (2013) reported that the
30-days fatality for men with ICH was two-fold that of women.

However, other studies revealed that women had more severe strokes (Andersen et al., 2005). In the
Danish MONICA project, women had a higher risk for death than men after one year after stroke
(Brønnum-Hansen et al., 2001). The disparity across different studies may be partly explained by
the differences in the study design, populations and follow-up time.

Family history of stroke
The family history of stroke is often considered to be a predictor of stroke. Liao et al. (1997) found
a higher risk of stroke among individuals with familial history compared to those without familial
history of stroke. Increasing awareness of familial stroke may benefit preventing stroke. However,
family history is poorly coded in the THIN database.

Ethnicity
Ethnicity is an important risk factor for the development of cerebrovascular diseases including
stroke. Brown et al. (2013) study on 29,115 white patients and 1326 black patients found the black
race was a risk factor for stroke, with stroke rates 1.6% for Whites and 2.5% for Blacks (p = 0.009).
According to British Heart Foundation (2020), in the UK, south asian individuals are more likely
to develop coronary heart disease than white Europeans and African or African Caribbean patients
are more likely to develop a stroke than any other ethnic group. There is uncertainty about whether
genetics plays a role in these differences.

2.9.2 Modifiable risk factors

Hypertension
Hypertension, also known as high blood pressure (BP) is one of the major risk factors for stroke
and TIA, accounting for more than half of the ischaemic strokes. Stress on blood vessels, caused
by high blood pressure can cause atherosclerosis (narrowing and hardening of blood vessels) which
may result in an obstruction leading to ischaemic stroke or TIA or causes a blood vessel in the brain
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to burst which leads to bleeding and haemorrhagic stroke. Globally, the overall prevalence of high
blood pressure in adults aged 25 and over was around 40% in 2008 (Lawes et al., 2008). Numerous
studies have found a consistent association between increasing BP and stroke. The higher the BP,
the higher risk for stroke (Lawes et al., 2004).
The leading causes of hypertension are lifestyle, including smoking, alcohol intake, inactivity and
diet. In most cases of hypertension, patients will have no symptoms. Furthermore, as people get
older, high blood pressure becomes more common, and persons of south-asian and african-caribbean
origin are more at risk than white people (British Heart Foundation, 2020). Anti-hypertensive
medicines have been found in studies to successfully lower the risk of stroke. Anti-hypertensive
medicines (such as angiotensin-converting enzyme (ACE) inhibitors, diuretics, and β -blockers), as
well as lifestyle adjustments, are indicated for individuals with diagnosed hypertension in order to
lower the risk of stroke and other vascular events.

Atrial fibrillation
Atrial fibrillation (AF) is to do with an irregular heart rhythm. AF is related to an approximately five
times higher risk of stroke. Besides, patients with AF have a higher risk of mortality and disability
compared to patients without AF. In AF patients, the risk of blood clots in the heart is increased by
reduced blood flow due to the irregular heart rhythm. According to Rahman et al. (2014), the global
prevalence of AF is 33.5 million and prevalence increases with age.

Aspirin has been found to reduce the risk of stroke in AF patients; however, anticoagulants were
found to be more effective (Q. Zhang et al., 2015). According to Yao et al. (2016), anticoagulation
medication with warfarin was found to reduce stroke risk more compared to lipid-lowering and
antihypertensive drugs. New anticoagulant drugs are now available which are potentially safer (Yao
et al., 2016).

High Cholesterol
Dyslipidaemia is characterised by the abnormal amount of lipids in the blood more formally quan-
tified as high levels of total or low-density lipoprotein (LDL) cholesterol or low levels of high-
density lipoprotein (HDL) cholesterol. The relationship between cholesterol levels and stroke is not
straightforward; Weir et al. (1997) claimed that high levels of total cholesterol increase the risk for
ischaemic stroke but protect against haemorrhagic stroke. There are contradictions in epidemio-
logical studies regarding the association between lipid levels and stroke risk. Nevertheless, lipid-
lowering drugs have been found to be effective at reducing stroke incidence. High cholesterol can
be explained by lifestyle factors (especially diet) and also caused by familial hypercholesterolemia
(a genetic condition).

Diabetes Mellitus
Patients with diabetes mellitus (DM), especially DM type II, have an increased susceptibility to
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generalised atherosclerosis and often a clustering of other cardiovascular risk factors, such as hy-
pertension, obesity, and increased levels of serum lipids. Previous studies have shown that diabetes
independently increases the risk of stroke but there is a lack of evidence that intensive glycaemic
control reduces the risk of stroke (Vasudevan et al., 2006). Compared to non-diabetic patients, dia-
betic patients have higher hazards of vascular events and deaths after stroke (Eriksson et al., 2012).

Smoking
Smoking causes 4 to 5 million premature deaths worldwide each year and the leading effects of
smoking are cardio-vascular diseases in approximately 1.7 million people (McBride, 1992). The
estimated risk of stroke among smokers is raised between 2 and 5 fold in comparison to non-smokers
after adjustment for other risk factors (Hardie et al., 2003).

Alcohol consumption
Alcohol abuse can lead to a number of medical complications, including stroke. However, the re-
lation between stroke risk and the amount of alcohol consumed is not straightforward (Hillborn,
1998). Mukamal et al. (2005)’s study on alcohol consumption and risk of stroke indicated that there
was a positive relationship between heavy alcohol consumption and relative risk of stroke. However,
they also found that light or moderate alcohol consumption may be protective against haemorrhagic
stroke.

2.9.3 Stroke Severity

Stroke severity, i.e the amount of neurological deficits together with age, are perhaps the most
consistent and powerful predictors of stroke survival. Most commonly used stroke severity scales in
the literature is the NIHSS total score at admission (Barrett et al., 2007; Chang et al., 2010; Chang
et al., 2006; Palm et al., 2014; Rutten-Jacobs et al., 2013; Tseng & Chang, 2006; Weimar et al.,
2002) to quote a few.

Other studies on stroke used different stroke scales. The Glasgow Coma Score was used by Wolfe
et al. (2005) for stroke patients in South London Register. Andersen et al. (2005) and Mogensen
et al. (2013) used the Scandinavian Stroke Severity (SSS) in Denmark and reported that the severity
of stroke has a strong influence on the stroke survival.

Several studies use the stroke subtypes as the predictors of survival and showed that stroke subtypes
indeed had a strong significance (Carter et al., 2007; Chang et al., 2010; De Jong et al., 2003;
Rutten-Jacobs et al., 2013). Two commonly used stroke subtype classifications are the TOAST and
the Oxford Community Stroke Project (also known as the Bamford Classification) as explained in
this chapter earlier in Section 2.4.
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2.10 Stroke Treatments

Primary prevention is arguably the most effective approach to reducing the burden of stroke over
time. Promotion of lifestyle changes such as increased physical activity, healthy diet, and smoking
cessation are important, as are recent improvements in the treatment of associated conditions such
as hypertension, diabetes, and atrial fibrillation.

2.10.1 Secondary Prevention

In patients with prior stroke, secondary prevention aims to reduce the risk of recurrent events and
death. This includes both lifestyle changes and the use of medications Interventions (Secondary
prevention) in people who have had a transient ischaemic attack or strokes) commonly used are
summarised below:

• Lifestyle advice: Diet; smoking; alcohol; weight; exercise, where appropriate blood pressure
reduction.

• Antiplatelet agents: aspirin and other agents such as dipyridamole and clopidogrel are also
used.

• Anticoagulation: For patients with atrial fibrillation and those with certain types of valvular
heart disease, and for those where the stroke was considered cardio-embolic in origin.

• Statins : For patients with known coronary heart disease.

• Carotid endarterectomy: For patients with significant (>70%) carotid artery stenosis on the
same side.

2.10.2 Stroke units

Earlier studies have shown that patients with stroke have a better outcome when treated at a stroke
unit (SU) compared to a general ward. The elements of a successful SU are a multidisciplinary
team focused on stroke care, early management and mobilisation, treatment, rehabilitation, and
continuous education of the staff (Rønning & Guldvog, 1998).

2.10.3 Drug prescriptions

Antihypertensive medication
Treatment of hypertension should be a high focus in both primary and secondary prevention. Both
Systolic Blood Pressure (SBP) and Diastolic Blood Pressure (DBP) levels are linked to the risk of
stroke; for example, lowering SBP by 10 mmHg reduces the risk of a first-time stroke by one-third
(Perry Jr et al., 2000). The use of antihypertensive drugs such as ACE inhibitors and diuretics in
primary prevention reduces the risk of stroke and other vascular events. In the secondary prevention
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of stroke, similar effects have been seen. The Perindopril Protection Against Recurrent Stroke
Study (PROGRESS) found that combining an ACE inhibitor (Perindopril) with a diuretic (Indapam)
reduced the risk of recurrent stroke (PROGRESS, 1999).

Antiplatelet medication
Antiplatelet medications work by targeting platelets to prevent blood clots (thrombus). Antiplatelet
medication (e.g. aspirin) has been shown to reduce the risk of stroke and other vascular events by
roughly a quarter in patients who have had a previous stroke or TIA (22% ) (G. J. Hankey & Warlow,
1999). Aspirin is a common and inexpensive medicine used in secondary stroke prophylaxis, low-
ering the risk of recurrent stroke while increasing the risk of haemorrhagic stroke. Dipyridamole in
combination with other drugs has been shown to be more effective than monotherapy. However, it
is less well tolerated by patients. Clopidogrel is comparable to aspirin, but it is used in combination
with other medications.

Anticoagulation
Anticoagulation medicines actively prevent blood coagulation and have been shown to be more
effective in preventing cardio-embolic stroke than antiplatelet therapy such as aspirin (Members
et al., 2012). However, there is a higher chance of bleeding. As a result, anticoagulant medicines
should only be given to patients who have a known cardio-embolic condition (e.g. atrial fibrillation).
In randomised controlled trials, warfarin reduces the risk of stroke when compared to the placebo
group, although it must be closely monitored.

Novel Oral Anticoagulation (NOAC) medicines have been shown to be beneficial in both primary
and secondary prophylaxis, and patients treated with NOACS have a lower risk of bleeding and do
not require anticoagulation therapy. (Larsen & Lip, 2014).

Lipid-regulating drugs
Lipid concentration such as LDL-cholesterol is strongly associated with the risk of AMI but the
relation to stroke is more complex. The knowledge about the benefits of statins as secondary pre-
vention against recurrent stroke is limited. In the Stroke Prevention by Aggressive Reduction in
Cholesterol Levels trial (SPARCL) a high dose of atorvastatin in patients with recent stroke or TIA
led to a 16 % reduced risk of recurrent stroke after a follow-up time of 4.9 years when compared to
a placebo. However, a slight increase in haemorrhagic stroke was reported in the treatment group.
Guidelines in secondary prevention recommend the use of statin in patients with prior stroke of
known atherosclerotic origin (SPARCL et al., 2006).

2.11 Relative efficacy of antiplatelet interventions in stroke.

Antiplatelets are vital components in the management of non-cardioembolic IS and TIA. The most
used antiplatelet options are aspirin, dipyridamole, clopidogrel, or the combinations with aspirin.
While most of the RCTs have focused on the occurrence of vascular events, very few have focused
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on the mortality outcomes ( Table 2.3). NICE guidelines (NICE, 2010) were based on the review
of the FASTER trial (Kennedy et al., 2007) which had a small size, hence study may have been
underpowered to determine any statistical differences. Most classic trials had short-term follow-up
and hence could not provide adequate evidence on the long-term prevention of vascular events. The
primary endpoints of most of these trials have been on the occurrence of vascular events or the
composite outcomes of IS, MI, vascular death, or re-hospitalisation ( the MATCH, FASTER and
POINT trials) with very few attempting to study the impact on mortality.

NICE (2021) guidelines recommend modified-release dipyridamole in combination with aspirin as
secondary prevention of vascular events for TIA patients. NICE recommends clopidogrel for IS
patients (NICE, 2010). The reviews were based on the FASTER and the CHANCE trials. However,
both trials could not provide evidence of survival benefits of the antiplatelets due to their shorter
follow-up of 90 days. The lack of evidence related to mortality on survival benefits of treatments
leaves a lot of uncertainties. Clinical trial outcomes fail to translate into the benefits for patients in
routine care (Heneghan et al., 2017). The strict inclusion-exclusion prevents most of the patients to
be eligible, especially those who are old and multi-morbid. It is also difficult to ascertain benefits
to the different age groups. Furthermore, the population used in the CHANCE trial was not gener-
alisable to the UK population as it was conducted in China where the population risk factors and
interventions differ.
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TABLE 2.3: Important meta-analyses and trials of antiplatelets therapy in stroke and TIA patients.

Trials / Meta-analyses Population Follow-up Interventions Outcomes

CHARISMA 15,603 (CVD) 28 months Clopidogrel + aspirin vs. aspirin Reduction in outcomes(stroke +MI
+vascular death) using the dual therapy.

PROFESS 20,322(IS) 2.5 years Aspirin+Dipyridamole vs. clopidogrel No significant difference in recurrence
outcomes and vascular death but more
bleeding risks using dual therapy.

CHANCE 5170 (TIA + IS) 90 days Clopidogrel + aspirin vs. aspirin No reduction in all-cause mortality,
reduction in primary outcome using
dual therapy but more bleeding risk
using the dual therapy.

FASTER 392 (IS) 90 days Clopidogrel + aspirin vs. aspirin No difference in primary cause outcome(vascular events + death)
but more bleeding with DAPT.

POINT 4881 (IS) 90 days Clopidogrel + aspirin vs. aspirin Lower risk of composite events
in the dual therapy but more bleeding
disorders compared to aspirin.

CAST 21,106 (IS) 1 month Aspirin versus placebo Fewer deaths in the aspirin group.

ESPRIT 2739 (TIA +IS) 3.5 years Aspirin+Dipyridamole vs.aspirin Composite death and bleeding events
reduced by dual therapy.

ESPS-2 6602 (TIA+IS) 2.0 years Aspirin,Dipyridamole,both vs.placebo Most death reduced by dual therapy.

CAPRIE 19,185 (IS +MI+PAD) patients 1.9 years Clopidogrel vs. aspirin Risk reduction of vascular events and
vascular deaths when using clopidogrel.

MATCH 7,599 (TIA+ IS) 2.5 years Clopidogrel + aspirin vs. aspirin More bleeding events for the dual therapy.
No difference in survival benefit.
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2.11.1 Limitation of studies : antiplatelets efficacy

The impacts of different antiplatelets on long-term mortality have not been clarified given short
follow-up periods. The NICE reliance based on the 2 RCTs ( The CHANCE and the FASTER
trials) is questionable. So, it remains uncertain which antiplatelet option is the most effective and
what is the impact on hazards of the long-term mortality. The uncertainty surrounding this issue
therefore needs to be addressed. Hence, one of the aims of the study is to estimate the long-term
survival benefits and harms of the different antiplatelet interventions in patients with and without a
prior diagnosis of TIA and IS.

2.12 Review of Survival analysis after an Ischaemic stroke

Different survival studies on stroke are tabulated in Table 2.4. The table has details about different
populations, follow-up periods, data collection and factors adjusted for in the models and the main
outcomes of the studies. There were numerous studies that have examined the mortality after an
ischaemic event, though most of them reported only mortality rates of stroke cases without a control
group and only a few attempted case-control survival comparisons.
Findings from the MONICA project by Truelsen et al. (2003) showed that stroke mortality differed
within different study populations from several countries. The tabulated studies (Table 2.4 ) re-
viewed populations from the United States, Chile, Taiwan, Australia and the European countries;
UK, Denmark, Netherlands & Italy.
Most studies adjusted for age, previous TIA and diabetes mellitus. However, many of them did not
adjust for further factors such as socio-demographic factors and different medical interventions. The
current study adjusted for more diverse factors and included all second-order interactions of factors
in the model.
The short-term mortality after IS was reported to be 16.1% at 1 month, 35.1% by 1 year and 60.2%
at 5 years by Andersen and Olsen (2011). The annual case fatality was 4.8% more for stroke patients
compared to the general population of the same age and sex (Hardie et al., 2003). In terms of haz-
ards of mortality, the survival models in the stroke literature estimated the hazard ratio associated
with the diagnosis of IS to be ranging from 2 to 5 times compared to controls (Brønnum-Hansen
et al., 2001; Carter et al., 2007; Dennis et al., 1993; Hardie et al., 2003).

The follow-up period ranged from 1 year to 11 years. The only study with a long follow-up period
was Gresham et al. (1998), with patients followed up for more than 20 years.

Data collection period spanned from 1982 at the earliest Brønnum-Hansen et al. (2001)to year 2018
Hagberg et al. (2019). Most of the studies were from the hospital and register data while the current
study used the primary care data with more rich and detailed information on socio-demographic and
lifestyle factors and generalisable to the routine clinical care across the UK.
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One study included four hospitals in Leeds (Carter et al., 2007) . Two studies used data extracted
from the THIN database (Garcıéa-Rodrıéguez et al., 2013; Gonzalez-Perez et al., 2013), however,
the focus was more on the survival prospects after haemorrhagic type of stroke. None of the re-
viewed studies adjusted for any hospital/centre effects for possible survival variations between them.
The recorded sample sizes were mostly reasonable, two studies had small sample sizes of n = 251
(Hardie et al., 2003) and n = 360 (Chang et al., 2010).

The majority of studies used the traditional Cox proportional Hazards model but none of them
checked for any violations of the proportional hazards assumption. Time-varying effects are possible
in the long-term follow-up studies (M. Zhang et al., 2018). Failure to address the time-dependent
i.e, violating the Proportional hazards assumption may cause bias in estimates and any important
effects might be missed, hence undermining the results of the research. We address this issue in our
survival modelling.
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TABLE 2.4: Review of studies on survival after IS stroke.

Study Population
Data

Collection
Period

Follow-up
Time

Sample
Size

Factors
Adjusted

For

General
Outcome

Bronnum-
Hansen et
al. (2001)

Patients aged 25
years or older
in Copenhagen
(Netherland) with
first stroke

1982 to 1991 10 years 4162 with
a first-ever
stroke

Age group, Gender,
Stroke Subtype

Those who had survived their initial
stroke by 1 month had an almost 5 fold
greater risk of dying within 1 year after
the stroke than the general population.

Dennis et
al. (1993)

Community-based
stroke register
(the Oxfordshire
Community Stroke
Project): Patients
registered with
stroke

1988 from
OCSP

6.5 years 675 patients
with a first-
ever stroke

Age and Gender During the first 30 days, 19% patients
died, and survivors at 30 days after a
first-ever stroke had 2-fold more risk
than the general population. Stroke
increased the relative risk of dying in
younger patients.

Hannerz
& Nielsen
(2001)

Patients from the
Swedish National
Hospital Discharge
registry

Jan 1989 to
Nov 1993

5 years 103,591 pa-
tients

The life expectancy ratio in 1983 be-
tween stroke survivors and the gen-
eral population was 0.571 for men and
0.578 for women.

Andersen et
al. (2005)

Community-based
patients in Copen-
hagen, Denmark

March 1992
to November
1993

10 years
follow up

999 patients Age, SSS, previ-
ous Stroke, other
disabling diseases,
diabetes, atrial
fibrillation, sex

Women had more severe strokes. Ad-
justing for age, stroke severity, stroke
type and risk factors, women had a
higher probability of survival at 1 year
(HR = 1.47); 5 years (HR = 1.47) and
10 years (HR = 1.49).
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Study Population
Data

Collection
Period

Follow-up
Time

Sample
Size

Factors
Adjusted

For

General
Outcome

Andersen
& Olsen
(2011)

Community-based
patients in Copen-
hagen, Denmark

March 1992
to November
1993

10 years 999 stroke
patients

Age, SSS, previ-
ous Stroke, other
disabling diseases,
diabetes, atrial
fibrillation, sex

Mortality rate was 16.6 % at 1 month,
35.1 % at 1 year, 60.2% at 5 years and
81.3 % at 10 years. Age, SSS, previ-
ous Stroke, other disabling diseases, di-
abetes, atrial fibrillation & sex were as-
sociated with survival at 1 month.

Mogensen
et al.
(2012)

Community-based
patients in Copen-
hagen, Denmark

March 1992
to November
1993

10 years
follow-up

998 pa-
tients with
first-ever
stroke

Age, gender, and
stroke severity

Older age, male sex, greater stroke
severity, and diabetes were all linked to
death following a stroke.

Hoiffmeister
et al.(2013)

Hospitalized pa-
tients in Chile

2003 to 2007 5 years 51,130 with
first-ever
stroke

Age, Sex, Geograph-
ical regions, and sta-
tus insurance

The elderly patients (>80 years) HR
= 4.07 and hospital admission in the
North (HR = 1.14) and South (HR
=1.06) were associated with lower sur-
vival after stroke. Patients with private
insurance have a higher probability of
survival after stroke than patients with
public insurance.
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Study Population
Data

Collection
Period

Follow-up
Time

Sample
Size

Factors
Adjusted

For

General
Outcome

Garcia- Ro-
driguez et
al. (2013)

THIN data (patients
aged 20 to 89 years)

Jan 2000 to
Dec 2008

5.8 years 1797 ICH
& 1340
SAH

Demographics and
lifestyles factors, use
of anti-platelet

Aspirin use was not associated with an
increased risk of ICH but was associ-
ated with a decreased risk of SAH com-
pared to no therapy. Warfarin use was
associated with a greatly increased risk
of ICH and a moderately increased risk
of SAH compared to no therapy.

Andersen et
al. (2014)

Danish Stroke Reg-
ister: patients aged
>40 years admitted
to hospital for stroke
in Denmark

2003 to 2012 9.5 years 56,581 pa-
tients

Age, income, level
of education, sex,
stroke severity,
subtype, and a car-
diovascular risk
profile

People aged <65 years with basic ed-
ucation had a slightly higher risk for
death than those with the highest ed-
ucation. The survival of patients with
low income was reduced by 30% as
compared to those with high income.

Belleudi et
al. (2016)

Patients admitted to
hospital, Lazio, Italy

2011 to 2012 1 year 9958 pa-
tients with
ischaemic
stroke

Age, Education
level, Care pathway,
Access to rehabil-
itation, Treatment
post-discharge

Mortality was 14.9% in the acute phase
and 14.3 % in the post-acute phase
among those who survived the acute
phase. The adjusted mortality in acute
and post-acute phases decreased with
an increase in educational level.
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Study Population
Data

Collection
Period

Follow-up
Time

Sample
Size

Factors
Adjusted

For

General
Outcome

Hardie et
al.(2003)

All individuals
with a suspected
acute stroke or
transient ischaemic
attack in the Perth
community

Feb-89 10 years 251 patients Age Among 1-year survivors of stroke, the
average annual case fatality was 4.8%,
which was 2.3 times greater than for the
general population of the same age and
sex.

Wolfe et
al.(2005)

Patients in the South
London Stroke Reg-
ister

January 1995
to December
2002

One year 2321 pa-
tients

Age and stratification
for socio-economic
status, type of stroke

After adjusting for various factors,
Black ethnicity was a predictor of bet-
ter survival with a hazard ratio of about
0.7 (compared to white patients). Gen-
der had no effect. Current smoking, un-
treated atrial fibrillation, untreated dia-
betes and treated diabetes were associ-
ated with reduced survival.
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Study Population
Data

Collection
Period

Follow-up
Time

Sample
Size

Factors
Adjusted

For

General
Outcome

Carter et al.
(2007)

White Europeans re-
cruited from 4 hos-
pitals in Leeds

n.d 7.4 years 545 pa-
tients with
ischaemic
stroke
matched
with a
cohort of
330 age
matched
healthy
controls.

Age group, Gender,
Stroke Subtype,
Aspirin use, atrial
fibrillation, previous
stroke

Patients with ischaemic stroke were at
more than 3-fold increased risk of death
compared with the age-matched control
cohort.

Gonzalez-
Perez et al.
(2013)

THIN data (patients
aged 20 to 89 years)

Jan 2000 to
Dec 2008

6.5 years 3137 cases
of haem-
orrhagic
stroke.

Age, gender Patients who survived the initial 30
days after an ICH or SAH had a signifi-
cantly increased risk of death compared
with the control population both during
the first year of follow-up and 1 year
after the index event. In patients aged
20 to 49 years, the excess risk of death
was almost 15-fold higher than that of
the control population.
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Study Population
Data

Collection
Period

Follow-up
Time

Sample
Size

Factors
Adjusted

For

General
Outcome

Rutten- Ja-
cobs et al.
(2013)

FUTURE study
with patients aged
18 to 50 years, a a
prospective cohort
study of progno-
sis after transient
ischaemic attack,
ischaemic stroke
or Haemorhagic
stroke admitted to
a medical Centre in
the Netherlands

Jan 1980 to
Nov 2010

11.1
years

959 patients Age and Gender At the end of the follow-up, 192 pa-
tients had died. For each stroke type,
observed 20- year mortality among 30-
day survivors exceeded expected mor-
tality in the general population.

Chang et al.
(2013)

Acute IS patients
hospitalised in
Taiwan

1998 to 1999 3 years 360 patients Age and stroke sever-
ity

Age and initial stroke severity were
strong predictors for 3-year survival af-
ter a first IS.
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2.13 Review of survival analysis after TIA

Several studies of survival after TIA are described in Table 2.5. The survival outcomes after a TIA
event varied across studies due to different treatments, methodologies, and other sources of varia-
tion.
One of the sources of variation was the source of data whether being hospital or community-based.
Community services are critical in treating and managing acute and chronic illnesses, as well as
assisting people in living independently. Nurses and other allied medical professionals visit patients
at home and conduct personal risk assessments once they return home to the community, whereas
hospital staff interactions are more regulated and contained. There exist some evidence that there is
a “quality- gap” between hospital care and community care (Cumbler, 2015). Saltman et al. (2015)
compared the survival of 973 patients with in-hospital stroke care with 28,837 community-onset
stroke care. After adjustment of different risk factors in the model, they concluded that the mortality
rate of 30 days and 1 year after stroke were similar for both cohorts. Nonetheless, they also noted
that hospital patients had higher rates of comorbidities, were less likely to receive thrombolysis, and
experienced more severe strokes compared to those in the community. The hospital-onset stroke pa-
tients were more likely to be disabled (with a modified Rankin scale of 3−6) than their counterparts
in the community-based (77% versus 65%).

A vast number of the studies reviewed were hospital-based which included: Daffertshofer et al.
(2004), De Jong et al. (2003), Edwards et al. (2017a), Eriksson and Olsson (2001), S.-E. Eriksson
(2017), Gattellari et al. (2012), Hankey et al. (1991), Johnston et al. (1999), and van Wijk et al.
(2005). Several community-based studies included Anderson et al. (2004), Brønnum-Hansen et al.
(2001), Burn et al. (1994), Coull et al. (2004), Hankey (2003), Hardie et al. (2003), and Jacob et al.
(2020). Some studies used combinations of hospital and community-based Clark et al. (2003) and
Carter et al. (2007).

Moreover, another source of variation was the sample size. The sample size plays an important role
on the precision of estimates. Many studies are limited by small sample sizes. The sample size of
the stuides on TIA can be classified as follows: mmall sample size (n = 100 to 200): Coull et al.
(2004), Gresham et al. (1998), and Hagberg et al. (2019), medium sample size (n = 200 to 600):
Andersen et al. (2005), Burn et al. (1994), Carter et al. (2007), Eriksson and Olsson (2001), Hankey
et al. (1991), and Hardie et al. (2003) and large sample size (n from 900 to 20,000): Daffertshofer
et al. (2004) ,Gattellari et al. (2012), Edwards et al. (2017a), De Jong et al. (2003) and Jacob et al.
(2020).

The mean age at onset of TIA varied from 64 to 73 years. A vast majority of strokes had a mean age
of 72 years. The younger mean ages were: 65 years (Gresham et al., 1998; van Wijk et al., 2005)
and 64 years Carter et al. (2007).
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Another possible source of variation reviewed was the varied definition of TIA in the different
studies. These diverse definitions included:

• Patients with TIA symptoms from 1 hour to 72 hours (Hankey et al., 1991)

• First event De Jong et al. (2003), Dhamoon et al. (2009), Gattellari et al. (2012), Hankey
(2003), and Jacob et al. (2020)

• Incident event /TIA at the presentation: Eriksson and Olsson (2001), Johnston et al. (2000),
Sacco et al. (1994), and van Wijk et al. (2005)

• TIA patients surviving a certain day: Edwards et al. (2017a) considered TIA patients who did
not experience adverse advents in the first 90 days.

• TIA or any stroke: Andersen et al. (2005), Burn et al. (1994), S.-E. Eriksson (2017), and
Hardie et al. (2003)

Prospective studies usually have fewer potential sources of bias and confounding than retrospective
studies. The majority of the studies were prospectively followed up; the few retrospective studies
were Edwards et al. (2017a) and Eriksson and Olsson (2001).

Length of follow-up varied from 3 months to 6 months (Coull et al., 2004; Daffertshofer et al., 2004;
Johnston et al., 2000) to the longest with 20 years or more (Anderson et al., 2004; Gresham et al.,
1998). The recruitment period also played a great role in terms of reliability. Some studies were
performed many years ago and hence have limited applicability. The current clinical management
(for instance the initiation of antiplatelets to TIA patients at presentation) was not endorsed in the
past. The oldest study of more than > 20 years ago was Hankey et al. (1991) considered TIA
diagnosed in years 1976-1986 and the most latest were Hagberg et al. (2019) observed patients
diagnosed in 2007-2018; Edwardson et al. (2016) in 2003-2013; Jacob et al. (2020) in 2007-2016.
No studies mentioned checking Proportional hazards assumptions.
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TABLE 2.5: Review of studies on survival after TIA or minor stroke.

Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Sacco et al.
(1982) USA

Patients with
initial stroke
(Framingham
Study).

community-
based.

N = 394 30 − 62
years

Up to 26
years

Prospectively

Cox PH models Age, gender Survival was better for
women than men.

After 10 years, the cu-
mulative survival = 35%.

Hankey
et al. (1991)

United
Kingdom

First TIA
with no prior
history of
stroke

Hospital-
based Ox-
fordshire
Study

N = 469 ≥ 18 years Mean = 4.1
years

1976−1986
Prospectively

32 deaths observed, 5 years
survival was 79.5%, 4.5%
per year risk of death.

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Sacco et al.
(1994)

USA

Patients with
cerebral in-
farction.

Population
based
The Northern
Manhattan
Study

N = 323 Mean age
= 70 years

Mean = 3.3
years

Prospectively

Cumulative life
table and Cox
PH Models.

Vascular disease,
Heart Failure,
Admission glucose,
Basilar Syndrome

Cumulative risk of death:
30 days = 8%, 1 year =
22%, 5 years = 45%

Basilar Syndrome (RR
= 2.0)

Gresham
et al. (1998)

USA

Patients with
initial stroke
(Framingham
Study)

community-
based

N = 148
patients
matched
to
148
age-sex
matched
controls.

Mean age
=
65.7 years

20 years or
more

1972−1974
Prospectively

Kaplan-Meier
Survival curve

20 years after follow-up
stroke survivors experi-
enced greater mortality
than age- and sex-matched
controls (9.5%).

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Johnston
et al. (2000)

USA

First TIA
(admission
in the emer-
gency depart-
ment)

Hospital-
based

N = 1707 Mean age
=
72 years

Up to 90
days after
admission
1997−1998
Prospectively

Multivariate Lo-
gistic regression,
Kaplan-Meier
lifetable

DBP, SBP,
weakness, History
on examination,

Age, Diabetes
Mellitus

Antiplatelets were associ-
ated with low risk of stroke.

2.6% died within 90
days.
All HRs were non-
significant.

Brønnum-
Hansen
et al. (2001)

Denmark

First Stroke

Register

N = 4162 ≥ 25
years

Mean
age = 68
years

5 years
1982−1991

Poisson distribu-
tion to estimate
standardized
Mortality Ratios
(SMRs)
Cox PH models

sex, Age at onset, Mortality at 1 year: 41 %,
at 5 years: 60%.
Non-fatal stroke was as-
sociated 5-fold increase in
risk of death from 1 month
to 1 year after stroke.

Eriksson
and Olsson
(2001)

Sweden

Stroke and
other stroke
subtypes
admission to
stroke unit.

Hospital-
based

N = 339 Median =
74

Up to 14
years

Prospectively

Cox PH Age, severity of
stroke, previous
stroke, SBP, Heart
Failure, Fasting
glucose, Diabetes
Mellitus

21.5% patients died in the
first year.

The risk of death for
stroke patients was 4.5
times higher than normal
population of same age and
gender.

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Hartmann
et al. (2001)

USA

Patients with
cerebral in-
farction
Population
based

The Northern
Manhattan
Study

N = 980 Mean = 70
years

Mean = 3
years
1990−1992
Prospectively

Kaplan-Meier
Survival curve
Life-table Mor-
tality Risk

Race, ethnicity, age Cumulative mortality risk at
1 month: 5%, after 1 year:
16%, after 3 years: 29%, af-
ter 5 years: 41%.

Clark et al.
(2003)

UK

First TIA
with no prior
history of
stroke

community-
based

hospital-
based

N = 290 Mean =
71.9 years

Median = 3.8
years

1981-1986

Kaplan-Meier
Survival curve

History of heart dis-
ease.

10 years risk of death was
27.8%.

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Hankey
(2003)

Australia

First Stroke
(acute or
TIA)
community-
based
Perth Com-
munity Stroke
Study (PCSS)

N = 372 Mean = 73
years

Up to 5 years
1989−1990
Prospectively

Kaplan-Meier
product limit
estimator
Cox Propor-
tional Hazard
models

Intermittent claudifi-
cation, urinary in-
continence
previous TIA, previ-
ous Barthel Index
previous TIA, previ-
ous Barthel Index
previous TIA(HR =
1.9), urinary incon-
tinence (HR = 2.0),
previous Barthel in-
dex (HR=2.0).
Increasing age

First-ever stroke survivors
associated with 4.2 times
greater risk of dying com-
pared to individuals of same
age and sex.
1-year survivors continue to
die over the next 4 years at
a rate of 10% per year.

Hardie
et al. (2003)
Australia
(PCSS)

First TIA or
stroke
community-
based

Prospectively
Perth
Community
Stroke Study

N = 251 Mean =
72.7 years

Up to 10 years
1989−1990

Kaplan-Meier
Survival curve
Cox PH models

All patients with first-ever
stroke were approx. 3 times
greater risk of dying com-
pared to same age/sex in
general population.

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

De Jong
et al. (2003)

Netherlands

First-ever
infarction
(ischaemic
stroke)
Hospital-
based

N = 998 Mean = 71
years

Mean = ap-
prox. 1.89
years
1987−1994
Prospectively

Kaplan-Meier
Survival curve

Diabetes Mellitus,
Age, Stroke sub-
type, initial stroke
severity

Diabetes and age were pre-
dictors of 1-year mortality.
Age: HR = 6.62 (3.88 −
11.29)
Diabetes Mellitus: HR =
1.51 (0.99−2.32).

Daffertshofer
et al. (2004)
Germany

TIA patients
Hospital-
based

N = 1380 Mean = 71
years

Up to 6
months

Multivariate
logistics regres-
sion

Age, modified
Rankin scale, car-
diogenic source
of emboli, visible
infarction on MRI

Mortality after TIA at 6
months = 5%
Age > 60 years: OR =

2.8(1.0−5.0)
Visible Infarction on CT
scan: OR = 1.8 (1.1 to 3.1).

Anderson
et al. (2004)

New
Zealand

First ever
or recurrent
stroke

N = 680

community-
based

Auckland
Region
Coronary
or Stroke
(ARCOS)

Mean = 70 Up to 21 years
1981−2002
Prospectively

Kaplan-Meier
Survival esti-
mates

Age, sex Stroke patients had twice
the mortality rate than the
general population.

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Coull et al.
(2004)
UK

First TIA (no
prior history
of stroke)
community-
based &
hospital-
based
Oxford Com-
munity
Project
(OXCP)

n = 87
TIA and
n = 87
minor
stroke

Mean = 75
years

Up to 3
months
2002−2003
Prospectively

Kaplan-Meier
Survival esti-
mates

Outcome: risk of stroke
Early risk of stroke after
TIA/minor stroke is high:
8%, 11.5% and 17.3% at
1 week, one month and 3
months.

van Wijk
et al. (2005)
Netherlands
Dutch TIA
Trial (DTT)

Minor stroke
or TIA
Hospital-
based

N = 2473 Mean = 65
years

Mean = 10.1
years
1986−1989
Prospectively

Cox PH models Age, Diabetes,
Claudification,
Previous Vascular
Surgery, ECG

After 10 years, 60% pa-
tients died Age>65 years:
HR=3.33, Diabetes: 2.10,
Claudification: HR=1.77,
Previous Vascular surgery:
HR= 1.94.

Carter
et al. (2007)
UK

ischaemic
stroke pa-
tients

N = 545 Mean =
64 years
hospital-
based +

community-
based

Median = 7.4
years
Prospectively

Cox Propor-
tional Hazard
models

Age, stroke, AF,
previous stroke/TIA,
Albumin/creatinine/
hemostatic factors

Patients with ischaemic
stroke were at more than
3-fold increased risk of
death compared with
age-matched controls.

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Dhamoon
et al. (2009)
USA

Patients with
cerebral in-
farction
The Northern
Manhattan
Study

N = 524

Population
based

Mean =
68.6 years

Up to 5 years
Prospectively

Cox Propor-
tional Hazard
models
Multivariate
generalised
estimation equa-
tion (GFC)
regression

Age, sex, race,
ethnicity, education
level, marital status,
insurance status and
medical conditions.

Outcome: factors predict-
ing functional status

Gattellari
et al. (2012)
Australia

TIA patients
(primary
diagnosis)
Hospital-
based
Program of
Research
Informing
Stroke
Management
(PRISM)

N =

22,157
Median
female =
78 years

Median = 4.1
years
median male
= 73 years
2000−2007
Prospectively

Cox Propor-
tional Hazard
models

Heart Failure, is-
chaemic Heart Dis-
ease, AF, smoking,
diabetes melli-
tus, Hypertension,
carotid stenosis.

10% of TIA patients died
within 1 year, 13% lower
survival at 5 years,
20% lower survival at 9
years
Females higher relative sur-
vival (RR = 0.79)
Increasing age increasing
risk of death

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

S.-E. Eriks-
son (2017)
Sweden

Stroke and
other stroke
subtypes
admission to
stroke unit

n = 288
men and
n = 261
women
Hospital-
based

Median
female =
70 years
median
male=64
years

Mean = 7.8
years
1986−2011
Retrospectively

Cox PH models Age, history of di-
abetes, fasting glu-
cose, TIA/severity
of stroke,
hypertension/
antihypertensive
treatment, previous
MI

Survival curves showed
more risk of death for
survivors.
First line treatment ben-
eficial on survival, An-
ticoagulant (OR=0.67),
Antiplatelet (OR=0.67).

Edwards et
al. (2017a)

Canada

90 days stroke
and other
subtypes
survivors

Hospital-
based

N =

26366
(15950
stroke and
10416
TIA)

Mean = 72 Up to 5 years
2003−2013

Retrospectively

Cox PH models Stroke survivors had higher
mortality/morbidity.
HR at 1 year: 0.9 at 3 years:
1.3, at 5 years : 1.4.

Hagberg et
al. (2019)
Norway

First-ever
stroke or TIA

n = 195
patients
RCT
CAST
trial

Mean =
71.6 years

Up to 7 years
2007−2018
Prospectively

Cox PH models Age, modified
Rankin scale, hy-
percholesterolemia,
AF, BMI.

Lower age: HR=1.08
Higher BMI: HR=0.91
Age and BMI were inde-
pendent predictors for long
term survival.

Continued on next page
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Author
Country

Cohort Sample
Size

Age
group

Length of
Follow-up/
Years of
follow-up

Survival Mod-
els

Covariates Findings

Jacob et al.
(2020)
Germany

Initial TIA
diagnosis
community-
based
Prospectively

n =

19,824
Mean =
68.8 years

Up to 10 years
2007-2016

Cox Propor-
tional Hazard
models

Age, gender, Dia-
betes, Hypertension,
heart disease, AF,
diuretics, beta
blockers, heparin,
antiplatelets,

Age 51-60 years positively
associated with death (HR
= 1.88), Hypertension (HR
= 1.95), heart disease (HR
= 1.59), AF(HR = 1.4), di-
uretics (HR = 0.73), Anti-
coagulants (HR = 0.49), an-
tiplatelets (HR = 0.89).
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2.14 Limitations of survival studies after IS and TIA.

Despite the debilitating consequences of stroke and TIA, the available data on the survival following
these neurological events is quite sparse. The different stroke subtypes, source populations, different
periods of recruitment, and the population type make the comparison of different reported risk
estimates quite tricky. The existing studies were limited by differences in settings whereby some
were carried out in acute care settings, stroke units, or clinical trial settings or settings which were
not comparable to modern stroke treatment. Hospital-based studies are biased due to changes related
to admission and referrals, hence distorting longitudinal trends. MONICA study by Truelsen et al.
(2003) included younger than 75 years, thereby excluding half of all strokes. The small sample sizes
of some identified studies could have given rise to inaccurate risk estimates.

Only approximately half of people whose stroke was preceded by a transient ischemic attack sought
medical assistance for the transient ischaemic attack, according to the Oxfordshire Community
Stroke Project by (Dennis et al., 1993). In the same way, some people who have minor strokes
may never seek medical help (Kolominsky-Rabas et al., 2001). Furthermore, some studies’ findings
could not be generalised due to their special selection or strict inclusion-exclusion criteria. One
example could be the selection of hospitalised stroke patients causing an underestimation of the
survival rates by excluding the patients who did not get the care from the hospital setting. Further-
more, the different lengths of follow-up and varying degrees of adjustment may have given way to
potential confounding factors. There was obviously a scarcity of long-term follow-up research. The
question of how the diagnosis of TIA and IS impacts long-term mortality had to be addressed. In
this thesis, the issue was addressed by investigating the long-term hazards of all-cause mortality fol-
lowing IS and TIA events while adjusting for a range of confounders and adjusting for any general
practice effects. Our study was based on a large-scale population, was longitudinal and involved
modern stroke care which was reflective of the routine care in the UK.

2.15 Life expectancy after TIA and stroke

In a statistical context, life expectancy is the average of all possible survival times (Robert et al.,
2021). Amongst the stroke survivors, not only is rehabilitation a lifelong endeavour, but the sad fact
is that the total life expectancy of the survivors can also be affected. The lower life expectancy can
be accounted for by the lower quality of life of the stroke survivors, hence suggesting the need for
not only better stroke prevention but also better stroke rehabilitation.

Medication’s mixed effects, anxiety, financial constraints, and the impact on social life can all have
an impact on one’s quality of life. Stroke has been found in studies to significantly reduce a patient’s
ability to walk, do everyday chores, and care for personal requirements such as bathing, eating,
and clothing. Interventions such as physiotherapy, occupational therapy, and speech and language
therapy can enable patients to recuperate some of their “freedom”, (Medicover, 2021).
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Life tables have been commonly used by government, actuarial, and scientific institutions to deter-
mine the annual mortality rates (m) for each age x based on the general population. The impact of
stroke on life expectancy is critical for stroke patients and their caregivers’ counselling and financial
planning.
In a hospital context, doctors frequently discuss cancer survival and relapse rates. They also con-
sider other illnesses’ mortality risks when making medical judgments. Stroke has received limited
attention with regards to the life expectancy estimation until recently, Shavelle et al. (2019) ’s study
which provided the long-term life expectancy after stroke by age, sex, and severity of disability
measured by the Modified Rankin Scale (mRs). Their results were based on a systematic review of
11 studies comprising 35,000 individuals. They showed how severity of disability can have a major
impact on the long-term survival and suggested rehabilitation programs. The web-based survival
tool was also made available. Hannerz and Nielsen (2001) also estimated age- and sex-specific life
expectancies among individuals who have survived the acute phase (1 month) of a stroke within the
study period from 1989 to 1993. Their results showed the improvement in life expectancy of stroke
survivors (1989 versus 1993), 22.9% increase in men and 12.9% for women. Despite the improve-
ment with time, the life expectancy of survivors was lower compared to the general population.

2.16 Conclusion

Numerous studies have looked at the survival prospects following a TIA or ischaemic stroke by
estimating case fatality, short-term mortality, and long-term mortality. In terms of adjusted hazards
of mortality associated with IS, Brønnum-Hansen et al. (2001), Carter et al. (2007), and Hardie et al.
(2003) estimated HR ranging from 3 to 5. With regards to TIA, Edwards et al. (2017a), Gattellari
et al. (2012), and Jacob et al. (2020) estimated HR ranging from 2 to 4. Because of their lack of
adjustment for a number of risk factors and the fact that they were largely hospital-based or register-
based, these estimates are likely to overestimate the mortality risk associated with IS and TIA. Our
research, which used primary care data and was controlled for a range of confounders, could result
in lower hazard estimates.

The survival following TIA and stroke was modelled using Cox’s PH regression in the literature.
The assumption checks, on the other hand, were rarely noted. When PH assumptions are violated,
the findings can be biased. It is critical to double-check the PH assumption. If any violations of PH
assumption are discovered, our study will conduct the relevant statistical tests and take the necessary
steps to address them.

Age, sex, and stroke severity were mostly adjusted across most studies, as were clinical variables,
ethnicity, functional level (at 3 months, 6 months, or 1 year), and sometimes CT results. The
majority, however, considered gender and age. Some also adjusted for socioeconomic status, di-
abetes, hypertension, hypercholesterolaemia, atrial fibrillation, and drug therapy. The effects of

53



Chapter 2. Background and Literature Review

drugs were shown to have a mixed influence on survival chances. Eriksson and Olsson (2001) esti-
mated HR=0.67 for both anticoagulants and antiplatelets and Jacob et al. (2020) estimated HR=0.67
and HR=0.89 for antiplatelets.
Male generally had worse survival prospects (Andersen et al., 2005; Gattellari et al., 2012; Hannerz
& Nielsen, 2001; Mogensen et al., 2013). Wolfe et al. (2005) found no gender effect. The absence
of long-term survival studies after TIA and stroke in UK primary care, as well as research on the
efficacy of pharmaceutical therapies, were recognised as research gaps. The elderly and those with
comorbidities are frequently excluded from medicinal trials. Investigating the effects of antiplatelet
treatments in a “real-world" situation would be interesting. More research towards more effective
therapeutic choices is essential.

Given the paucity of adequate studies and the limitations of the existing ones, large-scale population
research is important. Hence, our study intends to fill in the knowledge gaps identified. The next
chapters endeavour to achieve the aims and objectives of the study.
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3 Methods

The chapter presents statistical models that were used to estimate the adjusted hazards of all-cause
mortality after stroke. Some important diagnostic tests are also explained. The Multiple Imputation
technique is described.

3.1 Introduction

Survival data is a term used for describing data that measures the time to a certain event. In survival
analysis, the event may be death, the occurrence of disease (or complication) such as time to an
epileptic seizure, the time it takes for a patient to respond to therapy, or time from response until
disease relapse (Hanagal, 2011). Models of survival analysis examine the relationship between the
survival times and two or more predictors, usually termed as covariates (Fox & Weinsberg, 2011).

Time to an event is a positive real-valued random variable having continuous distribution. It is
necessary to define the starting time point, say 0, from which times are measured. The time variable
T is always positive and commonly skewed (with a large number of events observed either at the
beginning or at the end of follow-up).

When we measure age, the starting time point may be the date of birth. For studying the occurrence
of a disease, the time scale is the known duration of the disease. In our study, the time variable is
the time since diagnosis of stroke or TIA. The follow-up of stroke patients starts on the date of the
first occurrence of the stroke diagnosis and ends on the date of death, transfer out of the practice, or
the closing date of follow-up (9th Jan 2017). The time for the controls is measured from the time of
entry to the death date, transfer date, or end of the study end date.

3.2 Survival Analysis

Let T be a non-negative continuous random variable, representing the time until the event of interest.
We denote :

F(t) = P(T ≤ t) : distribution function;
f (t) : probability density function.

For survival data, we consider rather

S(t) : survival function,
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H(t) : cumulative hazard function,
h(t) : hazard function.

The survival function is defined at any time t, as the probability of surviving beyond time, t,

S(t) = P(T > t) = 1−F(t). (3.1)

The survival function is the probability that the event of interest will happen after time t. It is a
decreasing function, taking values in [0,1]. It equals 1 at t = 0 and 0 at t = ∞. Hazard function (or
hazard rate) is defined as :

h(t) = lim
∆t→0

P(t ≤ T < t +∆t|T ≥ t)
∆t

. (3.2)

The hazard function represents the instantaneous failure rate and is defined as the probability that
the event occurs in a specific time interval ∆t. The hazard function, h(t) measures the instantaneous
risk of dying right after time t given the individual is alive at time t. It is a positive function (not
necessarily increasing or decreasing). The hazard function h(t) can have many different shapes and
is therefore a useful tool to summarize survival data.

Cumulative hazard function, H(t) is defined as :

H(t) =

∫ t

0
h(u)du. (3.3)

H(t) is an increasing function, taking values in [0,∞]. It is related to S(t) as:

H(t) = − logS(t). (3.4)

Hence,
S(t) = exp(−H(t)). (3.5)

The survival function is a monotonic non-increasing function of time. Typical examples of the
hazards and the survival functions are given in Figure 3.5. The survival function is regarded as the
most favourable tool to incorporate the risk of the event and time at which risk occurs. Statistical
estimators have been developed to find the time-to-event outcomes and to estimate the survival and
the hazard functions. In the later section, we will present the Kaplan-Meier estimator (Kaplan &
Meier, 1958) and the Cox regression (Cox, 1972) which are the two most famous methods used in
epidemiology and medical research.1

1The introductory papers of these two methods are listed among the 100 most-cited papers of all time and occupy the
first two positions in the field of statistics (Van Noorden et al., 2014).
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FIGURE 3.1: An illustrative example of the Survival and Hazard curves of the study
population during 16 years of follow-up

From the Equation (3.4) and Equation (3.5), we can further express the hazard function (h(t)) of
Equation 3.2 as :

h(t) =
1

P(T ≥ t)
lim

∆t→0

P(t ≤ T < t +∆t)
∆t

(3.6)

=
f (t)
S(t)

(3.7)

=
−d
dt

logS(t) (3.8)

=
d
dt

H(t). (3.9)

Since h(t) is also equal to the negative of the derivative of logS(t) , we have the useful relationship
(D. W. Hosmer & Lemeshow, 1999) and (Kalbfleisch & Prentice, 2011):

S(t) = exp

{
−
∫ t

0
h(u)du

}
. (3.10)

Hence, the survival function, S(t), expressed in terms of the hazard function is given by :

S(t) = e−H(t). (3.11)
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3.3 Censoring and Truncation

According to Hanagal (2011), in biomedical applications data, the ‘time to event’ may not be ob-
served for all the individuals in the study population (sample) due to the period of study being finite.
This phenomenon when we fail to observe the endpoints of the event of interest is called censor-

ing. The combination of censoring and differential follow-up creates some unusual difficulties in
the analysis of such data that cannot be handled properly by the standard statistical methods and
survival analysis is the appropriate framework developed for this purpose.
A common feature of epidemiological or medical data is that they contain either censored or trun-
cated observations. Censored data arises when an individual’s time to event is known to occur only
in a certain period of time. Well-known censoring schemes are right censoring, where all that is
known is that the individual is still alive up to a given time; left censoring, when all events of in-
terest prior to the study’s start date; or interval censoring, in which the only information available
is that the event occurred within a certain time interval. Left truncation, in which only those who
live long enough are included in the sample, and right truncation, where the sample only includes
people who have experienced the event by a certain date are two truncation schemes.

3.3.1 Right Censoring

Only a lower bound for the time of interest is known:

T = survival time,
C = censoring time,
⇒ Data : (Y ,δ ) with,

Y = min(T ,C) ,
δ = I(T ≤ C).

There are three types of right censoring:

• Type I right censoring: All subjects are followed for a fixed amount of time. All censored
subjects have the same censoring time.

• Type II right censoring: All subjects start to be followed up at the same time and follow-up
continues until r individuals have experienced the event of interest (r is some pre-determined
integer).
The n-r censored items all have a censoring time equal to the failure time of the rth item.

• Random right censoring: The study itself continues until a fixed time point but subjects enter
and leave the study at different times. Censoring is a random variable. e.g. random right
censoring in a cancer clinical trial.
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3.3.2 Left Censoring

Some subjects have already experienced the event of interest at the time they enter in the trial. Only
an upper bound for the time of interest is known

Data : (Yℓ,δℓ) with
Yℓ = max(T ,Cℓ),
δℓ = I(T >Cℓ),

Cℓ = censoring time.

A malaria trial is an example of left censoring. Malaria is monitored in children aged two to ten
years. Children who have had malaria will have antibodies against the Plasmodium parasite in their
blood. Children as young as two years old may have already been exposed to the parasite (Kifle,
2013).

3.3.3 Interval Censoring

The event of interest is only known to occur within a certain interval (L,U). Contrary to right
and left censoring, we never observe the exact survival time. Interval censoring typically occurs if
diagnostic tests are used to assess the event of interest e.g. interval censoring in malaria trial: The
exact time to malaria is between the last negative and the first positive test.

3.4 Assumption of uninformative censoring

For the current study, censoring could occur, for example, patients could be lost during follow-up, or
the non-occurrence of the outcome event before the study end. Survival data are frequently censored
or missing in some way, which is a crucial feature that sets survival analysis apart from other areas
of statistics. According to D. W. Hosmer and Lemeshow (1999), uninformative censoring implies
that the distribution of time-to-event and the distribution of time-to-censorship do not inform each
other. Serious disease progression with reduced survival time such as lung cancer may result in
informative censoring that is the censoring provides more information than the fact that survival
time exceeded a certain time. Informative censoring may occur for instance, when participants are
lost to follow-up for reasons relating to the study, such as when comparing disease-free survival
after two cancer treatments, the control arm may be unsuccessful, resulting in more recurrences
and patients being too ill to follow-up. If analysis of such data does not take into consideration the
information, then this may cause bias in the estimation of the survival time.

The data used for the current research was subject to right-censoring as patients were either lost to
follow-up because of moving to other GP practices or being alive at the end of the study period.
Furthermore, censoring was assumed to be random, that is, not related to the survival times. We
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assumed that the health status and the lifestyle factors of patients were not associated with the trans-
fers to other GP practices. We, therefore, assumed uninformative censoring. Studies have shown
that mortality might differ for people moving from deprived to affluent areas, whereby selective
migration was associated with lower mortality and better health for younger groups (Maheswaran
et al., 2018). Hence, for the current study, it was vital to analyze any distinct pattern of the patients
who transferred to another general practice with their health status (diagnosis of TIA and/or stroke)
and social deprivation factors. This is addressed in section 5.3.

3.5 Parametric survival models

In parametric survival model, we can completely specify h(t) and S(t) and it is possible to do
time-quantile prediction. However, we need to assume an underlying distribution. The following
survival distributions are those which are more commonly used in survival analysis. A number
of parametric models have successfully served as population models for failure times. Eight most
popular parametric models are as follows:

• Exponential

• Gamma

• Weibull

• Extreme Value

• Lognormal

• Log-logistic

• Gompertz distribution

• Gompertz-Makeham distribution

3.5.1 The Exponential distribution

The exponential model, with only one unknown parameter, is the simplest of all life distribution
models. The density function is given by:

f (t) = λ exp(−λ t), (3.12)

and other key functions are presented as :

F(t) = 1− exp(−λ t); (3.13)

S(t) = exp(−λ t); (3.14)
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h(t) = λ . (3.15)

At any time t, the failure rate reduces to the constant λ . The exponential distribution is the only
distribution to have a constant failure rate. An important property of the exponential distribution
is the ‘loss of memory’(memory-loss) property. The memory-loss property implies that a given
probability distribution is independent of its history.

3.5.2 The Gamma distribution

The 2-parameters gamma distribution, which is denoted G(α ,λ ), can be viewed as a generalisation
of the exponential distribution. The important functions are:

f (t) =
λ αtα−1 exp(−λ t)

Γ (α)
, (3.16)

where parameters λ > 0 and α > 0 and

Γ (α) =
∫

∞

0
tα−1 exp(−t)dt, (3.17)

E(T ) =
α

λ
, (3.18)

Var(T ) =
α

λ 2 , (3.19)

G(1,λ ) = Exp(λ ). (3.20)

When α is 1, the gamma distribution G(α ,λ ) of Equation (3.16) reduces to λ exp(−λ t) which is
equivalent to an exponential distribution in Equation (3.20).

3.5.3 The Weibull distribution

The Weibull distribution is also generalisation of the exponential distribution. It is a very flexible
life distribution with two parameters. It is related to the extreme-value distribution. It is popular in
demographic applications but for mortality studies, it is wise to avoid it for old age mortality (the
hazards grows too slow) and mortality in ages 0−15 (U-shaped hazards, which the Weibull model
does not allow), (Broström, 2012). The probability density function is given as :

f (t;α ,λ ) =
α

λ

( t
λ

)α−1
exp
(
−
( t

λ

)α)
, t,α ,λ > 0 (3.21)

The hazard rate of a Weibull distribution is :

h(t;α ,λ ) =
α

λ

( t
λ

)α−1
, t,α ,λ > 0 (3.22)
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where α is a a shape parameter and λ is a scale parameter. When α = 1, the Equation (3.21) reduces

to h(t;1,λ ) =
1
λ

which is the exponential distribution with rate
1
λ

.

3.5.4 Extreme value Distribution

The Weibull distribution and the extreme value distribution have a useful mathematical relationship.
If t1, t2, . . . , tn are a sample of random failure times from a Weibull distribution, then ln t1, ln t2, . . . , ln tn
are random observations from the extreme value distribution. In other words, the natural log of a
Weibull random time is an extreme value random observation, Hanagal (2011). The distribution is
often referred to as the Extreme Value Distribution (Type I).

3.5.5 The log-normal distribution

The log-normal life distribution, like the Weibull, is a very flexible model that can empirically fit
many types of failure data. The two parameter form has parameters σ = the shape parameter and
T50 = the median (a scale parameter). If time to failure, t f , has a log-normal distribution, then the
(natural) logarithm of time to failure has a normal distribution with mean µ = lnT50 and standard
deviation σ .

3.5.6 The log-logistic distribution

The log-logistic distribution is very close to the log-normal, has a heavier right tail. Its advantage
over the log-normal is that the hazard function has a closed form. It is described as :

h(t; (p,λ )) =

p
λ

(
t
λ

)p−1

1+
(

t
λ

)p , t, p,λ > 0. (3.23)

The hazard function for a log-logistic distribution with shape p = 2 and scale = 1 is shown in figure
3.2.

3.5.7 Other useful survival distributions

• The Gompertz Distribution
The hazard function of the Gompertz distribution Gompertz (1825) is given by :

h(t) = τ exp(t/λ ), t ≥ 0; τ ,λ > 0 (3.24)

The hazard function is exponentially increasing. The Gompertz distribution is useful for
modelling old-age mortality as the mortality rates grow exponentially with age.
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FIGURE 3.2: Log-logistic hazard function with shape 2 and scale 1.

• The Gompertz-Makeham Distribution
The Gompertz distribution was generalised by Makeham (1860). The generalisation consists
of adding an extra positive parameter to the Gompertz hazard function to account for mortality
that is not related to ageing,

h(t) = α + pexp(t/λ ), t,α , p,λ > 0 (3.25)

Gompertz-Makeham distribution can be used to model mortality from the age window of 30
to 80 years of age.

3.6 Non-Parametric methods of Survival Analysis

Non-parametric analysis involves the analysis of survival data without parametric assumptions about
the form of the distribution (Rodrıguez, 2005).

3.6.1 Kaplan-Meier Estimator

Let

t(1) < t(2) < .. . < t(m)

denote the distinct ordered times of death (not counting censoring times). Let di be the number of
deaths at t(i) , and let ni be the number alive just before t(i). This is the number exposed to risk at
time t(i). Then the Kaplan-Meier or product limit estimator of the survivor function is :
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Ŝ(t) = ∏
i:t(i)<t

(
1− di

ni

)
. (3.26)

If we assume that data are not censored, then we can estimate the survival function S(t) non-
parametrically by the following empirical survival function

Ŝ(t) =
1
n

n

∑
i=1

I{ti > t}, (3.27)

where I is the indicator function that takes the value 1 if the condition in braces is true and 0
otherwise. The estimator is simply the proportion alive at t.

Kaplan and Meier (1958) extended the estimate to censored data.

A simple justification is as follows: To survive to time t, a subject first survives to t(1). He or she
must then survive from t(1) to t(2) given that he or she has already survived to t(1). If there are no
deaths between t(i−1) and t(i), we take the probability of dying between these times to be zero.
The conditional probability of dying at t(i), given that the subject was alive just before, can be

estimated by
di

ni
. The conditional probability of surviving time t(i) is the complement 1− di

ni
. Hence,

the overall unconditional probability of surviving to t is obtained by multiplying the conditional
probabilities for all relevant times up to t (Rodrıguez, 2005). The Kaplan-Meier estimator is a step
function with discontinuities or jumps if death times are observed.
The Kaplan-Meier Estimator is generally used to estimate the observed survival experience of the
entire population or it can be stratified by different sub-populations.

3.6.2 Kaplan-Meier Estimator as the Maximum Likelihood Estimator

We can now describe the Kaplan-Meier estimator as the Maximum Likelihood Estimator (MLE).
Likelihood provides a natural way to proceed with inference in the presence of censoring. We define
ci as the number of cases censored between t(i) and t(i+1), and di as the number of cases that die by
t(i).
Thus, the likelihood function takes the form (Rodrıguez, 2005) of

L =
m

∏
i=1

P
(
Ti = ti

)di
P
(
T > ti

)ci , (3.28)

or equivalently

L =
m

∏
i=1

[
S
(
t(i−1)

)
−S
(
t(i)
)]diS

(
t(i)
)c(i) , (3.29)
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where the product is over the m distinct times of death, and we take t(0) = 0 with S(t(0)) = 1. If
we define πi = S(t(i))/S(t(i−1)) for the conditional probability of surviving from S(t(i−1)) to S(t(i)).
Then we can write

S
(
t(i)
)
= π1π2 · · ·πi,

and the likelihood becomes

L =
m

∏
i=1

(
1−πi

)di
π

ci
i

(
π1π2 · · ·πi−1

)di+ci . (3.30)

We should note that all cases who die at t(i) or are censored between t(i) and t(i+1) contribute a
term π j to each of the previous times of death from t(1) to t(i−1). In addition, those who die at t(i)
contribute 1−πi, and the censored cases contribute an additional πi. Let ni = ∑

j≥i

(
d j + c j

)
denote

the total number exposed to risk at t(i). We can then collect terms on each πi and write the likelihood
as

L =
m

∏
i=1

(
1−πi

)di
π

ni−di
i , (3.31)

which is a binomial likelihood. The MLE. of πi is then

π̂i =
ni −di

ni
= 1− di

ni
. (3.32)

Thus the joint likelihood of πi yields the Kaplan-Meier estimator by multiplying these conditional
probabilities as per Equation (3.26), Rodrıguez (2005) .

After obtaining, the Kaplan-Meier estimator, we need to calculate its standard error. The purpose
is to determine an approximate 95% confidence intervals for Ŝ(t). We now describe two ways to
estimate the standard errors.

3.7 Greenwood’s Formula

The main idea to approximate the variance of the Kaplan-Meier estimator is by using the “delta-
method" approximation, Greenwood (1926). From the likelihood function Equation (3.31), it fol-
lows that the large sample variance of π̂i conditional on the data ni and di is given by the usual
binomial formula :

Var(π̂i) =
πi(1−πi)

ni
. (3.33)

Cov(π̂i, π̂ j) = 0 for i ̸= j, so the covariances of the contributions from different times of death
are all zero. To obtain the large sample variance of Ŝ(t), the Kaplan-Meier estimate of the survival
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function, we need to apply the delta method twice. First, we take logs, so that instead of the variance
of a product we can find the variance of a sum, working with

Ki = log Ŝ(t(i)) =
i

∑
j=1

log π̂ j. (3.34)

Now we need to find the variance of the log of π̂i. The large-sample variance of a function f of a
random variable X is

Var( f (X))≈ f ′(X)2Var(X), (3.35)

so we just multiply the variance of X by the squared derivative of the transformation. The function
is the log and we obtain,

Var(log π̂i) =
( 1

π̂i

)2Var(π̂i) =
(1−πi)

niπi
, (3.36)

Since Ki is a sum and the covariances of the π ′
i s (and hence of the logπis) are zero, we find

Var(log Ŝ(t(i))) =
i

∑
j=1

1−π j

niπ j
, (3.37)

which can be estimated by
i

∑
j=1

d j

n j(n j −d j)
. (3.38)

The estimator of the variance of the Kaplan-Meier estimator comes from a second application of the
delta method (D. W. Hosmer & Lemeshow, 1999). In this application, the function is

f (X) = exp(X), (3.39)

e.g Ŝ(t) = exp{log[Ŝ(t)]}. The series expansion is

exp(X) ≈ exp(µ)+ (X −µ)exp(µ) (3.40)

and the approximate variance is

V̂ar][exp(X)] ≈ σ
2[exp(µ)]2. (3.41)

Hence, the variance of the survivor function from the variance of its log:

Var(Ŝ(t(i)) = [Ŝ(t(i)]
2

i

∑
j=1

1− π̂ j

niπ̂ j
(3.42)
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This is the Greenwood (1926)’s formula. Using the asymptotic normality of its S(t), its confidence
interval is

Ŝ(t)± zα/2

√
Var[Ŝ(t)]. (3.43)

3.8 Nelson-Aalen Estimator

The Nelson-Aalen Estimator is a non-parametric estimator which may be used to estimate the cu-
mulative hazard function (Aalen, 1978).

Consider estimating the cumulative hazard Ĥ(t). A simple approach is to start from an estimator
of S(t) and from Equation 3.10, take − log Ŝ(t) as the estimated cumulative hazard. An alternative
approach is to estimate the cumulative hazard directly using the Nelson-Aalen estimator:

Ĥ(t) =
i

∑
j=1

d j

n j
.

This expression is estimating the hazard at each distinct time of death t( j) as the ratio of the number
of deaths to the number exposed. The cumulative hazard up to time t is simply the sum of the
hazards at all death times up to t, and has a nice interpretation as the expected number of deaths
in (0,t] per unit at risk. This estimator has a strong justification in terms of the theory of counting
processes, (D. W. Hosmer & Lemeshow, 1999).
The variance of Var(− log Ŝ(t(i))) can be approximated by the Greenwood’s formula (Rodrıguez,
2005).

3.8.1 Comparison between two survival functions: The Log-rank test and the Wilcoxon
test

To compare two survival functions S1(t) and S2(t), we need to test the null hypothesis:

H0 : S1(t) = S2(t)

that the two survival functions are the same (no difference) against the alternative:

H1 : S1(t) ̸= S2(t).

The equation (3.44) is related to the concept of proportional hazards assumption which is explained
in later Section (3.9.1). Under H0, we assume the observations from both distributions come from
a single population. Define a dummy variable y taking on the value 0 or 1 according whether an
observation comes from first or second distribution.
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Let the hazard functions for the two survival functions be h1(t) = h0(t) and h2(t) = h0(t)eβ , and
the two distributions are identical if and only if β = 0, i.e.,

S2(t) = S1(t)expβ (3.44)

so that by testing β= 0, we are testing the hypothesis :

H0 : S2(t) = S1(t)

versus

H1 : S2(t) = S1(t)
δ ,δ ̸= 1

where δ = exp(β ).

Log Rank Test:

Comparison of two survival curves can be perfomed using a statistical hypothesis test called the log

rank test. It is used to test the null hypothesis that there is no difference between the population
survival curves (i.e. the probability of an event occurring at any time point is the same for each
population), (Harrington & Fleming, 1982).
Let n1 and n2 be the number on individuals in the group 1 and 2, respectively and n = n1 + n2 . Let
n1i and n2i be the number of individuals at risk just prior to ti from the groups 1 and 2 and d1i and
d2i be the number of deaths at ti among the individuals in group 1 and group 2 and

d1i+ d2i = di ; n1i + n2i = ni.

The number of deaths and survivors are summarised in the contingency table of Table 3.1 for all
subjects in the risk set at time ti :

Group 1 Group 2 Total

Deaths d1i d2i di

Survivors n1i −d1i ni −d2i ni −di

Total n1i n2i ni

TABLE 3.1: Number of deaths and survivors in two risk groups at time ti

The log-rank statistic is given by
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XLR =

[ r
∑

i=1
(d1i − e1i)

]2

r
∑

i=1
V1i

, (3.45)

where
e1i = n1i

di

ni
, (3.46)

and
V1i =

n1in2idi(ni −di)

ni
2(ni −1)

, i = 1, . . . ,r. (3.47)

XLR is the log-rank statistic which approximately has central Chi-Square distribution with one degree
of freedom when the null hypothesis is true and the sample size is moderate or large, (Bewick et al.,
2004).

Wilcoxon Test:

The Wilcoxon test, sometimes also known as the Breslow test, is also used to test the null hypothesis
that there is no difference in the survival functions for two groups of survival data. The Wilcoxon
test statistic is based on the test statistic:

XW =

[ r
∑

i=1
ni(d1i − e1i)

]2

r
∑

i=1
ni

2V1i

, (3.48)

which has central Chi-Square distribution with one degree of freedom when the null hypothesis is
true (Custodio Martinez, 2007). The difference between log-rank and Wilcoxon tests is that in the
Wilcoxon test, each difference (d1i − e1i) is weighted by ni, the total number of individuals at risk
at time t(i). The effect of this is to give less weight to differences between d1i and e1i at those times
when the total number of individuals who are still alive is small, that is, at the longest survival times.
This statistic is therefore less sensitive than the log-rank statistic to deviations of d1i from e1i in the
right tail of the distribution of the survival times and more sensitive at the start.
When the alternative to the null hypothesis of no difference in survival times between two groups
is that the risk of death for an individual in one group at any given time is proportional to the risk
for a similar individual in the other group at that time, the log-rank test is applicable. This is the
assumption of the proportional risk, which is at the heart of a lot of survival data analysis approaches.
The survival functions for the two groups of survival data do not cross each other when the hazard
functions are proportional. The Wilcoxon test is more appropriate for comparing the two survival
functions for other forms of departures from the null hypothesis than the log-rank test.
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3.9 The Cox’s model

Kaplan-Meier methods and the log-rank test can only study an effect of one factor at a time and
cannot be used for multivariate analysis. For this purpose, we use the regression technique developed
by Cox (1972). The use of the Cox model has rapidly grown and it became one of the most popular
methods of survival analysis used in medical research.

If we have a vector of covariates, x , the Cox’s regression models the hazard as :

h(t,x) = h0(t)ex′β , (3.49)

and the estimation of β can be observed without making any assumptions about the baseline hazard
h0(t).

3.9.1 Cox’s Proportional Hazards (CPH) models

Cox (1972) introduced two propositions; his first proposition was a model known today as the Pro-

portional Hazards Model. Secondly, he proposed a new estimation method called partial likelihood.

Cox’s proportional hazards model is the most widely used method in survival analysis and we will
use this method to analyse the relationship of survival time distribution to the different potential risk
factors. The analysis consists of specifying a linear model for the log-hazard (Fox & Weinsberg,
2011). The Cox’s proportional hazards model can be written as

hi(t) = h0(t)exp(β1xi1 +β2xi2 + · · · ).

The CPH model a multiplicative hazard. No shape is assumed for baseline hazard logh0(t) = α(t).
That is

loghi(t) = α(t)+β1xi1 +β2xi2 + · · ·

The same model can be represented in matrix notation as :

hi(t|xi) = h0(t)exp(XT
i β ), (3.50)

where h0(t) is the baseline hazard function and exp(XT
i β ) is the hazard risk (a proportionate in-

crease or reduction) in risk.

The assumption of the Cox model is that the hazard of two populations, the exposed (cases) and the
unexposed (controls) are proportional over time (D. W. Hosmer & Lemeshow, 1999); (Kalbfleisch
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& Prentice, 2011). This entails that the ratios of their estimated parameters are constant with respect
to follow-up time. This equation states that the hazard for individual i at time t is the product of two
factors:

1. a baseline hazard function h0(t) that is unspecified,

2. a linear function of a set of fixed p covariates (x1, . . . ,xp), which is exponentiated.

If we further specify α(t) = α , which is the simplest function that says the hazard is constant over
time, we will get the exponential model. If we specify α(t) = αt, we will get the Gompertz model.
And if we specify α(t) = α log(t), we will have a Weibull model. Thus, the proportional hazards
model is generalization of the Exponential, Weibull and Gompertz model (Allison, 2010).

The hazard for any individual is a fixed ratio of the hazard for any other individual, hence the name
proportional hazards model. For illustration, we can take the ratio of the hazards for two individuals
i and j and use Equation (3.50) :

hi(t)
h j(t)

= expβ1(xi1 − x j1)+ . . . .+βp(xip − x jp) (3.51)

The h0(t) cancels out of the numerator and denominator. As a result, the ratio of the hazards is
constant over time.

3.10 Fitting the Proportional Hazards Model

To fit the proportional hazards model, the unknown coefficients β1,β2,β3, . . . ,βp have to be esti-
mates. Let β T = (β1,β2,β3, . . . ,βp) denote the vector of coefficients corresponding to the p covari-
ates. Sometimes, the baseline hazard h0(t) needs to be estimates. the most common method to
estimate β T is the method of maximum likelihood.

Let ti is the observed survival time, xi be the covariate and ci is the censoring indicator variable for
each individual i out of a group of n individuals.

Suppose that there are r ordered distinct death times such that t(1) < t(2) < .. . < t(r). This means that
there are n− r right-censored survival times. The ties are not considered here but will be explained
later. Suppose that the set of individuals that are at risk at time t( j) are denoted by R

(
t( j)

)
, the risk

set.

If we consider the result from Equation (3.8), we can formulate :

f (t,x,β ) = h(t,x,β )×S(t,x,β ) (3.52)
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Considering next the likelihood function from regression models,

L(β ) =
n

∏
i=1

{
[ f (ti,xi,β )]

ci × [S (ti,xi,β )]
1−ci
}

(3.53)

Substituting Equation 3.52 into Equation 3.53 gives :

L(β ) =
n

∏
i=1

{
[h (ti,xi,β )×S (ti,xi,β )]

ci × [S (ti,xi,β )]
1−ci
}

(3.54)

=
n

∏
i=1

{
[h (ti,xi,β )]

ci × [S (ti,xi,β )]
}

(3.55)

Substituting h (ti,xi,β ) = h0 (ti)exT
i β and S (ti,xi,β ) = [S0(t)]

exp(xT
i β) into the above equation re-

sults in

L(β ) =
n

∏
i=1

{[
h0 (ti)exT

i β

]ci
× [S0 (ti)]

exp(xT
i β)
}

(3.56)

ln[L(β )] = ℓ(β ) =
n

∑
i=1

{
ci ln [h0 (ti)]+ cixT

i β + exT
i β ln [S0 (ti)]

}
(3.57)

The maximum likelihood estimator method in Equation needs to be maximised with respect to β and
a parametric model for the baseline hazard. To avoid defining the baseline hazard, the proportional
hazard is considered.

Cox (1972) proposed the ‘partial likelihood’ function implying that this likelihood depends only on
the parameters of interest in order to find the estimators. In his paper, he showed that the distribu-
tional properties of the partial likelihood were the same as the full maximum likelihood estimators.
According to Fleming and Harrington (2011), the partial likelihood can be estimated in the counting
process approach by :

L(β ) =
r

∏
j=1

exp
(

xT
( j)β

)
∑l∈R(t( j))

exp (xT
l β )

(3.58)

The conditional probability in Equation (3.58) relates to individuals who experience the event. Let
ci be the censoring which is 0 when the individual is censored and 1 otherwise, the likelihood can
hence be modified to
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L(β ) =
n

∏
i=1

[
exp
(
xT

i β
)

∑l∈R(t( j))
exp (xT

l β )

]ci

. (3.59)

Taking the natural log of the likelihood yields

lnL(β ) =
n

∑
i=1

ci

xT
i β − ln ∑

l∈R(t( j))

exp
(
xT

l β
) (3.60)

If the log likelihood is then maximised with respect to β , the following is obtained,

∂ℓ(β )

∂βk
=

r

∑
j=1

x( jk)−
∑l∈R(t( j))

xlk exp
(
xT

l β
)

∑l∈R(t( j))
exp (xT

l β )


=

r

∑
j=1

{
x( jk)− x̄w jk

}

where
x̄w jk = ∑

l∈R(t( j))

w jlxlk

and

w jl =
exp
(
xT

l β
)

∑l∈R(t( j))
exp (xT

l β )

x( jk) is the value of the covariate xk for a subject with observed ordered survival time t( j). The
derivative is then set to zero and then solved to obtain the estimator β . Generally, iterative method
is used to solve for the unknown parameters.
The Information matrix is the negative value of the second derivative of ℓ(β ) as :

I(β ) = − ∂ 2ℓ(β )

∂β∂β
T

Hence, the variance for the estimator of β is

var(β̂ ) = I(β̂ )−1

3.10.1 Confidence Interval for estimated coefficients

The likelihood ratio test is used to test the statistical significance of covariates in the Cox’s regression
model (Grambsch & Therneau, 1994).
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If β (0) is the true theoretical value of the coefficients and β̂ be the estimated coefficients. To test the
global null hypothesis H0 : β̂ = β (0) , the likelihood ratio test is given by :

LRT = 2
(
ℓ(β̂ )− ℓ

(
β
(0)
)

(3.61)

It is equivalent to twice the difference between the likelihood of a null model( model without co-
variates) and the CPH model with p parameters. LRT follows a χ2 distribution with p degrees of
freedom, where p is the difference of the number of estimated coefficients.

To check the statistical significance of a specific covariate x, i.e., to test whether x is significantly
associated with survival time, the Wald test is used (Grambsch & Therneau, 1994). The Wald test
assesses the hypothesis that the estimated coefficient for covariate x, denoted by β̂x, from the Cox’s
model, is significantly different from zero. The test statistic, Z, is given by

Z =
β̂x

ŝe
(

β̂x

)
where ŝe

(
β̂x

)
is the standard error associated with β̂x. The test statistic Z follows a standard normal

distribution and can also be used to formulate confidence interval for β̂x. The (1−α)% confidence
interval (CI) for β̂x is given by

CI
(

β̂x

)
= β̂x ±Z1−α/2ŝe

(
β̂x

)
where Zα represents the critical value at (1−α)% level from the standard normal distribution. When
the (1−α)% CI of an estimated coefficient contains zero, it means that the covariate associated with
that estimated coefficient does not significantly affect the hazard of failure.

3.10.2 Frailty in Survival model

Univariate survival models assume homogeneity i.e., all individuals are subject to the same risks
h(t) or the survivor function S(t). Unobserved sources of heterogeneity can be modelled in the
study population by the method of univariate frailty models (Vaupel et al., 1979). The univariate
survival model is an extension of the Cox model Equation (3.50) where the hazard rate is directly
proportional to a parameter Z.

h(t|X ,Z) = Zh0(t)expXT
β (3.62)
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The frailty component Z is assumed to have an expected value of 1 and to be multiplicative in the
hazard rate. The Survival function of an individual conditional on the frailty Z, is defined as :

S(t|X ,Z) = exp[−H(t|Z,X)] (3.63)

= exp[−ZΛ0(t)exp (XT
β )] (3.64)

where Λ0(t) is the integrated or cummulative baseline hazard function at time t.

Suppose there is I groups in which n individuals are assigned to, such that ∑
I
i=1 ni = n.

Let Di = ∑
ni
j=1 δi j denote the number of events experienced by the ith group, where δi j is the censor-

ing indicator which takes on 1 on event occurrence or 0 if not.

The hazard for the jth individual from the ith group is given by

hi j(t) = h0(t)exp
(
xT

i jβ +wi
)

where xi j is a vector of p covariates for individual j in group i,h0(t) is the baseline hazard, and
wi is the random effect for the ith group. The wi ’s are an independently and identically distributed
random sample from a density fW (·).

The function can also be expressed as :

hi j(t) = h0(t)exp (wi)exp
(
xT

i jβ
)

(3.65)

= zih0(t)exp
(
xT

i jβ
)

(3.66)

where zi = exp (wi) is the frailty term. The zi ’s are independent, and are assumed to have common
density fZ(·).

The zis are usually assumed to follow gamma density as :

fZ(z) =
ααzα−1e−αz

Γ(α)

which corresponds to a log-gamma density for W . The mean and variance for Z are given by

E[Z] = 1

Var[Z] =
1
α

75



Chapter 3. Methods

The baseline hazard in Equation (3.66) can be left unspecified or can be explicitly specified. Under
parametric estimation for the baseline hazard, MLE procedures can be used but in the case when the
baseline hazard is unspecified, the unknown parameters in the shared frailty model can be estimated
by methods namely (Phipson, 2006):

1. Expectation-Maximization (EM) algorithm

2. Penalized Partial Likelihood (PPL) approach

3. Markov Chain Monte Carlo (MCMC) methods

4. Monte Carlo EM (MCEM) approach (Ripatti et al., 2002)

5. Different methods using Laplace approximation.

3.10.3 Ties or grouped observations

Survival times may have ties in survival models, arising either due to imprecision of incomplete
data or the rounding of continuous times. It also may arise in the case of discrete. Ties may affect
the partial likelihood of the Cox model. The presence of ties in the data causes imprecision in the
estimation of the partial log-likelihood function. The next set of equations illustrate the problem
of tied data. Consider k individuals in time order and two individuals experiencing failures at the
same time. If ties are ignored, then the log-likelihood function can either be of the two next forms
(considering only the first two forms):

(
r1

r1 + r2 + . . .+ rk

)(
r2

r2 + r3 + . . .+ rk

)
(3.67)

or (
r2

r1 + r2 + . . .+ rk

)(
r1

r1 + r3 + . . .+ rk

)
(3.68)

but it is difficult to predict which of Equation (3.67) and (3.68) reflects the true likelihood function.
Grambsch and Therneau (1994) proposed three methods to tackle the problem of tied observations,
namely :

1. Breslow approximation,

2. Efron approximation and

3. Discrete method.

Breslow approximation
The Breslow approximation is one of the simplest methods to estimate the likelihood function for
tied survival data. It has been proposed independently by Breslow and Peto (1972). It uses the
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complete sum of r1 + r2+ . . .+ rk as the denominator of the partial log-likelihood function :(
r1

r1 + r2 + . . .+ rk

)(
r2

r1 + r2 + . . .+ rk

)
(3.69)

Efron approximation
The Efron approximation, developed by Efron (1977) is considered as a more accurate partial like-
lihood using an average denominator.(

r1

r1 + r2 + r3

)(
r2

0.5r1 + 0.5r2 + r3

)
(3.70)

Discrete approximation
The discrete method does not assume any ordering of the tied events and treats time as a discrete
variable. Under this scenario, the log-likelihood function yields to

r1r2

r1r2 + r1r3 + r2r3
(3.71)

In conclusion, the Efron approximation method is the most reliable approximation among the three
methods, does not produce bias, and is computationally more efficient.

3.11 Proportional Hazard Regression Diagnostics

Hypothesis tests can be employed to check model assumptions (proportional hazards assumption),
verify whether covariates need to be transformed and to detect the presence of outliers and unduly
strong influential observations. In addition, we can further check the assumptions graphically with
residual plots,using:

• Martingale residuals

• Deviance residuals

• Delta-beta residuals

• Schoenfeld residuals

3.11.1 Martingale Residuals

If we consider data for each subject to be (yi,δi,xi) where δi is the count of the number of events for
the ith subject (0 or 1) and H0(t) is an estimate of the baseline cumulative hazard function,then the
cumulative hazard for subject i is therefore,
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Hi(ti|X) = H0(t)exp(β T X)

Martingale residuals compare the observed values of δi to expected:

rMi = δi − Ĥi(ti|X) (3.72)

They are motivated by the fact that, for large samples, the quantity rMi would be a martingale
evaluated at the time ti. Under correct model specification, martingale residuals have a mean zero
and are uncorrelated with one another across subjects. The martingale residual rMi is a measure of
the degree to which the ith subject is an outlier, after adjusting for the effect of X .

This represents the discrepancy between the observed value of a subject’s failure indicator and its
expected value, integrated over the time for which the patient was at risk. Patients who had positive
values died sooner than expected, whereas those who had negative values lived longer than expected
(or censored).

While martingale residuals are uncorrelated and have a mean of zero, their disadvantage is that:

1. Their maximum is +1, but their minimum is −∞.

2. Their distribution is quite skewed to the left.

The heavily skewed distribution of martingale residuals makes them hard to use to identify outliers.
For this, deviance residuals are a better option.

3.11.2 Deviance residuals

Constructing a “deviance" residual is a technique for obtaining symmetric, normalised residuals
that is commonly used in generalised linear modelling. The idea behind the deviance residuals
is to examine the difference between the log-likelihood for subject i under a given model and the
maximum possible log-likelihood for that subject.

Deviance residuals are defined as (Gillen, 2016) :

rDi = sign(rMi)
[
−2rMi + δi log(δi − rMi)

] 1
2 . (3.73)

By definition, rDi has the same sign as rMi. The quantity inside the square bracket is positive.

Compared to rMi , rDi has a shorter left and a longer right tail. rDi is more symmetrical around zero.
The distribution of the deviance residual is better approximated by a Gaussian distribution than is
the distribution of the martingale residuals.
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3.11.3 Delta-beta residuals

The idea behind delta-beta residuals is very simple. Let β̂
(i)
j denote the estimate of the coefficients

β̂ j obtained if we leave subject i out of the model.

The delta-beta residual for coefficient j, subject i is therefore defined as

∆̂i j = β̂ j − β̂
(i)
j (3.74)

Delta-beta plots are always fascinating to look at and provide a wealth of information about the inner
workings of complex models. Furthermore, they can show whether a few individuals dominate the
estimation of a coefficient, which would be cause for concern.

3.11.4 Schoenfeld residuals

Schoenfeld (1982) proposed that instead of a single residual for each individual, we need to assign
a separate residual for each individual and each covariate. Schoenfeld residuals are not defined for
censored individuals.

For the ith subject and kth covariate, the estimated Schoenfeld residual, rik, is given by (D. W. Hosmer
& Lemeshow, 1999) :

r̂ik = xik − ˆ̄xwik

Where xik is the value of the kth covariate for individual i, and ˆ̄xwik is a weighted mean of covariate
values for those in the risk set at the given event time. A positive value of rik shows an X value that
is higher than expected at that death time.

We normally plot the Schoenfeld residuals against time to evaluate the proportional hazard assump-
tion. The residuals represent the difference between the observed covariate values and the expected
given the risk set at that time and are calculated for each covariate. Schoenfeld (1982) showed that
the ri’s are asymptotically uncorrelated and have expectation zero under the Cox model. Thus a plot
of rik versus Xi should be centered about zero if the PH is satisfied. On the other hand, non-PH in
the effect of Xi could be revealed in such a plot.

3.12 Assessing overall goodness of fit

In comparison to traditional regression models, assessing the goodness-of-fit of survival models
involves unique issues. The dependent variable or variables being modelled are often observed
directly in a traditional statistical study. For example, the heights of a group of people are measured
directly and forecasted using a model that takes into consideration confounders like age and gender.
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In survival analysis, on the other hand, the timing of the event is observed (e.g., age at death), but
the hazard is predicted. (Price & Jones, 2017).

There are different tests available for assessing and comparing different models. When the num-
ber of occurrences increases, Machin et al. (2006) recommends using the likelihood ratio test for
stability and consistency.

3.12.1 Wald Test

When fitting a Cox’s model of a single variable x, which may be a binary variable or a continuous
variable, we obtain an estimate, b, of the associated regression coefficient, β , together with the
standard error SE(b). The statistical significance of this variable, which is equivalent to a test of the

null hypothesis, β = 0 , is established by use of the z =
b

SE(b)
test. Equivalently, the Wald test can

be used, where W = z2.

This test can also be used whether the addition of another variable, to a Cox model already con-
taining v variables, improves the model. However, the test is only strictly valid if the estimated
regression coefficients for the variables are not unduly influenced by the presence of the additional
variable (Machin et al., 2006).

3.12.2 Likelihood Ratio Test

The likelihood ratio (LR) test is a more general test than the Wald test which can cope with categor-
ical variables of more than two levels and with adding several variables simultaneously to a Cox’s
model.
To illustrate this test, we first define the null model which, in the terminology of the Cox’s model,
specifies that no variable influences survival. When the variable is treatment, this is equivalent to
setting β = 0 in Equation (3.49) to imply λN(t) = λ0(t) , or that, irrespective of treatment, all pa-
tients have the same hazard.
The likelihood for this model is denoted as ℓ0 where ℓ denotes likelihood and the zero, 0, represents
the fact that all the regression coefficients are set to zero. In contrast, the likelihood of the model
which contains v different regression coefficients is written as ℓv and the regression coefficients are
estimated by the method of maximum likelihood. The larger ℓv is relative to ℓ0, the better the model
explains, or fits, the observed data. The fit of each model can be tested using the Likelihood Ratio
(LR) as defined by

LR = −2log(
ℓ0

ℓv
) = −2(L0 −Lv) (3.75)

where Lv = logℓv and L0 = logℓ0. Under the hypothesis of no difference in the two models, that is,
where including the variables in the Cox model does not help to explain the survival data any more
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satisfactorily than the null model with no variables, the LR of Equation (3.75) has a χ2 distribution
with df = v, (Machin et al., 2006).

To assess the relative fit of two models, one with (v+ k) regression coefficients and the other with
the fewer v regression coefficients, we can use the statistic

LRk = −2(Lv+k −Lv) (3.76)

This statistic also has a χ2 distribution, but with df = (v+ k)− v = k. The null hypothesis here is
that there is no improvement in the fit of the model, by including the extra k coefficients.

3.12.3 Harell concordance

Concordance, also known as the C- statistic, is a frequent and useful measure of model discrimi-
nation that may be applied to any ordered result. In general, choose two patients at random and
note if the model accurately forecasts order for each pair, e.g., a higher model score for a better
result (Kremers, 2007). The fraction of pairs for which the model is true is called concordance. The
concordance of a perfectly random forecast is 0.5, whereas the concordance of a perfect rule is 1.

According to Kremers (2007), concordance is most familiar from logistic regression, where it is also
known as the area under the receiver operating curve. It can also be described for survival data while
allowing for censoring and no distributional assumption need be made for motivation or calculation.

The C-statistic is used in survival modelling to determine the likelihood that a randomly selected
patient who had an event (such as a disease or condition) had a higher risk score than a patient who
did not. It runs from 0.5 to 1 and is equivalent to the area under the Receiver Operating Characteristic
(ROC) curve (D. Hosmer, 2000).

• A value below 0.5 indicates a very poor model.

• A value of 0.5 means that the model is no better than predicting an outcome than random
chance.

• Values over 0.7 indicate a good model.

• Values over 0.8 indicate a strong model.

• A value of 1 means that the model perfectly predicts those group members who will experi-
ence a certain outcome and those who will not.

3.12.4 AIC and BIC

The two most common information criteria used for model selection are the Akaike information
criterion (AIC) and the Bayesian information criterion (BIC). AIC and BIC are respectively given
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by

AIC = −2ℓ−2k (3.77)

BIC = −2ℓ+ k ln (n) (3.78)

where ℓ is the partial log-likelihood function of the regression model, k is the number of estimated
parameters in the regression model and n is the number of events in the survival analysis. BIC
penalizes larger models more heavily as it depends on the number of events, n and tends to perform
better for smaller sample size model fitting in comparison to AIC.

3.12.5 Model Selection

Selecting a model involves deciding which terms should be included in a response variable model.
The model can include every tested factor as well as interactions and covariates as terms (e.g.,
potential nuisance variables that were recorded for statistical control). The goal of model selection is
to choose a sparse statistical model that adequately explains the data. Parsimony (model simplicity),
Goodness-of-Fit Test (model well fits the data), and generalisability (model fits the data well) are
the three main qualities of a good model (model can be used to describe or predict new data).

A decent model also only includes the elements and covariates that are absolutely necessary in order
to avoid being “underfit” (too simple), “overfit” (unnecessarily complex), and thirdly, to take into
consideration potential confounding. Regression modelling offers a variety of model construction
techniques. Exhaustive search, forward selection, backward selection, and step-wise selection are
examples of traditional methods; regularisation methods, however, are receiving more and more
attention (ridge regression, LASSO, elastic net).

In the forward selection approach, the model starts with just an intercept term in the initial model.
The addition of each variable is then evaluated using a predetermined criterion, and the variable
(if any) that enhances the model the most is included. The process stops when no more variable
considerably enhances the model. Similar reasoning underlies backward selection, however in the
opposite direction. Backward selection involves starting with a model that contains all relevant
variables. The variable with the lowest criterion is then eliminated from the model. Up until every
last predictor reaches a predetermined degree of significance, this procedure iteratively continues.

Last but not least, step-wise selection might be seen as a fusion of forward and backward selection.
This means that step-wise selection could start as a backward selection process, eliminating vari-
ables that don’t enhance the model. If certain variables have changed in significance as measured by
the chosen criterion, they may be reintroduced into the model. Some statistical software automates
the forward, backward, and step-wise techniques.
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Any technique has the potential to either include or exclude covariates that are crucial (Harrell et al.,
2001; Hosmer Jr et al., 2013). In comparison to the other stepwise procedures, backward elimination
is favoured because it is least likely to leave out significant factors that are only significant in respect
to other covariates ((Harrell et al., 2001; Hosmer Jr et al., 2013).

In order to choose a final mode, some standard criterion is used to judge whether or not the model
"improved" during the model selection process. There are many selection criteria available to try
to describe how well the model fits the data. One model selection criteria is the significance of the
factors and covariates based on the p-value. Using forward, backward, or step-wise selection tech-
niques, the p-value of an individual variable (a factor or a covariate) may be used as an evaluation
criterion.

The likelihood ratio test (Section 3.12.2), another similar criterion, makes use of the idea of likeli-
hood. Given a chosen model, likelihood assesses the "probability" of the observed data; the higher
the likelihood, the better the model’s goodness of fit to the data. The likelihood ratio test statistic
compares the fit of two nested models and has a chi-squared distribution so that a test of significance
can be performed. Depending on the selection strategy chosen, terms are continued to be added or
eliminated until there is no discernible difference between the new model and the old one.

The Akaike’s Information Criterion (AIC) and the Bayesian Information Criterion (BIC) (Section
3.12.4) compare various possible subsets of factors based on a trade-off between complexity and
lack of fit (measured by model likelihood) (measured by the number of parameters included in the
model). Model selection based on AIC has a non-zero likelihood of overfitting the data, that is,
choosing insignificant covariates that make the model overly complex, while model selection based
on BIC has a zero probability of overfitting the data as the sample size grows to infinity (Hastie
et al., 2009).

The model selection started with a model with main effects and second-order interactions. Second-
order interaction effects were backward eliminated for this study. Since main effects’ importance
in influencing survival prospects had already been demonstrated in earlier studies, it was believed
that only interaction effects would be dropped from the model and not main effects. A manual
elimination approach was used. The decomposition of Cox’s model was performed using backward
elimination by the LRT approach (ANOVA command) till all interaction effects were significant
at the 1% level. Interactions between factors with small frequencies in their categories were not
considered. A survival model with three to 4 interaction effects for TIA and IS cohorts was produced
by this manual backward elimination procedure.

3.12.6 Verifying the proportionality assumption

Graphical representation or numerical methods can be used to verify the proportionality assumption.
In the previous section, we introduced the methods of the Schoenfeld residual scaled plot (Section
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3.11.4).

cox.zph test
The cox.zph() function from the survival package allows to test this assumption for each variable
by creating interactions with time. A small p-value would indicate a violation of the proportionality
assumption. cox.zph function can be used to generate a plot for each of the individual predictors
in the model. The plot of scaled Schoenfeld residuals should be a horizontal line. The includes a
hypothesis test identifying whether the gradient differs from zero for each variable. The function
outputs a table in which each row represents one variable, with the last row serving as Schoenfeld’s
global test for the proportional assumption’s violation. The column provides the correlation coef-
ficient between transformed survival time and the scaled Schoenfeld residuals (rho), a chi-square
statistic (chisq), and the two-sided p-value (p).
Kolmogorov-Smirnov and Cramer von Mises tests
In a situation of time-varying effects, Scheike and Martinussen (2004) proposed that it is preferable
to test each component separately, starting with the model where all effects are permitted to change
over time and gradually simplifying the model as necessary. The test statistics proposed by them
are based on the asymptotic analysis of the cumulative regression functions of the proposed model.

For example, to test whether the effect of x j( covariate) is constant, where a j(t) is the effect of a
regression coefficient, the null hypothesis is considered as H0 : a j(t) = β j, for all t ∈ [0,τ ], where τ

is study endpoint.

To test H0 there are many possibilities, a simple test that relies only on â j(t) is to look at

Tj (t, α̂ j) = α̂ j(t)−
1
τ

∫
τ

0
α̂ j(s)ds,

for j = 1, . . . , p. Scheike and Zhang (2008) derived the asymptotic distribution of this test process
and proposed to compute the p- value of the test based on a Kolmogorov-Smirnov type test-statistic
supt∈[0,τ ]

∣∣Tj (t, â j)
∣∣ or by a Cramer von Mises type test-statistic

∫
τ

0
{

Tj (s, α̂ j)
}2 ds. The Cramer

von Mises test is an alternative to the Kolmogorov-Smirnov test. Both tests can be performed and
plots of the simulated test processes under the null hypothesis can help to visually examine whether
a specific covariate has a time-varying effect. All large sample properties and resampling techniques
used for the test statistics are explained in Scheike and Martinussen (2004).

Estimation routines for the model can be found in the timereg R package (Scheike & Zhang, 2011).
The resampling method is used to test the time-varying effect. The Cox regression model is fitted
similarly to how it is in the survival package, with the exception that the statistical inference is
made using resampling techniques, necessitating the specification of the number of simulations
(n.sim=500). The end of the observation period when estimates are computed is specified by the
max.time argument (Scheike & Zhang, 2008).
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The results typically produce two sets of summaries, one for the test for non-significant effects and
the next set for the tests of time-invariant effects with outputs for the Kolmogorov-Smirnov test
and the Cramer von Mises test. The significance of the first table essentially demonstrates whether
given variables have significant effects on the survival outcome relative to the null hypothesis that
the coefficients under test are not significantly different from 0. The test also produced plots for
the estimated cumulative coefficients with 95% pointwise confidence intervals where the effects of
the variables over time can be observed. From the output of the time-invariant effects and plots,
we can proceed by finalizing which variables will ultimately have time-fixed effects by using the
const() function. Both tests are flexible to deal with time-varying dynamics of covariate effects in
the sense that they investigate how the effect of the covariates acts on an absolute scale rather than
on a relative scale. While cox.zph test provides the first overview to identify potential time-varying
variables, the Kolmogorov-Smirnov and Cramer von Mises tests can be used as a next step to fully
confirm the variables having a time-varying effect as they show exactly where non-proportionality is
present in terms of the covariate effects. One advantage of this procedure is that the model reduction
in each step is kept to a relatively low degrees of freedom (Scheike & Zhang, 2008).

3.12.7 Tackling time-dependent effect

The proportional hazards assumption may not hold in most of the survival studies. In the previous
section, it was demonstrated how to verify the proportional hazards assumption following the fitting
of a Cox regression model, and in this section, it is demonstrated how the model should be changed
to best reflect the data in the event that the assumption is violated. Time-varying covariates, a
frequent occurrence in clinical research, happens when a particular covariate changes over time
during the follow-up period, for example, age being a time-varying factor. The Cox model has the
advantage of being able to account for factors that change over time. A time-dependent effect could
be included such as for the continuous variable as a function of time or the splitting follow-up time
methods.

• Using step function
A step function, such as

g(t) = I(t ≥ to)

, where to is a predetermined value, can be used to describe time-varying coefficients. This
technique stratifies the Cox proportional model for the various time periods after dividing the
analysis time into discrete chunks. By stratifying data by time, we can investigate whether
the effect of constant baseline factors grows or weakens over time. After observing the plot
produced by the the cox.zph() function, we can decide on the time intervals. The survS-
plit() function enables to divide the data set into cut time points. It is then important to
check if the proportional hazards assumption holds for the stratified Cox regression model
used in the different time windows. This method may prove to be problematic if different
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covariates have different time cut-off periods, resulting in lots of time windows and when the
proportional hazards assumption violation persists with the stratified analysis (Therneau &
Grambsch, 2000).

• Stratification
Stratification, a practical and straightforward alternative for non-proportional risk analysis,
enables the consideration of various baseline hazard functions in various strata. A separate
partial likelihood is created for each stratum. If a factor fails to produce proportional hazards
between categories, we may stratify on the category. However, we would not be able to
observe the overall effect of the variable of interest.

• Parametric approach
Parametric modelling offers the benefit of specificity where the underlying hazard function
is known or specified and the accommodation to a variety of different shapes for the hazard
function ranging from the simple constant hazard to complex “bathtub” which can be more
relevant in modelling human life (D. Hosmer, 2000). To circumvent the problem of non-
proportionality, the current study used the double-Cox parametric model developed by Begun
et al. (2019) which was used in time-to-failure of hip replacement, and simulation studies
by Begun and Kulinskaya (2022). The model basically employs an additional, distinct Cox-
regression term that is dependent on the vector of covariates to parameterize the baseline
hazard function’s shape parameter. The R programs for fitting the double-Cox model were
made available on Github by Dr A. Begun on https://rdrr.io/github/AB5103/doubleCoxr/f.
The next section presents the Double-Cox model in more detail.

3.13 Shape and scale: Weibull model

The Weibull model (developed by Waloddi Weibull in 1939) is a significant extension of the ex-
ponential model with two positive parameters. The model’s second parameter gives it a lot of
versatility and lets the hazard function take multiple shapes. The versatility of the Weibull model,
on the one hand, and the simplicity of the hazard and survival functions, on the other, make it useful
for empirical research.

Survival time T has a Weibull distribution of W (t|a,b) with pdf :

f (t) = b
a

( t
a

)b−1 e−(t/a)b

and hazard function defined as:

h(t) = b
a

( t
a

)b−1

where a is defined as the scale parameter and b is defined as the shape parameter. The hazard
function, which can take many different forms, is influenced by these parameters. The Weibull,
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Gompertz, and gamma distributions all support decreasing and increasing hazards in a monotonic
manner. A non-monotonic hazard rate shape does not exist in the Weibull distribution.

The hazard is decreasing for shape parameter b < 1 and increasing for b > 1. For b = 1, the Weibull
distribution is equivalent to an exponential distribution with rate parameter 1/a.

FIGURE 3.3: Illustration of the effects of the different shapes and scales on the
Weibull hazards

Source : Devin (2019)

3.14 The Weibull Double-Cox model with shared frailty

We explained the different ways to circumvent the problem of non-proportional hazards in the earlier
section. Another efficient method is to use the double-Cox type model. This method not only entails
a parametric approach with regards to the modelling of the baseline hazard function but also allows
different shapes for violating covariates. This method has been introduced by Begun et al. (2019)
based on frailty survival models with application to hip replacement outcomes.

In the model, the shape parameter of the baseline hazard function can be specified using the addi-
tional, separate Cox-regression term, i.e., the shape parameter b(u) of the hazard function is written
as bexp (βu) and depends on the vector of the covariates u (Begun & Kulinskaya, 2022).

The double-Cox model with shared frailty is a re-parametrized model in the sense that the non-
proportional hazard regression model with frailty Z has a Weibull two-parameter (scale and shape)
baseline hazard function, where both parameters log-linearly depend on the observed covariates.
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The conditional hazard function is defined as

h̃(t | u,Z) = Zh(t | u) = Z
beβshape ueβscale u

a

( t
a

)bexp(βshape u)−1
(3.79)

The cumulative conditional hazard function is defined as

H̃(t | u,Z) = ZH(t | u) = Zeβscale u
( t

a

)bexp(βshape u)
(3.80)

a > 0 and b > 0 are the scale and the shape parameters of the baseline survival distribution, re-
spectively, u is the vector-column of the covariates, βscale and βshape are the vector-rows of the
Cox-regression parameters.

A gamma-distributed frailty Z with mean 1, variance σ2 is considered for which the probability
density function is f

(
z | σ2

)
and the "random effect" is defined by ω = lnZ. The population is

divided into Ncl clusters and all individuals from the cluster i, i = 1, . . . ,Ncl , share the same frailty
Zi. The conditional and the marginal survival functions are given by

S(t | u,Z) = exp(−H̃(t | Z,u)),

S(t | u) = ES(t | u,Z) =
(
1+σ

2H(t | u)
)−1/σ2

.
(3.81)

The conditional likelihood function is defined by

Lc ( Data | ζ ,Z1, . . . ,ZNcl ) = ∏
i, j

(
− ∂

∂ ti j

)δi j

exp

(
−∑

j
H̃ (ti j | ui j,Zi)

)
(3.82)

where ζ = (a,b,βscale ,βshape ) is the vector of parameters, δi j stands for censoring ( 1 if censored and
0 , otherwise) and indices i and j correspond to a cluster and a subject in that cluster, respectively.

3.14.1 Point estimation of the parameters

The marginal likelihood is calculated by marginalizing out the frailty Z in the conditional likelihood
(Equation 3.82). From a random effect, the marginal likelihood inherits only parameter σ2. The
k-dimensional vector of the unknown parameters ζσ =

(
ζ ,σ2

)
is estimated by maximizing the

marginal likelihood function (or its logarithm)

Lm ( Data | ζσ ) = ELc ( Data | ζ ,Z1, . . . ,ZNcl )

= ∏
i, j

(
− ∂

∂ ti j

)δi j
(

1+σ
2
∑

j
H (ti j | ui j)

)−1/σ2
(3.83)
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The marginal likelihood function is a Laplace transform of the frailty distribution calculated at the
point H(t | u). The Gamma frailty results in a closed-form marginal likelihood.

3.14.2 Confidence intervals for the parameters

Standard-error based confidence intervals
The standard errors of the parameter estimates can be obtained from the inverse of the Hessian
matrix (Begun & Kulinskaya, 2022). Let µ be the k-vector parameter and µ̂ its maximum likelihood
estimate (MLE). Assume that

[
µ l

i , µu
i
]

is the 1−α confidence interval for the jth component µ̂ j, j =

1, . . . ,k. The coverage probability for component j is defined by

Pcov (µ j) = P
(

µ j ∈
[
µ

l
j, µ

u
j

])
.

This probability can be estimated from simulations as a proportion of cases when the true value of
µ j lies in interval

[
µ l

j, µu
j

]
.

The scale and the shape parameters a and b of the baseline hazard distribution and the Cox-regression
parameters βscale and βshape do not lie on the boundary. But the frailty variance σ2 can be equal
to zero corresponding to the model without frailty. If σ2 > 0 and σ2 is large compared with the
standard error for σ̂2, the confidence intervals can be specified using the asymptotic normality of
MLE:

√
n(µ̂ −µ)

d→ N (0,Σ),

where n is the number of observations, N is the k-variate normal distribution with zero mean and
the k× k asymptotical variance-covariance matrix Σ with elements Σl,m, l,m = 1, . . . ,k. In general,
for any values of σ2, the confidence intervals can be calculated using a mixture of the truncated
normal distribution and a point mass at zero for σ̂2 :

√
n (µ̂ j −µ j)

d→ Φ
(

ν

κ

)
T N1 (µν ,Σ j,s, t)+Φ

(
−ν

κ

)
N

(
−

Σ j,k

Σk,k
ν ,Σk,k −

Σ2
j,k

Σk,k

)
√

nσ̂
2 d→ Φ

(
ν

κ

)
T N

(
ν ,κ2,0,∞

)
+Φ

(
−ν

κ

)
χ

2
0

where χ0 is a point mass at zero, κ =
√

Σk,k,ν =
√

nσ2, µν = (0,ν)T ,Σ j =

(
Σ j, jΣ j,k

Σk, jΣk,k

)
, j =

1, . . . ,k−1,T N1(x,V ,s, t) is the marginal distribution of the first component of a truncated bivari-
ate normal distribution with mean vector x, covariance matrix V , and the lower and upper truncation
limits s = (−∞,0)T and t = (∞,∞)T , respectively. Begun and Kulinskaya (2022) refer these inter-
vals as standard-error-based.
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Calculating confidence intervals of hazards and survival functions using bootstrapping method

The hazards and survival probability at time t of a specific profile are calculated by fitting ζ =(
a,b,βscale ,βshape ,σ2

)
parameters and covariates u to Equation 3.79 and Equation 3.81, respec-

tively.

To calculate their confidence interval at a specific time point t, the parameters ζ and their corre-
sponding standard errors (derived from the Hessian Matrix) are used. N (say 100,000) bootstrap
samples of parameters are then produced from the original sample of parameters. They are eventu-
ally fitted to simulate N hazard or survival estimate at that time point. The 95% bootstrap confidence
interval for a point estimate is then obtained by finding the 2.5th percentile and the 97.5th percentile.

3.15 Actuarial Translation of the survival models

With regards to the actuarial application, the survival models after IS and TIA, could not be easily
translated into life expectancy due to the time scale being “time since study entry”.

The original survival models after TIA and IS were useful for medical application and interpretabil-
ity. The models included predictors like birth cohort and age categories at diagnosis of stroke and
TIA.

For the actuarial implementation of the model, using age as continuous was more relevant. Changing
the time scale to age (continuous) at entry resulted in illogical findings and this was accounted for
by the dependency of survival time and age at diagnosis. The model was then changed by setting
the time scale as the time of entry but considering the age at entry as a continuous predictor in
the model. The model provided hence provided important insights into finding benefits or harms
associated with certain medications, lifestyle interventions, and medical conditions.

The models for actuarial translations for the case of IS and TIA are presented in Tables C.7 and
B.9. In TIA model, significant shape parameters were obtained for birth year category, diagnosis of
heart failure and antiplatelets prescriptions and significant scale interactions between cases/controls
status and antiplatelets. In the IS model, birth cohort and prescription of antiplatelet had significant
shape effects. Significant scale interaction of cases/controls status with hypertension was present.
The model building for life expectancy is explained in Chapters 5 and 6. The formula below shows
how to calculate the expected life expectancy. Using relevant parameters (from the aforementioned
models), covariate values, and time points, the survival probabilities and the integral of the survival
probabilities can be calculated which are then used as an expectation as :
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The remaining life expectancy at age z is

e(z) =
∫

∞

z S(t)dt
S(z)

(3.84)

where
∫

∞

z S(t)dt is the survival time from age z till limiting age ω adjusted by number of survivors,
S(z). The functions

∫
∞

z S(t)dt and S(z) can be found using the Weibull double Cox model using
equation (following from Equation 3.81):

S(t|a,b,σ2,βscale ,βshape ) = (1+σ2H(t|a,b,σ2,βscale ,βshape )−1/σ2

where H(t|a,b,σ2,βscale ,βshape ) is the cumulative hazard which requires input parameters such as
: time is the time past from diagnosis t, u is the covariate vector, a and b are slope and shape param-
eters defining the hazard functions (Weibull), βshape shape and βscale scale are the Cox-regression
parameters for shape and scale, respectively, and σ2 is the variance of frailty.

3.16 Missingness

In longitudinal studies, where subjects are followed over some extended period of time, follow-up
makes missing data fairly inevitable. It subsequently presents a major challenge for analysis (Yeatts
& Martin, 2015). For nearly a century, scientists have been deleting missing cases or arbitrarily
filling in missing cases, which may have caused bias (Dziura et al., 2013). Great advances have been
made in terms of analytical techniques to deal with missing data. The following section presents the
different types of missing data mechanisms and gives an overview of handling missing data.

In the current study, we faced missing data problems when patients’ medical measurements such as
BMI, smoking, or alcohol status, were unavailable. This could be attributed to patients missing visits
to the medical practices for numerous reasons or non-response. Andrinopoulou (2014) explains that
missing values in longitudinal studies occur in fundamentally two different ways. The first type is
when patients’ data are missing at random times, meaning that other measurements are observed
following missing values. The second type of missing data occurs when data is not available for a
subject after some time point, and the patient is said to have dropped out of the study or censored
(in our case, when a patient is transferred out of medical practice).
The main concern in longitudinal analysis with missing data arises when there is an association
between the longitudinal profile and the missing process. In order to decide on the appropriate
methods to analyse the incomplete longitudinal data, we need to know the missing data mechanism.
There are three types of mechanisms, namely (R. Little et al., 2002);
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• Missing Completely at Random (MCAR): When the probability that the responses are miss-
ing, is unrelated to any variables. For example, when a patient forgets to attend an appoint-
ment or is transferred out of practice (e.g. subject moved to another GP practice).

• Missing at Random (MAR) data is caused when the probability of missingness depends on
recorded side-effects, on known baseline characteristics or their conditions are not controlled
sufficiently according to protocol criteria (Dziura et al., 2013).

• Missing Not at Random (MNAR): When the probability that the longitudinal responses are
missing depends on observed and unobserved data.

So in the case of MCAR, the incomplete observed data could be considered as a random sample
of the complete data, Andrinopoulou (2014). Therefore, under this assumption, we could proceed
with the analysis by using only the observed data. Conversely, in the case of MAR mechanism, the
missing observations are no longer random, considered as a random sample of the complete data.
Hence, the missing process must be modelled together with the longitudinal process. Data under
the MAR assumption could be ignorable while deriving valid inferences (Andrinopoulou, 2014).
MNAR is more general and represents the most complex missing data scenario. In this case, a
joint distribution of the longitudinal and the missing processes is required in order to obtain valid
inferences. Different types of modelling mechanisms for handling missing data in the longitudinal
setting have been considered in the literature. Some of the examples include selection models,
pattern mixture models and shared-parameter models (R. J. Little & Rubin, 1987; Molenberghs &
Kenward, 2007). Selection and pattern mixture models are applied for discrete times.

There is no discernible difference between observed and unobserved data using MCAR data (Gra-
ham et al., 2009). For instance, if the equipment fails, the BP values or blood glucose readings may
not be recorded. When using MAR data, the observed data completely accounts for the systematic
difference between observed and unobserved data (Graham et al., 2009). As older patients are more
likely to have a record of their blood glucose readings or cholesterol readings, recorded cholesterol
readings or blood glucose readings may, in this case, be higher than missing readings given that the
data include both age and medical readings. There is a systematic difference between observed and
unobserved data in MNAR data, and unobserved data can at least partially account for this disparity
(Graham et al., 2009). Since the data include both medical readings and drug therapy, for instance,
individuals with high cholesterol or blood glucose readings who do not adhere to drug therapy may
be less likely to attend doctor appointments. This could imply that patients who don’t adhere to
medication therapy have higher recorded cholesterol or blood glucose values than those who do. It
is known that there is a systematic discrepancy between observed and unobserved data in primary
care data Marston et al. (2010).

People who are sick will see their general practitioner more frequently, who then are more likely to
collect background information on these patients compared to healthier individuals. Because of the
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correlation between lifestyle and medical disorders, information on lifestyle is primarily recorded
Marston et al. (2010). Recording has significantly improved in primary care since the Quality and
Outcomes Framework (QOF) was introduced in 2004 as a compensation system to enhance the
quality of healthcare provided by general practitioners. Regarding the history of medical conditions,
lifestyle, and sociodemographic factors, patients with and without complete medical records were
compared to one another for this study. It was considered that patients who had not received a
diagnosis or treatment for a medical ailment did not have the condition or did not get treatment for
it. This indicates that the only lifestyle factors with missing information were those related to body
mass index, blood pressure, alcohol usage, and smoking. Chi-square tests were used to determine
whether there was a significant difference in the proportion of missing data in a lifestyle covariate by
the medical conditions, therapies, socio-demographic characteristics, and other lifestyle covariates.
The Chi-square of independence results shows that individuals with and without complete medical
data consistently vary from one another.

Multiple imputation entails a number of model construction steps and associated missing data as-
sumptions, where any poor choices could result in skewed estimations. The most crucial assumption
is that the data are missing (totally) at random (Allison, 2001). Although the type of missing data
cannot be directly verified, knowing why the data might be missing could help in deciding whther
to use or not to use multiple imputation. Multiple imputation has been demonstrated to be a use-
ful technique for producing accurate estimates when there are missing data in primary care data
(Marston et al., 2010). For the purposes of this study, it was therefore considered that the observed
data on medical conditions, treatments, soci-demographic characteristics, and lifestyle factors could
completely account for the cause for missing records and that the missing records were therefore
absent at random. Multiple imputation was utilised to address bias and imprecision brought on by
the presence of missing data because there were missing data that ranged from more than 20% to
less than 50% in the TIA and IS cohorts.

3.16.1 Approaches to missing data

Incorrectly explaining the missing data mechanism during analysis, could lead to flawed conclu-
sions. The following is an overview of analytic approaches that are employed to handle missing
data. Four general strategies are devised to cope with missingness (Carpenter et al., 2002).

1. Use only data from participants completing the study with no missing data (complete-cases
analysis).

2. Impute (either single or multiple) values for missing data and analyse with complete case
models.

3. Develop a model for the data that includes a model for the missing data process.
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Complete-case analysis

According to Yeatts and Martin (2015), complete-case analysis results in a biased estimate of the
treatment effect in the absence of data rising from an MCAR mechanism; there is a loss of precision
in the estimation of the treatment difference (larger standard errors and wider confidence limits, a
loss of power in the test of significance).

Maximum likelihood

Allison (2001) explains that maximum likelihood is an excellent method for handling missing data
in a wide variety of situations. Maximum likelihood have the desirable properties : consistency,
asymptotic efficiency and asymptotic normality. It works with data that are MAR but not that are
MCAR. The likelihood can be maximized using either the expectation-maximization (EM) algo-
rithm or direct maximum likelihood.

Imputation

Imputation has been described as “ the practice of filling in missing data with plausible values” (J. L.
Schafer, 1999). Single imputation approaches assign a single value to the missing result; multiple
imputation (MI) methods repeat the process of imputing a response to account for uncertainty in the
outcome assignment. (Yeatts & Martin, 2015).

Last Observation Carried Forward is a popular type of single imputation that can be effective in
longitudinal trials since it replaces the missing result with the last observed outcome assessment.
The approach assumes that the participant’s responses (e.g., outcome measures) would have been
stable from the point of dropout to trial completion, rather than declining or improving further. The
assumption’s validity could be influenced by the time of the last accessible assessment in relation
to the missing outcome, as well as the response observed at the last available assessment (Yeatts &
Martin, 2015).

Multiple imputation is a Monte Carlo technique in which the missing values are replaced by m > 1
simulated versions, where m is typically small (say, 5 to 10). In R. J. Little and Rubin (1987)’s
method for ‘repeated imputation’ inference, each of the simulated complete datasets is analysed by
standard methods, and the results are later combined to produce estimates and confidence intervals
that incorporate missing-data uncertainty.

MI is generally preferred over single imputation because the inference correctly reflects the uncer-
tainty associated with the procedure. Multiple imputed data sets are generated and analysed, and the
inference from each is statistically combined to estimate the treatment effect and its corresponding
SE and p-value. For instance, outcomes could be imputed via logistic regression, where favourable
outcome is predicted according to baseline characteristics (e.g, stroke severity, age, and sex).
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3.17 Multiple Imputation

Although the maximum probability is a great strategy for dealing with missing data, it does have
some drawbacks. The main drawback is that all of the variables must be assigned to a joint prob-
ability distribution, which is not always straightforward to find. MI is a fantastic alternative with
statistical features that are essentially identical to maximum Likelihood.

Multiple imputation works effectively when the data is MAR rather than MCAR, which is a more
stringent condition. All covariates from the analysis model and covariates linked to missing data
should be included in the imputation model (Van Buuren, 2018). The ideal number of covariates
to include is up to 30 (Van Buuren, 2018). If the imputation model is flawed, the analysis model’s
results may be biased when it incorporates more covariates than the analysis model. The predicted
values of a covariate provided by a regression model that regresses that covariate on the other co-
variates would be a more appropriate replacement for missing observations of that covariate. Since
the factors related to the cause of the missing data are taken into account in the regression model,
imputation by a regression model yields estimates that are unbiased. The imputation, on the other
hand, understates the standard errors, giving the results deceptive precision. The measurement scale
of each covariate with missing data determines the imputation model. Linear regression is used to
impute continuous variables. The imputation model’s goal is to provide a range of reasonable val-
ues, not to impute the values that would have been seen if the data were not missing (Van Buuren,
2018), hence the imputed covariate does not need to be normally distributed. A logistic regression
is used to impute binary factors. A multinomial regression is used to impute covariates with more
than two categories.To produce unbiased estimates, covariates should be imputed on their original
measurement scale and transformed after imputation. Any covariates generated from covariates
with missing records should also be imputed rather than being calculated using the passive imputed
values (Van Buuren, 2018). This is done to guarantee that the imputed values match the analysis
model. Covariates were measured on several scales for both TIA and IS studies, with body mass
index, being continuous measures while smoking status and alcohol consumption were categorical.
Due to the clustering of patient medical records by general practice, the data had a hierarchical
structure. For mixed continuous-categorical data with a hierarchical structure and a generic missing
pattern, JOMO imputation was used to describe such imputation model . This software uses joint
modelling to impute missing data.

JOMO is a R package to extend this to allow for a mix of multilevel (clustered) continuous and
categorical data. Our data is multi-level given the patients have been assumed to be nested in the
GP practice clusters.

The Markov Chain Monte Carlo (MCMC) algorithm, which is based on linear regression, is the
most extensively used approach for multiple imputation. After producing predicted values based on
linear regressions, random draws are done for each regression equation from the (simulated) error
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distribution. The imputed values are created by adding these random ‘errors’ to the projected values
for each individual (Allison, 2001).

FIGURE 3.4: Illustration of the Multiple Imputation process.

The first stage involve producing multiple imputed datasets based on the regression
model. The next stage is running the model on the imputed dataset and finally,

pooling the estimates using the Rubin’s Rules.

Source : Quartagno et al. (2019)

To introduce the general ideas of joint modelling multiple imputations, we consider a data set made
up of N observations on three continuous variables; we further assume that one of these variables, X ,
is fully observed, while the other two, Y1 and Y2, have missing values. The main concept underlying
joint modelling imputation is to create a joint multivariate model for all of the variables in the data
set that will be utilised for imputation. The multivariate normal model is the easiest joint model to
understand:

Y1,i = β0,1 +β1,1Xi + ε1,i

Y2,i = β0,2 +β1,2Xi + ε2,i(
ε1,i

ε2,i

)
∼ N (0,Ω)

After choosing the imputation model, Bayesian methods are used to impute the missing data with
the use of Gibbs sampling which deals with missing data using a data augmentation algorithm
(Quartagno et al., 2019). This entails taking new values from the relevant conditional distribution for
each of the model’s parameters one at a time. The parameters of the model are the fixed effects β and
the covariance matrix Ω, and the missing data. The process stops when the stationary distribution is
reached. The first sample of missing values is mixed with the observed data to make the first imputed
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data set. The sampling is run for an adequate number to ensure guarantee stochastic independence
between consecutive imputations.

Given the Bayesian method, prior distributions are important and the package uses flat priors for
all the parameters, except for covariance matrices. If observations in the data set are nested in J

clusters, the model can be changed to accommodate random intercepts as follows:

Y1,i, j = β0,1 + u1, j +β1,1Xi, j + ε1,i, j

Y2,i, j = β0,2 + u2, j +β1,2Xi, j + ε2,i, j(
ε1,i, j

ε2,i, j

)
∼ N (0,Ω)(

u1, j

u2, j

)
∼ N (0,Ωu)

When running the imputation, the number of burn-in iterations for the MCMC sampler, the number
of iterations between imputations, and the number of imputations need to be provided.

By using latent normal variables, for instance, binary and category data can be incorporated into the
imputation model. If Y1 is binary in this model, a latent continuous variable Y ∗

1 is added to it, so
that Y ∗

1,i > 0 for individuals i for whom Y1,i = 0 and Y ∗
1,i ≤ 0 for individuals for whom Y1,i = 1 (H.

Goldstein et al., 2009). Similar to this, K − 1 latent normal variables that indicate the distinctions
between categories can be used to represent a categorical variable with K categories. As opposed to
models without categorical data, this approach necessitates limitations on the variance-covariance
matrix to provide model identifiability. These three functions, ‘jomo1rancon’, ‘jomo1rancat’, and
‘jomo1ranmix’, respectively, impute clustered continuous, categorical, and mixed data. ‘jomo1rancat’

and ‘jomo1ranmix’ use the latent normal model for the categorical variables. In the imputation
model, each of these functions has a constant, common covariance matrix that spans all of the clus-
ters (level-2 units).

The running of the imputation model can be time-consuming and computationally intensive if a large
dataset is involved, so it is good practice to run the MCMC chain function with a small number of
burns, say 2, and observe the resulting output. Then, the function can be run for more iterations,
and trace plots can be useful in deciding the correct number of burn-in and between-imputation
iterations (Quartagno et al., 2019). It is important to check if MCMC chains converge during impu-
tations. The ‘jomo.MCMCchain function’ allows to check it.The substantive model is fitted to the
imputed data sets and pooled using Rubin’s rules.
In particular, five to ten imputed datasets—which is the standard recommendation for multiple im-
putation (Van Buuren, 2018; Zhou & Reiter, 2010). The inferences drawn from five imputed datasets
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will probably remain the same even if we impute more than five times(Van Buuren, 2018). The de-
fault 10 value was used for this study. Using 10 imputed datasets resulted in a similar selection of
prognostic indicators (See Chapters 5 and 6). Bar and density plots were used to verify the imputed
values. The imputed values should have a similar distribution to the recorded observations if the
missing data were lost at random (Van Buuren, 2018). This supports Rubin (1987)’s claim that 5 to
10 imputed datasets are sufficient to attain high efficiency. Each of the imputed datasets underwent
individual analysis, including covariate selection.

3.17.1 Rubin’s Rules

Rubin (1987)’s Rules are used to combine the results. For parameter estimates (e.g., regression
coefficients), the combined estimate θ̄ is the average of the estimates from the m imputed data
analyses:

θ̄ =
∑

m
j=1 θ j

m

Var(θ̄ )within =
∑

m
j=1 Var (θ j)

m

The between imputation variance Var(θ̄ )between is the sum of the squared deviation of the parameter
estimate of each imputed data analysis from the pooled parameter estimate weighted by m−1 :

Var(θ̄ )between =
∑

m
j=1 (θ j − θ̄ )

2

m−1

The variance of the parameter estimates is then calculated by combining the within and between
variance:

Var(θ̄ ) = Var(θ̄ ) within +

(
1+

1
m

)
Var(θ̄ ) between

For significance testing of the pooled parameter, a univariate Wald test (Van Buuren, 2018) is used
as follows :

WaldPooled =
(θ̄ −θ0)

2

VT

where θ̄ is the pooled mean difference and VT is the total variance and is equal to the SEPooled

(pooled standard error) and θ0 is the parameter value under the null hypothesis (which is 0 ) and
which follows a t-distribution. The p-value can hence be derived. The value for t depends on the
degrees of freedom, according to:

td f ,1−α/2

Where df is the degrees of freedom and α is the reference level of significance. The derivation of
the degrees of freedom for the t-test is complex. Because t2 is equal to F at the same number of
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degrees of freedom, we can also test for significance using an F-distribution, according to:

F1,d f = t2
d f ,1−α/2

3.17.2 How many imputations are required?

Multiple imputation can yield accurate estimates and confidence ranges from a small number of
imputed datasets (m), even as little as two (Van Buuren, 2018). Multiple imputation is effective
when m is low because it increases the variance Var(θ̄ ) between between imputations by a factor of
1/m before computing the overall variance in Var(θ̄ ), that is

Var(θ̄ ) = Var(θ̄ ) within +

(
1+

1
m

)
Var(θ̄ ) between

For moderate amounts of missing data, the conventional suggestion is to use a low number of im-
putations—between 3 and 5. To achieve certain efficiency, it is then advisable to set m high such as
>20. The impact of m on various parts of the outcomes was examined by several authors.
The following justification underpins the recommendation for low m. Since multiple imputation is
a simulation approach, simulation error can affect both the difference between the expected value
of the estimate and the true value (Q̄ ) and its variance estimate T = Var(θ̄ ). Theoretically, all
simulation errors are eliminated when m is set to ∞, achieving T∞. Rubin (1987) demonstrated the
two variances T∞ and Tm are connected by according to

Tm =
(

1+
γ0

m

)
T∞

where γ0 is the amount of missing information. So Van Buuren (2018) explains that setting m to be 5,
would make the confidence interval longer by 3% than the ideal confidence interval, and increasing
m to 10 to 20, the factor would decrease by 1.5% and 0.7%, respectively. According to J. Schafer et
al. (1996), creating and analysing more than a few imputed datasets rarely serves any useful purpose
in some cases and J. L. Schafer and Olsen (1998) maintains that more than a few imputations would
require more resources to build and maintain, which would not be an efficient use of resources.

According to Royston (2004), m must be “at least 20 and maybe more”. He advocates that the length
of the confidence interval also depends on degrees of freedom and thus on m. The impact of m on a
test’s statistical power for detecting a tiny effect size (0.1) was examined by Graham et al. (2009).
In instances where strong statistical power is required, they advise setting m high and proposed to
use m = 20 to 100 for different percentages of missing information.

Bodner (2008) suggested using a linear rule with m = (3, 6, 12, 24, 59, 114, 258) for missing
percentage, γ0 = (0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9) after investigating the fluctuation of the length
of the 95% confidence interval, the p-value, and γ0 under varied m. By using a quadratic rule, Von
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Hippel (2020) demonstrated that a relationship between m and γ0 is more understandable. Using
a two-step process, he proposed that missing information of less than 0.5, to use a lower m and
higher m, otherwise. The first phase of the two-step process uses the rule estimates γ0 and its 95%
confidence interval.

Higher m should always be used, according to theory, but doing so requires more computation and
storage. Setting m high might not be worthwhile if the point estimates—rather than standard errors,
p-values, and other statistics—are what matter most. Under moderate missingness, employing m =

5−10 will be sufficient (Van Buuren, 2018).

3.17.3 Variable selection after Multiple Imputation.

Three stages make up the typical multiple imputation method:

• Imputation of m times the missing data;

• Analysis of the datasets that were "m imputed"

• Combining the parameters from m different analyses.

This scheme is difficult to apply if step-wise model selection is part of the statistical analysis in
phase 2 (Van Buuren, 2018). Step-wise variable selection techniques may produce sets of variables
that vary between the m datasets. When the imputation model has more covariates than the analysis
model, the analysis model’s findings may be biased if the imputation model is wrong (J. L. Schafer
& Graham, 2002). When the analysis model has more variables than the imputation model, the
analysis model’s conclusions are still valid but may understate the impact of the covariates that
were left out of the imputation model if the analysis model is accurate. For the study, the covariate
selection was carried out on each of the imputed datasets. The imputed datasets were analysed
independently. Extra covariate selection did not happen during the process but if was the case, the
Brand (1999)’s method would have been used.
Brand (1999)’s method is a two-step process for choosing covariates following MI. On each imputed
dataset independently, step-wise model selection is first performed. Next, a new supermodel is built,
containing all the variables that appeared in at least half of the first models. The purpose behind this
criterion is to exclude variables that were unintentionally chosen. Backward elimination is then
applied. Another approaches could also be envisaged like using a Bayesian framework (Yang et al.,
2005) and scenario-based framework (Van Buuren, 2018; Wood et al., 2008) like : ‘stack’(Combine
the imputed datasets into a single dataset, give each record a fixed weight, and use the standard
variable selection techniques.), ‘majority’(a process that chooses final variables from the pool that
are present in at least half of the models) and ‘Wald’(The Wald statistic derived from the multiply
imputed data serves as the foundation for step-wise model selection.)
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3.18 Chapter summary

In this chapter, the statistical methods used in the analysis of survival analysis are presented. Non-
parametric models are used for the analysis of data when the distributional assumption is not re-
quired. Parametric models are used for survival data assuming a defined distribution. Additionally,
the Cox’s proportional hazards model presented in this chapter can be extended to accommodate
time-dependent, stratified variables and frailties. The novel double- Cox Weibull model is pre-
sented. The Multiple Imputation method is explained.
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4 Data Selection and Description

This section describes the THIN database, the inclusion-exclusion criteria and the extracted vari-
ables.

4.1 The Health Improvement Network (THIN) database

This thesis makes use of a retrospective cohort study. Electronic primary care medical records were
extracted from The Health Improvement Network (THIN). This section of the chapter provides a
general overview of the methods used. Healthcare databases are an excellent source of data on
the incidence and prevalence of many diseases and can provide much useful information on stroke
morbidity. While most studies have endeavoured to estimate the incidence of stroke using hospital
discharge data, only a few have been able to validate the accuracy of the data. It has been shown
that discharge data can overestimate the incidence of stroke (Ellekjær et al., 1999). The THIN data
has widely been used for epidemiological studies (Denburg et al., 2011).

THIN is a database that contains anonymised electronic patient records from more than 580 general
practices from the UK Blak et al. (2011). The THIN database has data on 12 million patients, of
whom 3.6 million are current and the rest are former (left the practice) or deceased patients, and
represents around 6% of the UK population. It also includes complete prescription records, which
are particularly relevant for pharmaco-epidemiological research, as well as data on hospitalisations
and referrals, making it a valuable source of stroke morbidity data. Since 2002, THIN has been
collecting data from general practices. It all started with a partnership between the makers of Vision
software (InPractice Systems), which is used by some general practices, and the Epidemiology and
Pharmacology Information Core (EPIC), which provides primary care data for medical research.
(Taggar et al., 2012).

Every GP consultation from participating clinics is included in the data. Read codes are a hierar-
chical coding system that makes it simple to record patient events such as diagnosis, symptoms,
procedures, and test findings. Data on pharmacological therapy administered to patients are also
kept track of. To safeguard patient privacy, the combined data is anonymised.

4.2 Structure of the THIN database

The structure of the THIN database is summarised in Figure 4.1. Data is organised by general
practice then patient and linked by practice ID and patient ID. There are practice files, four main files
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(patient, therapy, medical and additional health data (AHD) files) and three linked files (postcode
variable indicators (PVI), staff and consult files), which are described below.

4.2.1 Practice file

The practice file is a separate file for each general practice, which includes the date of computerisa-
tion, acceptable mortality reporting (AMR) date (when the practice mortality rate is similar to the
UK mortality rate), date of last data collection and country. This file is linked to the four main files
below.

4.2.2 Main files

1. Patient file: Demographic information (including sex and year of birth) and registration in-
formation (such as registration date and date patient left the practice).

2. Therapy file: Data on prescriptions (including strength and formulation) which is automati-
cally recorded when a GP or nurse issues a prescription.

3. Medical file: Diagnoses and symptoms, which are recorded at consultations and information,
provided from secondary care discharge notes.

4. AHD file: Other information includes lifestyle factors (such as smoking and alcohol), infor-
mation for preventive healthcare (such as height, weight and cholesterol) and lab test results.

4.2.3 Linked files

1. PVI file: Socioeconomic and environmental data at an area level to maintain anonymity
(linked to the patient file).

2. Staff file: Data on the sex and roles of general practice staff (linked to the therapy, medical
and AHD files).

3. Consult file: Information on consultations including date, time and duration (linked to the
therapy, medical and AHD files).

With the exception of free text, all data in THIN is displayed as coded information. Read codes are
used to code clinical data including diagnoses, procedures, investigations, and signs and symptoms.
The read codes are organised in chapters and categories and are made up of seven characters (e.g.
G64z200: left-sided cerebral infarction). Diagnoses are also coded according to the International
Classification of Diseases-9 (ICD-9) system. AHD codes are used to code additional clinical in-
formation, such as clinical measures whereby some measures can be numeric for example weight,
BMI, etc. The therapy file includes drug codes for specific drug formulations as well as British
National Formulary (BNF) codes depending on BNF chapter.
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FIGURE 4.1: Structure of The Health Improvement Network (THIN) database
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4.3 Data Extraction

The study design was defined as follows:

• Study entry period: 1986-2017

• Study follow-up period: 1986-2017

4.3.1 Selection criteria

• Medical records selected from 1986 onwards.

• Medical records selected after the acceptable mortality reporting (AMR) date of the practice.
The Acceptable Mortality Reporting (AMR) date is determined by QuintilesIMS (provider
and licensor of THIN) internally and is determined by comparing trends in mortality reporting
for each particular THIN practice to the forecasted death rates derived from national statistics
given the practice’s demographics. The AMR date is the year that the practice is assumed to
have started proportionally reporting all-cause mortality based on these statistics. The use of
this variable in data filtering before the selection of cases minimizes the possibility of biases
in disease occurrence and ensures that there are no “immortal" periods present in the data.

• Medical records selected of practices with an active status. A patient is considered to be
“currently active" if they are listed with an active THIN practice and have not passed away or
changed practices before the practice’s latest collection date.

• Data pertains to adults born in or before the year 1960.

Data flags used in THIN database

The patient Flag indicates the integrity of the data for the patients and the Registration Flag provides
an indicator of any data issues related to the patient’s registration to practices. The flags that are used
in the THIN database are presented in Table 4.1 and Table 4.2.
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TABLE 4.1: Patient Flag code used in THIN database

Patient Flag Description

A Acceptable record
C Acceptable: transferred out dead without additional death information found in the data
D Not permanently registered
E Out of sequence Year of Birth (YOB). YOB greater than registration date.
F Out of sequence registration date. i.e. greater than transferdate.
G Regstat 5 and missing or invalid transfer out date
H Missing or invalid registration date
I Year of birth missing, invalid or over 115 years of age
J Not male or female
K Invalid transfer out date
N Family number invalid
P Invalid Regrea
Q Out of sequence deathdate i.e before YOB or greater than last collection
R No registration time i.e registration date = last collection or transfer out
S Acceptable but no medical, therapy or AHD events recorded
M Multiple problems. More than one of the above errors
X Re-allocation of patient ID : 2 different patients with same patient ID

Practice Inclusion Criteria

In an endeavour to obtain an established cohort of participating practices for the purpose of the
analysis, a contributing practice was chosen as follows from greater of the following: One–year
post Vision installation date and acceptable mortality reporting date.
The justification for choosing practice with one year after installation of the Vision practice software
is to ensure that the software was sufficiently implemented. Practices were only included if practices
had an end date later than 09thJanuary 2017; those who stopped contributing to THIN before 09th

January 2017 were excluded. Subsequently, we identified a stable cohort of 392 practices that
had been continuously active in THIN from 1st January 1986 to 09th January 2017 for the stroke
research.

Patients Inclusion Criteria

Patients were included if they had been registered at the practice for 12 months or more and had met
the following criteria:

• Patient flag was either ‘A’ or ‘C’ indicating that the patient record had passed the internal
THIN validation process and was an ‘acceptable record’ or was an ‘acceptable record and
transferred out of data due to the patient being dead’.
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TABLE 4.2: Registration Status Flag used in THIN database

Registration Status (Regstat) Description

01 Applied
02 Permanent
03 Temporary resident <16 days
04 Temporary resident 16 days to 3 months
05 Transferred out
07 Immediately necessary treatment
08 Emergency treatment
09 Child Health Surveillance
10 Contraception
11 Maternity
12 Minor surgery
13 Private
14 Referred
15 Walk in centre
16 GP with special Interest
17 Minor Injury Clinic
18 HMP inmate
19 Visitor (EC111)
99 Death
00 Null record
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• Registration flag was either ‘01’, ‘02’, ‘05’ or ‘99’ indicating that a patient has ‘Applied’, or
‘Permanent’ residence or patient has ‘transferred out’ of the practice or patient has died’.

• Patient start date was earlier than 09th January 2017 and the patient start date was earlier than
the patient end date.

Selection of cases

Stroke patients were selected if they have had the ischaemic or transient ischaemic attack-type of
stroke for the first time in 1986 or later. A search was done for the earliest reference of an occurrence
of stroke according to the defined Read Codes (See Appendix 1). Patients with a Read code indicat-
ing TIA/IS stroke, but missing diagnosis dates were excluded. Patients who had practice status W
(Withdrawn) with diagnosis date before AMR date were excluded.

The Read Codes followed the NICE clinical pathway as per Figure 2.5. Read codes suggesting TIA/
stroke mimics were filtered out. Read codes of TIA used for the study were based on the transience
of the neurological symptoms after mimics had been ruled out at initial assessment (such as blood
sugar test to exclude hypoglycaemic mimics). Read codes for IS were based on the persistence of
neurological symptoms and diagnosis of confirmed infarction through brain imaging results accord-
ing to NICE (2020b). The TIA cohort study considered TIA patients after filtering out mimic cases,
ischaemic and hemorrhagic stroke cases.

Medically qualified colleagues reviewed the Read codes for the inclusion of diagnoses of stroke.

Further Exclusion criteria: Some medical conditions

Medical records of patients with major cancer (melanoma, pancreatic and lung cancer, metastatic
cancer), dementia, chronic kidney disease stage 3+ and other types of stroke (haemorrhagic) before
the corresponding event date for each patient in cases. The rationale for excluding haemorrhagic
stroke was to allow a stable cohort of patients as haemorrhagic stroke tends to be more fatal than
IS/TIA types of stroke.

Selection of controls

Select medical records of patients who have not had any type of stroke ever matched by age, sex
and practice by that date. Matching of 1 : 3 was performed.

4.3.2 Variables of interest

Drugs:
Anti-hypertensive drugs, Anticoagulant drugs, Lipid regulating drugs and anti-diabetic drugs.
Medical conditions:
Asthma, Atrial Fibrillation, Chronic Kidney Disease, Coronary heart disease, Peripheral Arterial
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Disease (PAD), Hypothyroidism, Chronic Obstructive Pulmonary Disease, Diabetes, Hypercholes-
terolemia, Hypertension, and Myocardial Infarction.
Other (Demographical and lifestyle conditions):
Latest Blood-Pressure, HDL Cholesterol, Serum Cholesterol, BMI, gender, date of birth, age at a
point in time when diagnosed stroke, smoking status, and alcohol status.

4.4 Dataset

From 3,515,292 patients, we found 171,326 patients with ischaemic stroke diagnosis and 151,818
patients with a transient ischaemic stroke diagnosis.
From 171,326 patients with ischaemic stroke diagnosis and 151,818 patients with a transient is-
chaemic stroke diagnosis, we selected patients:

• with dates of diagnosis after acceptable mortality reporting

• with dates of diagnosis after at least 12 months of registration date

• if registration dates of patients are after computerization date, then data flag (flag to indicate
data issue) of practice does not matter, however, if the registration dates of patients are before
computerization date, then select patients with null data flag (flag to indicate data issue)

• Only select patients with patflag= ‘A’. A patflag is a flag to indicate the integrity of the data
for that patient and patflag= ‘A’ means acceptable record.

After matching with controls, the total number of patients in the datasets changed. More details of
the number are found in the flowcharts in Chapter 4 and Chapter 5.

4.5 Strength and Limitations of THIN Database

The THIN database’s main advantage is that it is demographically representative of typical primary
care. Non-interventional since data is obtained on a regular basis (Turner, 2016). Clinical and
prescription data are abundant in the THIN database. As the data is validated using vision software,
the chances of inexplicable figures being submitted are quite slim. As cases and controls may be
collected from the same population source, the THIN data is very apt to be used in epidemiological
study designs.

They have been widely validated to be used for producing population-level estimates (Denburg
et al., 2011; Public Health England, 2018). Data collected in THIN includes both primary and
secondary care data, meaning out-of-hospital health events are more likely to be captured (Public
Health England, 2018). THIN contains data from 6% of the population of England; this is a large
database, and it has been shown to be representative of the general population (Blak et al., 2011;
Denburg et al., 2011; Hippisley-Cox et al., 2007).
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Data are continuously updated, allowing for robust time-series analysis of events in both the co-
hort and individual patients. The data can be used for longitudinal research allowing for long-term
follow-up of patients (Public Health England, 2018). THIN has been used extensively in other
epidemiological studies, for example in illustrating the prescribing of statins for the primary pre-
vention of CVD, frequency of antibiotic prescribing as well as underuse of prevention drugs in the
prevention of strokes and TIA (Turner, 2016).

However, when evaluating the data, there are a few caveats to keep in mind. The strategy implies
that the epidemiology of stroke in the small variety of practices that participate in THIN accurately
represents both behavioural and fixed risk factors for stroke in England’s general population. Only
the first-ever incidence of stroke can be reliably quantified because it is impossible to know whether
future coding of stroke data in the GP record is related to the continued care of the first stroke or are
new incident instances. Extrapolated estimates from THIN assume that case ascertainment is good
and GP practices will receive all health information for patients from all relevant medical sources.
Because it is impossible to examine missing data from THIN, any missing data is believed to be
absent at random. The THIN database has an under-representation of practices from disadvantaged
communities (Public Health England, 2018).

4.6 Data description
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TABLE 4.3: Description of variables used in the study

Variable Category Coding

Demography Sex Male/Female
Year of Birth Category 1900 to 1920,1921 to 1930

1931 to 1940,1941 to 1950,
1951 to 1960

Socio-Economic status
measured by MOSAIC(2009) 15 groups

Lifestyle Smoking Status Current/Ex/Non
Alcohol Status Current/Ex/Non
Body Mass Index ( weight in kg)/(height in m)2 Normal/Underweight/Overweight/Obese

District Index of Multiple Deprivation IMD Deciles Deciles ( 1 to 10 )
Townsend score Quintiles ( 0 to 5)

Treatments Angiotensin-Converting-Enzyme (ACE) Inhibitor Yes/No (Date of first prescription at stroke date)
Alpha I Receptor Blockers Yes/No (Date of first prescription at stroke date)
Angotensin Receptor Blockers (ARBs) Yes/No (Date of first prescription at stroke date)
Calcium- Channel-Blockers (CCBs) Yes/No (Date of first prescription at stroke date)
Centrally Acting Anti-hypertensive Yes/No (Date of first prescription at stroke date)
Direct Vasodilators Yes/No (Date of first prescription at stroke date)
Drugs Affecting the renin angiotensin Yes/No (Date of first prescription at stroke date)
Loop Diuretics Yes/No (Date of first prescription at stroke date)
Potassium Sparing diuretics Yes/No (Date of first prescription at stroke date)
Thiazide Type diuretics Yes/No (Date of first prescription at stroke date)
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Variable Category Coding

Oral Anticoagulants Yes/No (Date of first prescription at stroke date)
Parenteral Anticogulant Yes/No (Date of first prescription at stroke date)
Statins Yes/No (Date of first prescription at stroke date)
Beta Blockers Yes/No (Date of first prescription at stroke date)

Medical Conditions Stroke diagnosis IS/TIA/Both IS and TIA, Date of first diagnosis
Asthma Yes/No, Date of first diagnosis
Atrial Fibrillation Yes/No, Date of first diagnosis
Coronary Heart Disease Yes/No, Date of first diagnosis
Chronic Obstructive Pulmonary Disease1 Yes/No, Date of first diagnosis
Minor Cancer Yes/No, Date of first diagnosis,
(excluding metastatic cancer)
Chronic Kidney Disease (CKD) last eGFR value with date
(stage of CKD determined subsequently)
Cardio-Vascular Disease(CVD) Yes/No, Date of first diagnosis
Heart Failure Yes/No , Date of first diagnosis
Diabetes (Type I and Type II) Yes/No, Last HbA1c in mmol/L reading with date
PAD Yes/No , Date of first diagnosis
Diabetes Yes/No , Date of first diagnosis
Hypothyroidism Yes/No, Last BP recording before stroke with date
Hypercholesterolaemia Yes/No, Last LDL, HDL and triglycerides readings

1CKD excludes stages 4 and 5
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4.6.1 Description of variables

Demography, Socio-economic and Social deprivation factors

Based on the review of literature on stroke incidence, mortality, and morbidity, the following
lifestyle and socio-economic variables were extracted. The selected demographic variables were:
Sex and Year of birth. The Mosaic (2014) was selected as a measure of socioeconomic status and
the Index of Multiple Deprivation, IMD (2014) and the Townsend (2017) as social deprivation.

One of the risk factors most strongly associated with stroke is gender. Stroke incidence is approx-
imately 25% higher in men than in women (Townsend et al., 2012). The next well-established
non-modifiable risk factor is age. The Year of birth was used to calculate the age of the person at
stroke.

Despite the declining trends in stroke mortality during the last decades, socioeconomic inequalities
in stroke have persisted and have widened during the last few years. There are high rates of mortal-
ity and incidence of stroke in low socioeconomic groups and this evidence has been consistent with
previous findings (Hippisley-Cox et al., 2007).
The Mosaic (2014) is used as a measure of socioeconomic status. Mosaic is a tool that helps busi-
nesses understand the demographic and lifestyle features of their customers so they can target their
products and services to the right people in the right places. The tool is an area-based classification
system that allocates individuals to one of the 15 Mosaic groups or 67 types based on the nature
of the people living within the same postcode area. All individuals living in these households will
be classified to the same Mosaic group based on their ‘average’ features because the classification
is done at the level of the entire UK postcode, which is similar to around 15 households (Mosaic,
2014; Sharma et al., 2010).

Mosaic (2014) UK classification is produced by Experian each year. Mosaic data were provided for
each individual in THIN according to their postcode, categorised into 67 ‘types’, and their aggre-
gated 15 broader ‘groups’ based on the 2009 version.
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TABLE 4.4: Description of 15 Mosaic groups based on the Experian Mosaic (2014)

Group Description

A Alpha Territory
B Professional Awardfs
C Rural Solitude
D Small town Diveristy
E Active Retirement
F Suburban Mindsets
G Careers and kids
H New Homemakers
I Ex- Council Community
J Claimant Cultures
K Upper Floor living
L Elderly needs
M Industrial heritage
N Terraced Melting Pot
O Liberal Opinions

Social Deprivation

The Index of Multiple Deprivation, IMD (2014), and Townsend scores (quantiles) were employed to
assess deprivation. The official measure of relative deprivation in England is the Index of Multiple
Deprivation, or (IMD, 2014). It ranks every neighbourhood in England from 1 (the poorest) to
32,844 (the wealthiest) (least deprived area). It is usual to categorise an area’s relative deprivation by
stating whether it is in the top 10% or 20% of deprived districts in England (IMD, 2014). The Indices
of Deprivation aim to quantify a broad concept of multifaceted deprivation, which is comprised of
numerous separate dimensions, or domains, of deprivation:

• Income

• Employment

• Health and Disability

• Education Skills and Training

• Barriers to Housing and Services

• Crime

• Living Environment

These combine to make an overall measure of deprivation, which is a relative ranking of the 32,844
neighbourhoods (Lower Layer Super Output Areas - LSOAs) in England. LSOAs typically have
between 1000 and 3000 people living in them with an average population of 1500. In most cases,
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these are relatively small areas, thus allowing the identification of pockets of deprivation (IMD,
2014).

Deprivation measures are not the same as income measures; they refer to how individuals live.
Deprivation is the result of a lack of income and other resources, which can be perceived as living in
poverty when taken together. The relative deprivation approach to poverty investigates deprivation
indices, which are then linked to income and resources (Mack, 2020). Townsend (1979) created
a list of sixty indicators of the population’s "style of living" for a study on living standards in the
United Kingdom conducted in 1968/69 to extend this relative deprivation method. Diet, clothing,
fuel and light, home amenities, housing, and health were all included in the indicators.

FIGURE 4.2: Townsend Deprivation Score for England and Wales from Office for
National Statistics, 2011 Census.

Source : Extracted from Jones (2015)

The Townsend deprivation score can be used to show which areas are more or less deprived. The
chart above, for example, demonstrates that the North East and North West have higher levels of
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relative deprivation. The Townsend score in quintiles is calculated using data from THIN. The
results for each variable were converted from precise scores to quintiles: five groups of equal size,
numbered 1 to 5, to represent the amount of deprivation, ethnicity, and pollution in the area. The
output area Townsend deprivation quintile was then matched to UK postcodes. The end result was
a table with a deprivation quintile for each of the UK postcodes. This process was then performed
for all ethnicity and pollution factors.

Lifestyle factors

The lifestyle factors included in the study were the smoking status, the alcohol consumption status
and the Body Mass Index (BMI). The smoking and alcohol status was categorised as Ex (smoker/consumer),
Current (smoker/consumer) and Non (smoker/consumer).
Body Mass Index (BMI) is a simple index of weight-for-height that is commonly used to clas-
sify underweight, normal weight, overweight and obesity in adults. It is calculated by dividing the
weight in kilogrammes by the square of the height in metres (kg/m2). The BMI is categorised by
World health Organisation (2020) into Underweight (BMI< 18.5) , Normal (18.5 ≤ BMI ≤ 24.9) ,
Overweight (25 ≤ BMI ≤ 29.9) and Obese ( BMI > 30).

Treatments

Drug management (both pre-stroke and long-term) used for TIA and IS stroke were selected from
the NICE (2020b) recommended list and included the following classes:

1. Anti-Hypertensive drugs : Angiotensin-Converting Enzyme inhibitor (ACE), the Alpha1 re-
ceptor Blockers, the Angiotensin-Receptor Blockers (ARBs), Calcium Channel Blockers (CCBS),
Centrally Acting Anti-hypertensive, Direct Vasodilators, Drugs affecting the renin-angiotensin,
loop diuretics, potassium-sparing diuretics and Thiazide type diuretics.

2. Anti-coagulants drugs: Oral anticoagulants and parenteral anticoagulants.

3. Lipid-Lowering drugs: Beta-blockers and Statins.

Medical Conditions

The following medical illnesses were included in the study because they either exacerbate mortality
after a stroke, or they may pose a stroke risk or are stroke side effects. They were made up of
the following: Asthma, Atrial Fibrillation, Hypercholesterolemia, Coronary Heart Disease, Chronic
Obstructive Pulmonary Disease (COPD), Cancer (excluding metastatic cancer), Chronic Kidney
Disease (CKD) stage 1 to 3, Cardio-Vascular Disease (CVD), Heart Failure, Diabetes Type I and
Type II, Hypertension. CKD stages 4 and 5 were excluded at baseline.

According to Lloyd-Jones et al. (2010), atrial fibrillation accounts for 35 to 50% of all strokes.
Blood clots can occur during atrial fibrillation and can then travel on to form an embolic stroke.
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A high cholesterol concentration in the blood is known as hypercholesterolaemia. It might be present
from birth due to an inherited genetic abnormality, and it can lead to atherosclerosis and coronary
heart disease (CHD) at a young age (NICE, 2020a). If an adult’s total cholesterol concentration is
greater than 7.5 mmol/L, or if there is a family history of hypercholesterolaemia, hypercholestero-
laemia is suspected.

Hypertension is defined as a clinic blood pressure of 140/90 mm Hg or higher, with a subsequent
ambulatory blood pressure monitoring (ABPM) daytime average or home blood pressure monitoring
(HBPM) average blood pressure of 135/85 mm Hg or higher, according to NICE guidelines (NICE,
2020a).

Medical Tests and their use for diagnoses

The following medical recordings (markers) were included in the study and used for diagnoses:

1. Hypertension: clinic blood pressure is 140/90 mm-Hg or higher.

2. Hypercholesterolaemia: total cholesterol concentration is greater than 7.5 mmol/L or LDL-C
> 190 mg/dL (4.9 mmol/L) in adults..

3. Chronic Kidney Disease (CKD) 2 : The estimated- glomerular filtration rate (eGFR) result
provides staging of CKD from one of the five:

• stage 1 (G1) - a normal eGFR (above 90 ml/min), but other tests have detected signs of
kidney damage

• stage 2 (G2) - a slightly reduced eGFR (60-89 ml/min), with other signs of kidney
damage

• stage 3a (G3a) - an eGFR of 45-59 ml/min

• stage 3b (G3b) - an eGFR of 30-44 ml/min

• stage 4 (G4) - an eGFR of 15-29 ml/min

• stage 5 (G5) - an eGFR below 15 ml/min, meaning the kidneys have lost almost all of
their function.

Alternatively , the albumin:creatinine ratio (ACR) result provides the staging from one to
three :

• A1 - an ACR of less than 3 mg/mmol

• A2 - an ACR of 3-30 mg/mmol

2CKD stages 4 and 5 are excluded from the current study)
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• A3 - an ACR of more than 30 mg/mmol

For both eGFR and ACR, a higher stage indicates more severe kidney disease.

4. Diabetes: HbA1c measurement of 48 mmol/mol or higher

4.6.2 Asthma

According to the Asthma and Foundation (2019), asthma affects approximately 12 percent of the
population (8 million individuals). The Health Improvement Network (THIN) database records for
2004-13 were used in the aforementioned study. Approximately, 5.4 million people (8.2%) receive
therapy for the disease (Asthma & Foundation, 2019). Their findings also revealed that asthma may
be over-diagnosed. According to them, asthma affected 12% of the population in 2012. From the
years 2004 to 2012, ladies were somewhat more likely than males to get asthma. According to
recent statistics, young people (ages 21 to 30) and young adults (ages 16 to 20) are the age groups
most likely to be diagnosed with asthma.

Our crude rate (13.8%) slightly matches the latter. It also concurs with the fact asthma is diagnosed
more in females than males.

4.6.3 Atrial Fibrillation

According to Davis et al. (2012), atrial fibrillation was shown to be slightly more common in men
(2.4 percent) than in women (1.6 percent). Using prospectively selected groups, the research team
came up with the following conclusion: 3960 people aged 45 and above were chosen at random
from the UK population. With increasing age, the risk of atrial fibrillation increased. Furthermore,
utilising the Renfrew-Paisley cohort, National Collaborating Centre for Chronic Conditions et al.
(2006) discovered that of an original cohort of men and women aged 45 – 64 years (N = 15,406),
there were 100 (0.65 percent; 95 percent CI 0.53 to 0.79 percent) reported occurrences of AF. Men
were found to have more incidences (53 out of 7,052) than women (47 of 8,354).

Our results (6.9%) diverge from the two documented percentages because it is assumed that more
stroke patients visit practices after a stroke event and it is a known fact that AF is a clinical risk
factor for stroke thereby our crude rate being higher than published research.

4.6.4 Hypercholesterolemia (Dyslipidemia)

Over half of all persons in England have high cholesterol (>5 mmol/L), according to Heart UK
(2020). The World Health Organisation’s key findings demonstrate that the WHO Region of Europe
has the highest prevalence of elevated total cholesterol (54 % for both sexes). Our results differ
significantly from the recorded population estimates, with a difference of about 7.5%.
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4.6.5 Chronic obstructive pulmonary disease (COPD)

An estimated 1.2 million people in the United Kingdom have COPD, according to the British Lung
Foundation (2020). COPD affects approximately 2% of the population, with 4.5% of those over
the age of 40 suffering from the disease. Between 2008 and 2012, there was a 9% increase in
prevalence. During the period 2004−13, Scotland and the northern areas of England experienced a
higher proportion of persons diagnosed with COPD for the first time than the rest of the UK. Males
suffer more than females. According to the British Lung Foundation (2020), the majority of those
diagnosed with COPD are above the age of 40. Our results reveal that an estimate of 6.7% of the
THIN patients was diagnosed with COPD. This high percentage is accounted for by the fact that
our database consists of more older patients who are more likely to be diagnosed with lung-related
problems due to old age. It can be further justified by the fact that a large proportion of them were
smokers.

4.6.6 Hypertension

In England, 25% of adults are diagnosed with hypertension, according to NICE (2022). Unprece-
dented numbers of people go misdiagnosed; up to 7 million people in the UK are unaware of their
risk, according to (British Heart, 2019). Because Due to the sample being made up of more elderly
patients, and hypertension being predominantly driven by age, our estimate of 45.9% is significantly
higher than national estimates.

4.6.7 Diabetes

According to Diabetes (2018), about 3.7 million people in the United Kingdom have been diagnosed
with diabetes. This equates to roughly 7% of the population. Men have a higher prevalence of dia-
betes than women, with 9.6% versus 7.6% in England, according to Public Health England (2016).
The increased incidence is linked to the higher average age of the population of interest and the fact
that a significant percentage was socially deprived, according to our estimates of 27.8%. Males tend
to be diagnosed more than females.

4.6.8 Heart Failure

Around 2.3 million people in the United Kingdom have coronary heart disease, with 500,000 of
them suffering from heart failure. In 2013, the estimated frequency in men of all ages in the United
Kingdom was 1.22 percent. For the UK (Nichols et al., 2014), the prevalence was 0.76 percent in
women. There was a definite link between getting older and having a higher risk of heart failure.
Our crude estimate from the THIN extracted data was 10.2% and again the high number of elderly
patients in the file can be accountable for this high incidence. Our results also showed that females
were diagnosed more than males, which differs from the recent estimates of heart failure in the UK.
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This could be a result of female patients visiting the practice more regularly than their counterparts
and hence being diagnosed more often with the given medical condition.

4.6.9 Peripheral artery disease (PAD)

A cohort study in THIN of individuals aged 50 to 89 years identified annually between 2000 and
2014 produced the most latest estimates of PAD incidence in the UK to be published. It was also the
largest study of temporal patterns to date. In 2014, the incidence of symptomatic PAD per 10,000
person-years was predicted to be 17.3 (men: 23.1; women: 12.4). The incidence and prevalence of
PAD are decreasing in the United Kingdom, according to the findings (Cea-Soriano et al., 2018).
Our cohort’s estimated percentage was 9.7%. The discrepancy in the crude rate is due to a disparity
in the population’s age distribution.

4.6.10 Hypothyroidism

According to NICE UK (2018), spontaneous hypothyroidism affects 1–2% of the population. It is
up to ten times more common in women than in men (Vanderpump, 2011).
Our findings reveal that female cases outnumber male cases, which is consistent with national fig-
ures. The overall crude incidence rate in our THIN database is 8.2 percent of all individuals (1.5
percent for males; 6.6 percent for females). The values are greater due to the study cohort’s ad-
vanced age.

4.6.11 Chronic Kidney Disease, CKD

According to Public Health England (2019), 2.6 million people aged 16 and over are estimated
to have CKD stage 3 or higher (diagnosed and undiagnosed). This equates to 6.1 percent of the
population in this age group (95 % CI: 5.3-7.0 %). Women have a higher frequency of CKD stage
3-5 than males, with 7.4 percent versus 4.7 percent. With 1.9 percent of persons aged 64 and under
having CKD stage 3-5, 13.5 percent of people aged 65-74 having CKD stage 3-5, and 32.7 percent
of people aged 75 and beyond having CKD stage 3-5, there is a definite link between rising age and
higher CKD prevalence. With increasing age, the disparity in CKD stage 3-5 prevalence between
males and females widens. Our overall crude rate is 9.4%, which is higher than previously published
estimates.

4.6.12 Cardio-Vascular Diseases (CVD)

According to Townsend et al. (2012), male adults aged 16 and above had a prevalence of 11.1 percent
in 2011 while female adults had a prevalence of 9.1 percent. Our crude rate is 16.4%. Male cases
(9.6% of all cases) outnumber female cases (6.7 percent ). The gender distribution is in accordance
with the national statistics.
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4.6.13 Minor Cancer

Annually, more than 360,000 new cancer cases are diagnosed in the United Kingdom (2013-2015).
In 2015, over 183,000 new cancer cases were diagnosed in males in the United Kingdom, whereas
around 177,000 new cancer cases were diagnosed in females (Roth et al., 2020). Over a third (36%)
of all cancer cases in the UK are detected in adults aged 75 and above each year (2013-2015). In
the United Kingdom, the rates of all cancers combined are highest in those aged 85 to 89. (2013-
2015). Breast, prostate, lung, and colon cancer account for more than half of all new cancer cases,
according to UK Cancer Research UK (2020) in 2015. Our crude incidence rate for small cancer is
16.2 %, with male cases outnumbering female cases.

4.7 Exploratory data analysis

The time trends of incidence of some selected medical conditions by gender were studied using the
original dataset. The selected medical diagnoses of atrial fibrillation, hypertension, diabetes Type
II, myocardial infarction, and hypercholesterolaemia experienced a rise from 1980 to 2016 (See the
left panel Figure 4.3 and Figure 4.4). Similarly, the right panels of the figures show the trends in the
proportion of prescriptions for treatments of these cardiovascular diseases such as anticoagulants,
anti-hypertensives, anti-diabetic, antiplatelets, and statins by calendar year. No significant gender
differences were detected. While the selected prescriptions were on rising over time, the unusual
decline in the prescriptions of antiplatelets is observed post after 2011 in Figure 4.5a.

Figure 4.5b describes the trends in mortality within a year after first ever ischaemic stroke. In IS
patients, the one year all-cause mortality increased between 1996 and 2001 (annual absolute change
+ 1.5%) then decreased from 2001 to 2008 (- 0.3%) and continued to decrease further for the next
decade 2008 to 2015 ( - 0.5%) . A similar trend is observed for the 1 month all-cause mortality with
an absolute change of + 0.5%, - 0.4% and - 0.3% for the time periods 1996− 2001, 2001− 2008
and 2008− 2016, respectively. These results indicate that stroke outcomes have improved over
time. A considerable decline in mortality is observed post calendar year 2008. In 2008, the NICE
guidelines were amended to include mandatory administration of alteplase, surgery if required, acute
care, neuro-imaging, better management of post-stroke complications and secondary prevention and
rehabilitation (NICE, 2019). The observed decline may be due to these changes in the 2008 NICE
guidelines.
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FIGURE 4.3: Incidence of prior risk factors and medication use over time in patients
with first-ever IS by gender.
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FIGURE 4.4: Incidence of prior risk factors and medication use over time in patients
with first-ever IS by gender.
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FIGURE 4.5: (a) Proportion of pre-morbid prescription of selected drugs to IS pa-
tients by calendar year. (b) 1 month, 3 months and one-year all-cause mortality for

first-ever Ischaemic stroke patients 1990-2016.
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4.8 Chapter Summary

The THIN database is presented as the source of data in this chapter. The inclusion-exclusion criteria
and the selection process are explained. The prevalence of co-morbidities described is compared
with published studies.
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5 Survival analysis after Transient Ischaemic
attack

This chapter presents the development of the survival model for the analysis of the survival of
transient-ischaemic attack patients. Firstly, a description of the model development is provided.
Secondly, the fitted full-case model is described and assessed. Thirdly, multiple-imputation pro-
cedures are explained and a comparison of the models of the full-case and multiple imputed data
is provided. The findings of the final survival model are then presented using Forest plots, hazard
curves and hazard ratio plots. The important findings are then discussed.

5.1 Study Design

5.1.1 Selection criteria

The validity and structure of the THIN database has been described earlier in chapter 3. A retro-
spective case-control design was used to investigate how the diagnosis of TIA affects the survival of
patients. 129,668 records of patients were extracted in total which consisted of 33,909 patients with
first-ever TIA diagnosis between the years 1986 to 2017 matched to 95,759 controls in Figure 5.1.

TABLE 5.1: The distribution of variables with missing values in the TIA dataset

Variables Levels Number (%)1

Smoking status Non-smoker 32140(41%)
Ex-Smoker 19316(24%)

Current Smoker 8403(11%)
Missing 19408(24%)

BMI category Underweight 1362(2%)
Normal 17678(22%)

Overweight 19680(25%)
Obese 10760(14%)

Missing 29787(38%)

Alcohol consumption Abstainer 8968(11%)
Ex-consumer 1616(2%)

Current consumer 31144(39%)
Missing 37539(47%)

1The proportions are determined out of a total of 79,267 records.
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One of the entry requirements was a valid IMD deprivation value, i.e, only residents of England.
Table 5.1 displays the proportions of missing data for BMI category, smoking status and alcohol
consumption. BMI includes 37% of missing data, smoking status 24% and alcohol consumption
status 46%. The flowchart (Figure 5.1) illustrates the data selection process to attain the full case
dataset without missing values which included full records of 9,377 TIA survivors and 27,535 con-
trols. To ensure a balanced dataset, the 9,377 TIA patients were matched again to their controls.
Only 15,420 out of 27,535 controls were retained (not all 27,535 controls with full records could be
matched with 9377 TIA survivors’ full records). All 9377 TIA survivors were matched to at least
one control. The final full cases dataset hence consisted of 9377 TIA patients and 15,420 matched
controls.

FIGURE 5.1: Data extraction in the TIA dataset

Statistical analysis was then performed in two stages. First, the full-case analysis was performed
to get a parsimonious model. The model was then used to inform the imputation regression model
where the same predictors were used. In the second stage, new analyses were performed on the 10
imputed datasets and the estimates were then pooled using Rubin’s rules.
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5.2 Description of the full-case dataset

TABLE 5.2: Baseline characteristics of TIA dataset

Variable
Type of patients

Cases (n = 9,377) Controls (n = 15,420)

Demographical variables
Age (mean (std dev.) in years) 69.4(10.0) 67.8(9.4)

39-60 1846(19.7%) 3453(22.4%)
61-70 3013(32.1%) 5572(36.1%)
71-76 2049(21.9%) 3448(22.4%)
77+ 2469(26.3%) 2947(19.1%)

Male 4723 (50.4%) 7931 (51.4%)
Year of TIA diagnosis

1986-1992 554(5.9%) 1027(6.6%)
1993-1999 2328(24.8%) 3896(25.3%)
2000-2006 4080(43.5%) 6794(44.0%)
2007-2016 2415(25.8%) 3703(24.0%)

IMD Quintile
1 1333(14.2%) 2061(13.4%)
2 1747(18.6%) 2807(18.2%)
3 1935(20.6%) 3205(20.8%)
4 2179(23.2%) 3712(24.1%)
5 2183(23.2%) 3635(23.6%)

Pre-morbid conditions
Asthma 981(10.5%) 1447(9.6%)
Atrial Fibrillation 754(8.0%) 597(3.9%)
Diabetes II 1323(14.1%) 1534(9.9%)
CHD 2248(24.0%) 2249(14.5%)
CKD stages 1-2 406(4.3%) 591(3.8%)
COPD 462(4.5%) 551(3.5%)
Heart Failure 468(5.0%) 422(2.7%)
Hypertension 4317(46.0%) 5396(35.0%)
Hypercholesterolaemia 767(8.2%) 981(6.4%)
Hypothyroidism 700(7.5%) 808(5.2%)
Myocardial Infarction 850(9.1%) 903(5.9%)
PVD 2194(23.4%) 2758(17.8%)

Lifestyle factors
BMI category
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Table 5.2 Continued from previous page

Variable
Type of patients

Cases (n = 9,377) Controls (n = 15,420)

Normal 3179(33.9%) 5279(34.2%)
Underweight 196(2.1%) 285(2.3%)
Overweight 3825(40.8%) 6430(42.1%)
Obese 2177(23.2%) 3426(22.3%)

Smoking status
Non smoker 4661(549.7%) 8359(54.2%)
Ex-smoker 3297(35.1%) 4954(32.1%)
Current smoker 1419(15.1%) 2107(13.7%)

Alcohol status
Abstainer 2112(22.5%) 3032(19.7%)
Ex-Consumer 435(4.6%) 496(3.2%)
Current consumer 6830(72.8%) 11892(77.1%)

Premorbid prescriptions
Anticoagulant agents 685(7.3%) 647(4.2%)
Antiplatelet agents 4877(52.0%) 3314(21.5%)
Lipid lowering agents 2995(31.9%) 3265(21.17%)
Antidiabetic agents 608(6.5%) 1019(6.6%)
Antihypertensive agents

ACE inhibitors 1815(19.3%) 2061(13.4%)
Alpha1 receptor blockers 370(3.9%) 401(2.6%)
ARBS 616(6.6%) 749(4.9%)
Beta blockers 1974(21.0%) 2231(14.4%)
CCBs 1738(18.5%) 2005(13.0%)
Centrally acting antihypertensive drugs 54(0.58%) 39(0.25%)
Direct Vasodilators 10(0.11%) 13(0.08%)
Drugs affecting the renin angiotensin system 4(0.04%) 6(0.04%)
Loop diuretics 700(7.5%) 666(4.3%)
Potassium sparing diuretics 385(4.1%) 367(2.4%)
Thiazide type diuretics 1311(14.0%) 1730(11.2%)

The general characteristics of the study population at baseline are presented in Table 5.2. The stroke
survivors were generally somewhat older than their matched controls with a mean age of 69.4 years
compared to 67.8 years. The distribution of gender and social deprivation were roughly the same
across cases and controls. Based on the medical conditions prior to TIA events, hypertension was
the leading ailment (46% in cases and 35% in controls), followed by peripheral-arterial disease
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occurring in 23% of cases and 18% of controls. Coronary heart disease and Diabetes type II were
the next two most common co-morbidities. In terms of lifestyle factors, the majority of both cases
and controls were overweight, non-smokers, and current alcohol consumers. In terms of medical
therapies, cases were generally more medicated than controls.
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FIGURE 5.2: Kaplan-Meier plot after first-ever TIA event.
Black line indicates the cases; dark cyan,controls.
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The median survival for TIA patients was 18 years whereas that of the controls was 26 years (Figure
5.2). Patients surviving a TIA have a shortened life expectancy compared to the matched controls.
After a decade, nearly 18 % of TIA survivors passed away (1685 out of 9377) compared to 10%
controls. After another decade, 29 % of cases died compared to 20 % controls. There is a significant
survival difference between cases and controls (the p-value for the difference (log-rank) test, was
p < 0.001). The survival disparity is also apparent in different age groups at TIA events (Figure
5.3).
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FIGURE 5.3: Unadjusted Kaplan-Meier plot by age groups at TIA event and case-
control status.

Solid lines indicate the controls; dashed lines for cases.
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5.2.1 Univariate analysis

TABLE 5.3: Univariate analysis of predictors for the TIA cohort.

Study variable Levels Coefficient (Beta) Exp(Beta) SE Z statistics P Value

Birth cohort 1900-1960
1921-1930 -0.68 0.51 0.03 -21.58 0.00
1931-1940 -1.5 0.22 0.04 -40.78 0.00
1941-1960 -2.51 0.08 0.06 -40.61 0.00

Gender Female
male -0.23 0.8 0.03 -8.88 0.00

IMD category 1
2 -0.13 0.87 0.04 -3.14 0.00
3 -0.13 0.88 0.04 -3.07 0.00
4 -0.27 0.76 0.04 -6.64 0.00
5 -0.36 0.7 0.04 -8.36 0.00

Age category 39-60
61-70 1.1 3 0.05 21.01 0.00
71-76 1.8 6.06 0.05 34.04 0.00
77+ 2.63 13.85 0.05 50.01 0.00

Groups Controls
Cases 0.61 1.83 0.03 23.7 0.00

BMI category Normal
Obese+Overweight -0.32 0.72 0.03 -12.57 0.00

Asthma Present 0.32 1.38 0.04 7.8 0.00
COPD Present 1.16 3.19 0.05 22.26 0.00
CKD Present 0.87 2.4 0.08 10.38 0.00
Myocardial Infarction Present 0.82 2.26 0.04 20.3 0.00
PAD Present 0.5 1.65 0.03 16.34 0.00
Smoking Non-smoker

Current Smoker 0.33 1.39 0.04 9.31 0.00
Ex-smoker 0.37 1.44 0.03 12.91 0.00

Alcohol Abstainer
Consumer -0.25 0.78 0.03 -8.65 0.00

Atrial Fibrillation 1.04 2.84 0.05 22.68 0.00
Hypertension Yes 0.73 2.08 0.03 27.42 0.00
Antiplatelet None

Aspirin only 0.66 1.93 0.03 23.66 0.00
DUAL Therapy 0.81 2.24 0.06 13.28 0.00
Other APL agents 0.69 1.98 0.07 9.89 0.00

Diabetes No
Yes and Treated 0.8 2.23 0.04 19.66 0.00
Yes and Untreated 0.62 1.86 0.07 8.39 0.00

Ancoagulant agent Yes 0.96 2.6 0.05 20.01 0.00

Table 5.3 shows the model-based estimates univariate analysis of the important predictors. All
the predictors were significant (p < 0.00). The selected prognostic factors were then used for the
multiple Cox regression.
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5.3 Model development and diagnostic tests

One of the assumptions underlying a good model is uninformative censoring, i.e Censoring must
be independent of survival. Informative censoring can lead to biased results in survival analysis,
the true survival probability at any time t can be overestimated. Our data was non-informative.
Formally, non-informative censoring is defined as the “Probability of being censored at time t does
not depend on prognosis for failure at time t ". In the above context, non-informative censoring
implies that the probability of being censored (transferred out) for any subject in the risk set at time
t does not depend on that subject’s prognosis for failure at time t. Any distinctive pattern with
regards to the patients who were transferred out given their social deprivation, TIA diagnosis and
age was checked. Figure 5.4 shows no distinct transfer pattern for cases < 70 years. It is noteworthy
though that at older ages (> 70 years), more cases were lost to follow-up. This may be due to
moving to nursing homes and/or old-age accommodation. No trends were observed for the major
part of the data and hence uninformative censoring was assumed. The survival model also assumed
no time-tied deaths. Time-tied deaths were handled by Efron’s approximation.

FIGURE 5.4: Percentage of cases and controls lost due to follow-up by social depri-
vation, age category at entry and TIA diagnosis.
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A Cox proportional hazards regression model was fitted to estimate the effect of the first-ever TIA
and other factors on the hazard of all-cause mortality. The variables used to build the model are
presented in Table B.3. The initial model included all the main effects and two-way interactions of
all variables. A Gamma frailty (random effect of general practice) was also included. Starting with a
full model, the model was gradually reduced using a backward-elimination process. The covariates
and factors were removed based on the removal significance level of 0.05 for main effects and 0.01
for interactions in the ANOVA.

Our penultimate model consisted of the following covariates: random frailty effect of GP prac-
tice, birth cohort, age category, sex, case/controls status, IMD Quintile, BMI category, antiplatelet
drugs, asthma, CKD, COPD, heart failure, myocardial infarction, PVD, smoking status, alcohol
consumption, hypertension, diabetes, atrial fibrillation as main effects and significant interaction
terms between age category, antiplatelet drugs and hypertension with cases/controls status. How-
ever, the proportionality assumption was not satisfied for several covariates; the hazard ratios were
not constant over time, which is an underlying premise for use of the Cox proportional hazards
(CPH) model (See Table B.4).

Grambsch and Therneau (1994)’s cox.zph test was performed to evaluate the adequacy of the pro-
portional hazards assumptions. The global test was highly significant (global p-value = 4.5e-15),
providing evidence of non-proportionality. The scaled Schoenfeld residuals are very useful for in-
vestigating the dependence of an effect on time. Violation to proportional hazards assumption for
birth cohort, age category, case/controls status, and antiplatelet drugs among others were detected.
Figures 5.5 show the plots of Schoenfeld residuals of the violating variables versus time for some
selected factors. Systematic departures from a horizontal line and clear downward or upward trends
were indicative of non-proportional hazards.

Next, Martinussen and Scheike (2007)’s method for extended multiplicative hazards models was
used, the timereg package in R. The following variables were found to have time-varying effects
based on the Kolmogorov-Smirnov and the Cramer von Mises tests: birth cohort, age categories,
antiplatelets and heart failure ( See Tables B.7 and B.8). The shape effects were then added for the
covariates which were violating the PH assumptions in the Weibull double-Cox model. The Weibull
Double-Cox model is explained next.
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FIGURE 5.5: Schoenfeld residuals against the transformed time.

for variables of cases,age category(39−60 years), birth cohort(1900−1921) violat-
ing the PH assumption
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5.3.1 Weibull Double-Cox model.

A number of approaches to tackle the non-proportionality issue have been described in Chapter
3. A Weibull double-Cox model was constructed which allowed non-proportionality of hazards by
modelling both shape and scale parameters, adapted from Begun et al. (2019). To allow covariates
to be time-varying, the chosen methodology includes also separate regressions for scale and shape
parameters to circumvent the problem of non-proportionality. First, five types of parametric baseline
survival distributions were fitted- Weibull, exponential, logistic, log-logistic, Gompertz and log-
normal to a subgroups of data ( cases and controls) with baseline parameters. Kindly note that the
results were based on a model estimated with all individuals but only the baseline hazard form given.
Figure 5.6 shows the plots of the cummulative hazards of these parametric distributions compared to
baseline hazards estimated by the Kaplan-Meier method. The Weibull distribution fitted the baseline
hazard reasonably well whereas the rest of the parametric distributions fail to match the convexity of
the Kaplan-Meier hazard function. The goodness of fit of the parametric distributions was evaluated
using the Akaike Information Criterion (AIC). The relative values of AIC are presented in the plots.
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FIGURE 5.6: Graphical comparison of the fit of several distributions:

Exponential, Weibull, Logistic,log-logistic, Log-Normal and Gompertz cummulative
hazards compared to KM cummulative hazards function.

The Weibull model had the lowest AIC (AIC =25,055 for cases and AIC= 31,853 for controls),
indicating a better overall fit than the other models.
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FIGURE 5.8: Plot of the residuals between the parametric and semi-parametric esti-
mates of the baseline hazards pooled across the strata.

The goodness-of-fit was checked by comparing the semi-parametric estimates of the baseline cum-
mulative hazard functions to the baseline cummulative hazards from the Weibull baseline hazards,
separately within some other strata. The results are presented in Figure 5.7 for the Weibull baseline
hazard across age groups, case-control status, and gender. The Weibull distribution describes the
mortality really well up to at least 20 years. The difference (residuals) between the semi-parametric
cummulative baseline and the fitted parametric were plotted in Figure 5.8. Deviations only were
observed after 20 years. Overall, the Weibull distribution fitted the survival data pretty well.

Consequently, a Weibull double-Cox model was fitted to the prior model’s covariates. The covariates
which were violating the PH assumption were allowed to have shape effects. Significant shape and
scale parameters of the significance level of 0.05 were retained.

5.3.2 Overview of Full - Case model: TIA

The final model is presented in Table 5.4. Birth cohorts of earlier decades had raised hazards. The
birth cohort covariates had both shape and scale effects. Patients from 1941-1960 birth cohorts had
significantly better survival outcomes than others. This may be a result of medical advances and
better public health measures which have beneficially affected the life expectancy of patients.
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The IMD category level 1 ( Most deprived) had higher hazards compared to the other groups indi-
cating the association of social deprivation with all-cause mortality. IMD Quintile 2 had HR of 0.88
with 95% CI (0.81 - 0.96) whereas IMD Quintile 5 had HR of 0.76 , 95% CI (0.69 - 0.84). Diabetic
patients who were treated with anti-diabetics had HR of 1.82 with 95% CI (1.67 - 1.98) compared
to those who were diabetes-free. Diabetic patients who were not treated with anti-diabetics had an
HR of 1.32 with 95% CI ( 1.14 -1.53). This may be explained by the fact that Type 2 diabetes can
sometimes initially be managed through lifestyle modification indicating lower severity.

Male patients were worse off than their female counterparts with an HR of 1.31 with 95% CI of
(1.24 - 1.42). All the pre-morbid medical conditions were associated with a raised risk of all-cause
mortality. For example, atrial fibrillation had an HR of 1.28 (1.15 - 1.413) and COPD, 1.71 (1.52 -
1.9). Anticoagulant therapy was associated with higher hazards, HR = 1.40, 95% CI (1.25 - 1.57).
Smoking was associated with high hazards; ex-smokers had HR of 1.31 (1.23 - 1.39) and current
smokers 1.90 (1.77 - 2.05), compared to non-smokers. Interestingly, current consumers of alcohol
had better survival outcomes with HR of 0.9, 95% CI (0.85 - 0.95) compared to abstainers.
TIA diagnosis was associated with a high risk of all-cause mortality. TIA diagnosis had significant
interactions in scale effects with age group and anti-hypertensive treatment and antiplatelet prescrip-
tions. The model also had a significant frailty effect of the general practice with σ2 of 0.077 with
95% CI (0.056 - 0.106).
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TABLE 5.4: Parameter estimates of the Weibull double-Cox model for the full-case
model.

Variables Levels Estimates CI

Sample size 24,797
Number of non-censored 6,188
Weibull Parameters a(Scale) 25.45 23.68−27.36

b(Shape) 3.36 3.00−3.76

Shape parameters
Birth Cohort 1900 to 1920 1

1921 to 1930 0.86 0.82−0.91
1931 to 1940 0.7 0.65−0.75
1941 to 1960 0.53 0.47−0.6

Heart Failure No 1
Yes 0.82 0.78−0.87

BMI category Normal 1
Obese + Overweight 1.07 1.03−1.11

Age Category 39−60 1
61−70 0.83 0.76−0.92
71−76 0.78 0.7−0.87
77+ 0.66 0.59−0.74

Antiplatelet prescriptions None 1
Aspirin only 0.91 0.87−0.95
Dual therapy (Aspirin) 0.89 0.81−0.98
Other Antiplatelets 0.85 0.76−0.94

Scale parameters
Birth Cohort 1900 to 1920 1

1921 to 1930 0.54 0.49−0.6
1931 to 1940 0.29 0.26−0.33
1941 to 1960 0.12 0.1−0.15

Sex Female 1
Male 1.31 1.24−1.42

IMD Quintile 1 (Most Deprived) 1
2 0.88 0.81−0.96
3 0.88 0.8−0.96
4 0.79 0.72−0.87
5 (Least Deprived) 0.76 0.69−0.84

Case/Control diagnosis Controls 1
Cases 2.29 1.89-2.77

Age Category 39-60 1
61−70 1.63 1.4−1.91
71−76 2.34 1.97−2.76
77+ 3.73 3.16−4.4
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Table 5.4 Continued

Variables Levels Estimates CI

BMI Normal + Underweight 1
Obese + Overweight 0.88 0.82−0.95

Asthma 1.26 1.16−1.37
COPD 1.71 1.53−1.91
CKD 1.18 0.99−1.4
Myocardial Infarction 1.33 1.22−1.45
Peripheral Arterial Disease 1.21 1.14−1.29
Atrial Fibrillation 1.28 1.15−1.43
Smoking Non -smoker 1

Current smoker 1.9 1.77−2.05
Ex-smoker 1.31 1.23−1.39

Alcohol Non consumer 1
Consumer 0.9 0.85−0.95

Diabetes No diagnosis/No treatment 1
Yes and Treated 1.82 1.67−1.98
Yes and Untreated 1.32 1.14−1.53

Anticoagulant agents 1.4 1.25−1.57

Hypertension 1.45 1.34−1.57

Antiplatelet prescriptions None 1
Aspirin only 0.966 0.91−1.03
Dual therapy (Aspirin) 1.28 1.07−1.54
Other Antiplatelets 0.919 0.76−1.12

Interactions (Scale effects)
Cases & Aspirin only 0.909 0.8−1.03
Cases & Dual therapy (Aspirin) 0.646 0.41−1.01
Cases & Other Antiplatelets 0.837 0.56−1.25
Cases & Age 61−70 0.84 0.69−1.04
Cases & Age 71−76 0.71 0.57−0.87
Cases & Age 77+ 0.59 0.48−0.73
Cases & hypertension 0.91 0.81−1.02

Random Gamma frailty σ2 0.08 0.06−0.11
Concordance 79.2
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To assess the predictive value of our model, the Harrell’s concordance index between the predicted
and the observed survival was calculated. In the model with frailty, the estimate of the concordance
was equal to 0.79.
We used graphical methods as well to check for the adequacy of the double-Cox Weibull model. The
averages of the survival were calculated at various time points. We used different strata to check the
fit of the expected survival functions with respect to the empirical survival functions. The graphical
results in Figure 5.9 provide evidence of a good fit.The first plot shows that generally cases fit better
than controls. Female cases are somewhat better fit than other groups. The first 3 birth cohorts are
fitted well for the 15 years or so. The youngest cohort are somewhat worth.
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FIGURE 5.9: Comparison of fit of estimated survival to empirical across different
strata.
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5.4 Multiple Imputation

5.4.1 Exploring Pattern of Missingness.

The missing data mechanism was investigated by exploring patterns of missingness and by checking
for associations between missing and observed data. The density of the BMI measurements with
missing values is illustrated in Figure 5.10a. The density of the BMI was slightly right-skewed in
full-case data. The missing data are depicted as blue dots below the kernel plot. This missing pattern
is explored in Figure 5.10b and Table B.5. For example, there were 36,908 complete records. 9763
cases where Alcohol had missing values but BMI measurement and smoking were recorded. There
were 164,422 total instances of missing values. The missing data pattern influenced the amount of
information that could be transferred between variables). Variables may be missing on their own
or together (“association" ) with other variables. A missing data pattern was observed which was
connected (any observed data point can be reached from any other observed data point through a
sequence of horizontal or vertical moves (like the rook in chess). This was suggestive of Missing at
Random, MAR (Buuren & Groothuis-Oudshoorn, 2010).

We then tried to explore the correlation matrix of the missing variables with observed variables (see
Table B.6). We detected a high correlation between missing variables, which again indicated MAR.

(A) Density plot with missing values in BMI measurement.

; the blue dots represents the missing values; the kernel plot
is plotted on full records)

(B) Missingness pattern in the data, the blue box indicates full val-
ues and the pink box indicates missing values in the variables. The
numbers of missing values per category is also explained in Table

B.5

FIGURE 5.10: Missingness pattern in TIA dataset.
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The number of missing values and the pattern of missingness helps to determine the likelihood of it
being random rather than systematic. The missing data was assumed to be MAR and was handled
using multiple imputation.
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5.4.2 Multiple imputation model

A multiple imputation model was built using the predictors from the full-case model. Multiple
imputation with the Joint Modelling method was performed with the R package JOMO (Quartagno
& Carpenter, 2016). The JOMO package is used to provide imputation for the clustered / multi-
level data. The “jomo1ranmix” function helps to impute a clustered dataset with mixed data types
as outcomes. A joint multivariate model for partially observed data is assumed and imputations
are generated through the use of a Gibbs sampler where the covariance matrix is updated with a
Metropolis-Hastings step. Fully observed categorical covariates may be considered as well, but
they have to be included as dummy variables (Quartagno & Carpenter, 2016). The main entries are
:

• A data frame with continuous responses of the joint imputation model: BMI measurement .
After imputation, the BMI measurement was converted into levels.

• A data frame with categorical responses of the joint imputation model: Smoking status and

alcohol consumption.

• A data frame with all other covariates: groups, birth cohort, status, log(time), age, sex,

asthma, atrial fibrillation, diabetes type 2 factor, CKD, COPD, heart failure, myocardial

infarction, PVD, hypertension, antiplatelets, anticoagulants, the interaction of case-controls

with age groups, antiplatelets, and anti-hypertensive drugs. .

• cluster variable : GP practice

Replacement data for the missing values were generated in 10 imputations datasets. The number of
iterations for the burn-in step was set to 2000. 100 iterations were run between each imputed dataset.
Jomo function imputes by running Markov chain Monte Carlo (MCMC) and hence it is crucial to
check convergence. As per Quartagno et al. (2019), convergence for elements was checked using :

• collect_beta: a three-dimensional array containing the fixed effect parameter draws at each of
the n-burn iterations;

• collect_omega: a three-dimensional array containing the level-1 covariance matrix draws at
each of the n-burn iterations;

The convergence of the first element of beta and the convergence of the first element of the level
2 covariance matrix was checked ( Figure 5.11a and Figure 5.11b). In the current case, a burn-
in of 500 - 900 was reasonable; the sampler converged very quickly. The frequency distributions
of prognostic variables in the 10 datasets with imputed missing values were compared with the
frequency distribution in the original dataset using histograms and basic summary statistics.
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(A) convergence of the first element of beta (B) convergence of any element of the level 2 covariance matrix.

The density of the BMI imputed dataset is very similar to the full case density plot of Figure 5.12,
with only a very slight shift to the left. The bar charts of the original and the imputed datasets with
regards to alcohol consumption, smoking and IMD Quintiles were very similar; multiple imputation
preserved the same distribution. The prevalences (%) of categorical factors in the original data
(ignoring missing data) with the imputed dataset in Table 5.5) are provided.

TABLE 5.5: Comparing the distributions in complete case and completed dataset.

Covariates Levels Original dataset Complete-case dataset Imputed dataset
Number (%) Number (%) Number (%)

Smoking status Non-smoker 32140 (40.5%) 32140 (53.7%) 42213(53.3%)
Ex-Smoker 19316 (24.4%) 19316 (32.3%) 25456 (32.1%)
Current smoker 8403 (10.6%) 8403 (14%) 11598 (14.6%)
Missing 19408 (24.5%) - -

BMI category Underweight 1362 (1.7%) 1362 (2.8%) 2242 (2.8%)
Normal 17678 (22.3%) 17678 (35.7%) 28708 (36.2%)
Overweight 19680 (24.8%) 19680 (39.8%) 29966 (37.8%)
Obese 10760 (13.6%) 10760 (21.7%) 18351 (23.2%)
Missing 29787 (37.6%) - -

Alcohol consumption Abstainer 8968 (11.3%) 8968 (21.5%) 17679 (22.3%)
Ex-consumer 1616 (2%) 1616 (3.9%) 3325 (4.2%)
Current consumer 31144 (39.3%) 31144 (74.6%) 58264 (73.5%)
Missing 37539 (47.4%) - -
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(A) BMI density, black : complete-case, green : Imputed dataset

(B) Bar chart for smoking status: the original dataset proportions
of each level compared to the proportions of the other 10 imputed

datasets.

(C) Bar chart for Alcohol status: the original dataset compared to
the proportions of the other 10 imputed datasets.

FIGURE 5.12: Comparison of distribution of imputed variables with distribution of
full case.
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Chapter 5. Survival analysis after Transient Ischaemic attack

The Weibull Double-Cox model with parameters listed in Table 5.4 were fitted to the 10 imputed
datasets and the parameter results were pooled using the Rubin’s Rules. The estimates for the all-
cause mortality hazard ratio in terms of scale and shape parameters from the full-case model were
somewhat but not concerningly smaller than the estimates from the imputed data, except for very few
estimates. Parameters from the two models had overlapping confidence intervals (See Table B.10).
Hence, this suggests that the exclusion of full cases from the survival model may have caused an
underestimation of the associated mortality risks. A significant frailty component with σ2 = 0.08
for both the full-case and the multiple imputed model implied that the mortality varied strongly
between GP practices. In terms of model performance, the full case model had a concordance c-
index of 0.792 and the multiple imputed models had a similar high good measure of discrimination
with a c-index of 0.792 ( SE error 0.002).
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5.5 Final models: Results from data from the imputed model.

TABLE 5.6: Final model : Description, parameter estimates and confidence intervals
for the Weibull Double-Cox model with frailty terms.

Variables Levels Estimates CI

Sample size 79,267
Number of non-censored 24,176
Weibull Parameters a(Scale) 29.19 28.79-29.58

b(Shape) 2.39 2.31-2.48

Shape parameters
Age category 39-60 years 1

61-70 years 0.9 0.82-0.98
71-76 years 0.77 0.7-0.85
77+ years 0.59 0.51-0.67

Birth Cohort 1900 to 1920 1
1921 to 1930 0.84 0.82-0.86
1931 to 1940 0.66 0.62-0.7
1941 to 1960 0.48 0.4-0.56

Antiplatelet prescriptions None 1
Aspirin only 0.96 0.94-0.98
Dual therapy (Aspirin) 0.9 0.84-0.95
Other Antiplatelets 0.89 0.83-0.95

Heart Failure 0.79 0.77-0.81

Scale parameters
Birth Cohort 1900 to 1920 1

1921 to 1930 0.5 0.44-0.56
1931 to 1940 0.23 0.15-0.31
1941 to 1960 0.09 0.03-0.2

Sex Female 1
Male 1.3 1.28-1.33

IMD Quintile 1 (Most Deprived) 1
2 0.91 0.87-0.97
3 0.92 0.88-0.96
4 0.87 0.81-0.93
5 (Least Deprived) 0.81 0.75-0.87

Case/Control status Controls 1
Cases 3.04 2.91-3.18

Age Category 39-60 1
61-70 1.77 1.66-1.89
71-76 2.12 2-2.24
77+ 2.65 2.55-2.76

The results developed are presented in forest plot on Figure 5.13, in Table 5.7 and hazard curves on
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Chapter 5. Survival analysis after Transient Ischaemic attack

Table 5.6 Continued

Variables Levels Estimates CI

BMI Normal + Underweight 1
Obese + Overweight 0.87 0.82-0.92

Asthma 1.16 1.12-1.2
COPD 1.73 1.67-1.79
CKD 1.04 0.96-1.11
Myocardial Infarction 1.2 1.16-1.24
Peripheral Arterial Disease 1.14 1.1-1.18
Atrial Fibrillation 1.27 1.21-1.32
Smoking Non-smoker 1

Current smoker 2.04 1.96-2.11
Ex-smoker 1.24 1.2-1.29

Alcohol Consumption Non-current 1
Current consumer 0.89 0.85-0.93

Diabetes No diagnosis/No treatment 1
Yes and Treated 1.52 1.48-1.56
Yes and Untreated 1.12 1.04-1.2

Anticoagulant agents 1.23 1.17-1.29
Hypertension 1.41 1.18-1.59
Antiplatelet prescriptions None 1

Aspirin only 1.01 0.95-1.07
Dual therapy (Aspirin) 1.11 0.9-1.33
Other Antiplatelets 0.99 0.79-1.18

Interactions (Scale effects)
Cases & Hypertension 0.92 0.86-0.97
Cases & Aspirin only 0.88 0.83-0.94
Cases & Dual therapy (Aspirin) 0.75 0.53-0.96
Cases & Other Antiplatelets 0.86 0.66-1.06
Cases & Age 61-70 0.65 0.51-0.79
Cases & Age 71-76 0.54 0.41-0.68
Cases & Age 77+ 0.5 0.36-0.64

σ2 Frailty 0.08 0.04-0.13
Concordance C-index 0.79

Figures 5.15 & 5.14, and hazard ratio time trend plots on Figures 5.16 & 5.17. The adjusted hazards
had both constant and time-varying (shape) effects. The constant (scale effects only) hazard ratios
during a follow-up of 20 years implied that the patients of a given medical condition or patients on
a certain medical therapy seem to have a constant long-term worsened survival prospects relative to
patients free of the given medical condition or patients from the no-treatment comparison group.

5.5.1 Time-invariant effects

The highest hazard ratio was the current smoker with HR = 2.04 (1.96− 2.11) relative to the non-
smoking group. Ex-smokers, were associated with HR = 0.89 (0.85−0.90). Current consumers of
alcohol had a reduced HR = 0.89 (0.85−0.93) compared to abstainers. Being obese or overweight
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Chapter 5. Survival analysis after Transient Ischaemic attack

conferred lower hazards of death with associated HR = 0.87 (0.82−0.92) compared to the normal-
weight group. This finding suggests the “obesity paradox" whereby obesity being a major risk factor
for cardiovascular disease-related conditions such as myocardial infarction and heart failure, seems
to provide survival benefits compared to non-obese individuals (Uretsky et al., 2007). Male patients
were worse off with HR = 1.3(1.28−1.33).

There were mixed survival prospects associated with pharmacotherapy. The prescriptions of antico-
agulants had an HR = 1.23 with 95% CI of (1.17−1.29) compared to patients with no prescriptions.
This unusual result however could be a result of this factor acting as a proxy for atrial fibrillation.
There were not many cases of under-prescribing of anticoagulants to patients if they had a clinical
diagnosis of atrial fibrillation.

Most of the medical conditions were associated with worse survival prospects. The hazard ratios
ranged from a maximum of HR = 1.73 (1.67−1.79) for patients diagnosed with chronic obstructive
pulmonary disease to peripheral arterial disease with HR = 1.4(1.1−1.18).

The findings also showed that survival prospects differed by relative social deprivation measured
by the Index of Multiple deprivations (IMD) from level 1 (the most deprived) to level 5 (the least
deprived). The hazards of mortality ranged from HR = 0.81 (0.75−0.87) to 0.92 (0.88−0.96) from
level 5 to level 2 compared to level 1 suggesting that patients have a worse long-term prognosis if
they belonged to the most deprived area. This raises the question of a possibility of socio-economic
gradient and perhaps barriers to proper health care services, lack of awareness of good health habits,
food insecurity, higher levels of stress due to financial stress, poor housing, surrounding violence,
and lack of physical activity prevailing in the in low-income neighbourhoods.

GP practices had significant survival differences with a significant gamma frailty effect of 0.08
(0.09−0.13) after adjusting for other factors. This may indicate substantial variation in the quality
of care between GP practices.

154



5.5.2 Time-varying effects

The time-dependent factors were birth cohort, antiplatelets, heart failure, and age category of TIA
diagnosis. The effects of these factors were dependent on the time of exposure. The birth cohort
effect is explored in Figure 5.14 which depicts how the adjusted long-term hazards declined for
patients born in later decades possibly due to the increased knowledge and improved management
of risk factors over decades.
The study found significant two-way interactions of diagnosis of TIA with age at diagnosis of TIA,
the types of prescriptions of antiplatelets and hypertension. The effect of antiplatelets is illustrated
in Figures 5.16 and 5.17 using hazard ratio time trends with an associated 95% confidence interval.
To estimate the 95% bootstrap confidence interval for the time-varying hazards estimates, 10,000
realisations of the estimated parameters were created using the expected value and variance of the
estimators of the final model of the Weibull Double-Cox model ( Model 5.6). Using hazard ratio
curves with 95% confidence interval bands, the effects of the different types of antiplatelets were
explored over 15 years of follow-up. The hazard ratios were calculated as the ratio of hazards of
a given antiplatelet type compared to non-users of antiplatelets. Different panels refer to different
age groups and birth cohorts. From Figure 5.16 (a), adjusted hazard ratio curves are plotted for
TIA patients on aspirin and TIA-free patients on aspirin relative to their respective non-user coun-
terparts. The second sub-Figure 5.16 (b) provides the plot of the dual therapy with aspirin and other
antiplatelets options relative to non-users of antiplatelets. The findings are presented in Tables B.12
and B.13.

The results show that aspirin prescription was protective in the long term for patients diagnosed
with TIA at 39−60 years. Significant benefit can be observed after 7 years with HR = 0.9 (0.82−
0.98) and HR = 0.88(0.8 − 0.96) at 10 and 15 years respectively. Aspirin was associated with
insignificantly reduced survival prospects in the TIA-free controls as that the survival confidence
bands overlapped the threshold of HR = 1.

Modest insignificant survival benefits were also observed for dual therapy(aspirin with other op-
tions) and other antiplatelets options (dipyridamole and clopidogrel) for TIA patients. However,
there was no significant survival reduction due to the uptake of dual therapy and other antiplatelets
for the controls. Similar benefits were also observed for the other age groups.

155



TABLE 5.7: Adjusted estimated hazard ratios of all-cause mortality by age at diag-
nosis and case-control status (from the Weibull Double-Cox model on the imputed

data).

Comparison group Relative to: HR (95% CI)

Cases aged 39−60 years Controls aged 39−60 years 3.04 (2.91−3.18)
Cases aged 61−70 years Controls aged 61−70 years 1.98 (1.55−2.30)
Cases aged 71−76 years Controls aged 71−76 years 1.72 (1.20−2.07)
Cases aged 77+ years Controls aged 77+ years 1.52 (1.15−1.97)

TABLE 5.8: Adjusted estimated hazard ratios of all-cause mortality by hypertension
status and case-control status (from the Weibull Double-Cox model on the imputed

data)

Comparison group Relative to: HR (95% CI)

Hypertensive controls Non-hypertensive controls 1.41 (1.18−1.59)
Non-hypertensive cases Non-hypertensive controls 3.04 (2.91−3.18)
Hypertensive cases Non-hypertensive controls 3.94 (3.66−4.27)

Overall, it appears that aspirin uptake by patients with a diagnosis of TIA compared to the no-
treatment group seems to have a beneficial effect on survival prognosis over the long term. Our
findings highlight the comparative efficacy of aspirin for TIA patients in terms of mortality reduction
and favours the latter for the long-term secondary preventive care as opposed to other options of
antiplatelets.

Prior hypertension was associated with adverse mortality with HR = 1.41 ( 1.18−1.29) for controls
and the risk was 4 fold higher with a diagnosis of TIA with HR = 3.94 (3.66−4.27) (see Table 5.8).
The concomittant effect of hypertension and TIA was quite concerning.

The adjusted hazard ratios were calculated and their associated 95% confidence bands were calcu-
lated using the Bootstraps methods. Cases and controls were compared in each age group. It is
worth noting that the shape effects were not apparent in Table 5.7. This is because while comparing
same age categories and hazard ratios being a ratio of hazards leading to the ratio of same shape
effect to be one; the comparisons were hence only scale effect difference. The relative hazards of
mortality of cases diagnosed with TIA at 39− 60 years were 3 times to their matched controls in
the long term, HR = 3.04 (2.91− 3.18. The mortality risks were 1.5 to 2 times for more elderly
patients compared to their counterparts free of TIA. The diagnosis of TIA did not influence much
the already existing risks associated with other medical conditions due to ageing.
Overall, the study showed that TIA patients experienced a significantly higher rate of mortality
compared to their matched controls hence highlighting the need for managing modifiable lifestyle
and medical risk factors in the long term after the first episode of transient ischaemic attack, the
supposedly “harmless” neurological condition.
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5.6 Morbidity

TIA patients experienced a higher risk of cardiovascular morbidity in the short term and in the
long term (Table 5.9). 17.5% of TIA patients experienced at least one recurrent TIA event in the
first year following the initial event. 3.2% of the cases had a recurrent TIA in the next 2 years.
More concerning, 3.6% patients and 2.6% TIA patients had a stroke or a myocardial infarction
respectively, in the first year after the index event compared to controls (0.3% and 1.3%). The
results indicated significant difference in proportion of vascular events between cases and control
with exception at 5 years and more.

TABLE 5.9: Vascular events at follow-up of the TIA cohort.

Morbidity

at follow-up
Follow-Up time

Cases

(n = 20,633)

Controls

(n = 58,634)
χ2 test(p-value)

Recurrent TIA event 0-1 year 3608(17.5%) 127(0.2%) <0.001
1-3 years 657(3.2%) 199(0.3%) <0.001
3-5 years 301(1.5%) 148(0.3%) <0.001
5 years + 490(2.4%) 249(0.4%) <0.001

Stroke 0-1 year 746(3.6%) 174(0.3%) <0.001
1-3 years 232(1.1%) 275(0.5%) <0.001
3-5 years 119(0.6%) 192(0.3%) <0.001
5 years + 185(0.9%) 530(0.9%) 0.9582

Myocardial Infarction 0-1 year 531(2.6%) 740(1.3%) <0.001
1-3 years 571(2.8%) 1123(1.9%) <0.001
3-5 years 460(2.2%) 895(1.5%) <0.001
5 years + 910(4.4%) 2433(4.1%) 0.1132

5.7 Life Expectancy model for TIA

The life expectancy model is presented in Table B.11. The model was built using a Weibull Double-
Cox model as it had time-varying effects on some variables.

The dataset used for the survival study after transient ischaemic attack was also used in this analysis
for actuarial translation and the findings are presented in Table B.11. The reason of separate mod-
elling was addressed in Section(3.15). This time, however, age was used on a continuous scale than
age in categories.
A full case model was first considered and missing records were imputed using the Multiple Imputa-
tion method. An initial simple non-parametric Cox’s proportional hazard model with all main effects
and two-way interactions of all variables was used. The primary outcome was all-cause mortality.
Selected variables were based on the literature review and NICE guidelines for the treatment and
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management of transient ischaemic attacks (NICE, 2020). Diagnoses of medical conditions were
defined by the standard list of clinical codes and drug prescriptions corresponding to the British Na-
tional Formulary for lipid-lowering, anticoagulant, antiplatelet, antidiabetic, and antihypertensive
drugs. Further details about levels and coding of covariates are provided in Table 1 (B.3 Appendix).
The covariates consisted of gender, year of birth, case-control status, age at diagnosis, prior co-
morbidities such as asthma, chronic kidney disease (CKD), chronic obstructive pulmonary disorder
(COPD), heart failure, hypothyroidism, myocardial infarction, peripheral vascular disease (PVD),
hypertension, hypercholesterolemia, atrial fibrillation, diabetes type II, prescriptions of anticoagu-
lants, antihypertensive, antiplatelet and antidiabetic drugs at baseline. Possible dependencies of the
survival outcomes within a general practice were modelled by inclusion of a random frailty term.
Backward elimination with p < 0.05 for fixed effects and p < 0.01 for interaction effects was used
to obtain a parsimonious model. After a backward elimination process, the parsimonious model
exhibited non-proportionality properties indicating time dependence of some covariates. Before fit-
ting the double-Cox Weibull model, we first compared the semi-parametric estimates of the baseline
hazards with different parametric models and the Weibull distribution was chosen. Since the same
full-case cohort was used, so the percentage of missing values and the bivariate association of pre-
dictors with time were the same as in the full-case survival model in 5.4. The dataset had missing
records on smoking status and BMI category which were imputed later using Multiple Imputation
method. The final model is presented in Table B.11 with the estimates of the scale, shape effects, and
their associated 95% CI. The full-case model and the model pooled by Rubin’s rules after Multiple
Imputation are quite comparable.

The birth cohort, gender, IMD quintile, BMI category, antiplatelets, COPD, heart failure, myocar-
dial infarction, PAD, smoking status, alcohol consumption, anticoagulants, diabetes, case-control
diagnosis, hypertension, heart failure, CKD, asthma, atrial fibrillation age as continuous and the in-
teraction of case-control diagnosis with antiplatelet were retained by the model. Both models have
similar parameter estimates and fit the data well, with the concordance of 63.1% and 66.3%, respec-
tively. The frailty variance was highly significant but rather low at 0.07 and 0.08 in the imputed and
the complete case models, respectively

The age of the patients, risk factors, the model parameters from Table B.11, time of follow-up after
study entry and other covariate values are then used to find the relevant survival probabilities and
the integral. They are calculated using Equation 3.84 to get estimates for life expectancies.

For illustration, the life expectancies of some key ages and follow-up times were explored for partic-
ular risk profiles. Table 5.10 shows the estimated life expectancy of the male patients aged 50, 60,70
and 80 years, respectively. Some comorbidities such as hypertension and diabetes are quite prevalent
in the geriatric population. From the life expectancy model, the scale effects were 1.33,1.78, 2.00,
and 1.64 for hypertension, diabetes Type II (treated), smoking, and diagnosis of TIA, respectively.
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Our findings show that a male patient may lose an estimated 3.6, 2.48, 1.6, and 0.72 years if TIA
occurs at ages 50, 60, 70 and 80, respectively.

Similar to the survival model after TIA, the model fit is tested through plots of the estimated and
the empirical graphs. Figure 5.18 hence shows that cases and controls fit the data pretty well but a
slightly better fit is observed for the controls. Both male and female groups fit the data well.
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FIGURE 5.13: Forest plot of the adjusted hazard ratios for the factors having scale
effect only.

Factors with no interactions with case control status.
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TABLE 5.10: Calculation of life expectancies of individuals in the TIA dataset at different ages.

Medical Condition
50 60 70 80

Scenario 1 15.60 (12.90 - 18.30) 10.15 (8.30 - 12.00) 6.40 (5.27 - 7.53) 4.75 (3.59 - 5.91)
Scenario 2: Scenario 1 + TIA diagnosis 12.0 (10.70 - 13.30) 7.67 (6.49 - 8.86 ) 4.80 (4.17 - 5.43) 3.32 (2.86 - 3.78)

Note. Scenario 1 implies that the individual has a diagnosis of hypertension and diabetes Type II and is a smoker.
Scenario 2 follows the Scenario 1 with the individual further experiencing TIA.
These results are estimates pertaining to 5 years after diagnosis.
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5.8 Discussion

The study on survival after TIA is a large sample retrospective case-control study of patients ad-
justed for a wide variety of comorbidities and treatments and with a long follow-up. Our findings
demonstrate a considerable excess risk of death in patients after the first event of TIA compared to
patients free of TIA matched by age, sex and GP practices.

We found the hazard ratio of TIA diagnosis ranging from 1.52 to 3.04 compared to matched con-
trols depending on the age groups at diagnosis. The findings are in accordance with (Edwards et al.,
2017a; Gattellari et al., 2012; Gresham et al., 1998; Hankey, 2003; Hardie et al., 2003; Jacob et al.,
2020) amongst others, reporting a higher risk of mortality of TIA patients as opposed to controls
ranging from 2 to 4 fold more risk of death. Our adjusted hazards of mortality were slightly lower
than previously estimated. This difference can be explained by short follow-up, the lack of adjust-
ment of confounders by previous studies, and different data sources such as hospital data, registers,
and community care data. The variation of risk of mortality was unlikely to be gender-related or
birth cohorts related. There was no evidence of interactions of case-control status by age or sex in
the current study, indicating the absence of gender-related mortality effects after a TIA event. Be-
sides, the absence of interaction of the birth cohort with TIA indicated no improvements in health
care management related to TIA. Nonetheless, our findings reinforce the conclusion that survival
after a TIA event is an indicator of major long-term risk which warrants attention towards miti-
gating the risk. Patients diagnosed with TIA constitute a high-risk population for recurrent stroke,
cardiovascular events, and hospitalisation with at least half of the patients being re-admitted to hos-
pitals within the first year (Lichtman et al., 2009). The economic, social and financial burden and
the unexpected deaths resulting from recurrent strokes or vascular events related to TIA aftermath
could be prevented if TIA-associated risk of mortality is recognised by different individuals, carers,
parents, doctors and policymakers.

Most of the studies on TIA have reported risk in the short-term period where the risk of adverse
outcomes such as stroke, myocardial infarction, or death following a TIA is high. These studies had
a limited follow-up ranging from 3 months to 3 years Anderson et al. (2004), Clark et al. (2003),
and Gresham et al. (1998). Furthermore, their recruitment period ended many years ago when
the clinical management of TIA and stroke, secondary management, and rehabilitation were not
properly endorsed. Additionally, some of these studies had limited small sizes (Anderson et al.,
2004; Carter et al., 2007; Clark et al., 2003; Gresham et al., 1998) while some studies reported on
absolute mortality risk (Daffertshofer et al., 2004), or put more emphasis on morbidity (primary
outcome being the occurrence of secondary vascular events following a TIA (Coull et al., 2004;
Edwards et al., 2017a; Jacob et al., 2020) and hence not focusing on the mortality attributed to TIA.

Our analysis further examined the second-order interactions of TIA diagnosis. Significant inter-
actions were detected with age at TIA events, hence providing new insights of how the long-term
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hazards of mortality may vary by age groups in clinical care. The risk of mortality of patients diag-
nosed with TIA at 39−60 years was 3 times higher compared to patients of the same age group but
free of TIA. There is a dearth of evidence pertaining to the long-term mortality risk in different age
groups. Gattellari et al. (2012) found increasing age of cases associated with an increased risk of
death compared to controls (p < 0.001) in a study based on 22,257 adults hospitalised with a diag-
nosis of TIA in Australia. The team reported HR = 1.82 (1.14−2.89), HR = 4.74 (3.07−7.30) and
HR = 7.77 (5.08−11.89) for patients aged 50−64 years, 64−74 years and 75−84 years relative
to the younger groups ( < 50 years). However, they only adjusted for age, sex, year of discharge,
and follow-up interval while our study adjusted for more variables.

In the current study, the relative risk of cases and controls declined for elderly patients. On a
cautionary note, this does not translate to the risk of mortality decreasing for older patients but
only implies that the effect of TIA diagnosis is not as pronounced as in younger patients. These
findings suggest that older patients already have unfavourable medical conditions related to ageing
and hence the impact of TIA increases the risk of mortality by only 1.5 times whereas the younger
patients diagnosed with TIA, have a higher hazard ratio of almost 4 compared to their matched
controls. It agrees with the findings of Rutten-Jacobs et al. (2013) indicating that stroke at a young
age continues to contribute increased risk of death throughout patients’ lives, even two decades after
the index event and perhaps, the younger patients have the most to gain from intensive cardiovascular
risk management even if they are stable after a TIA (Johnston et al., 2000).
The study also found second-order interaction of TIA with a clinical diagnosis of hypertension.
The elevated mortality risk was 1.41 due to hypertension in controls but exacerbated in cases with
HR = 3.94 (3.66− 4.27). Blood pressure is not only a risk factor for TIA and ischemic stroke
(Khare, 2016) but our findings further show that the diagnosis of hypertension combined with a TIA
diagnosis raises the risk of mortality considerably and are in line with Jacob et al. (2020)’s findings
of HR = 1.95.

The study found prescription of aspirin to be protective of survival for cases but having negative
though not significant survival effects on controls. Aspirin had long-term survival benefits in the
younger age group of patients with HR = 0.93 (0.84−1.01), HR = 0.9 (0.82−0.98) and HR = 0.8
(0.8−0.96) at 5, 10 and 15 years respectively. The benefits of the therapy were also observed for the
other age groups. Other antiplatelets such as dipyridamole and clopidogrel had insignificant survival
benefits in some cases. Dual therapy with aspirin also had uncertain effects in some cases. None
of the antiplatelets showed any associated survival benefits in controls. Current practice recom-
mends the administration of aspirin as first-line treatment for TIA at presentation but recommends
modified-release dipyridamole with aspirin (dual therapy) for secondary management NICE (2021).
The guidelines are based on the evidence from two randomized control trials, CHANCE (Y. Wang
et al., 2015) and FASTER (Kennedy et al., 2007) comparing dual therapy of clopidogrel and aspirin
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for 90 days in patients diagnosed with TIA or minor stroke.
It is worth noting that no trials have ever been done to assess the effect of clopidogrel monotherapy
in TIA patients on long-term treatment. CHANCE (Y. Wang et al., 2015) found no statistically sig-
nificant reduction in mortality with clopidogrel and aspirin therapy at 90 days (n = 15,170) based
in China and no statistically significant difference in bleeding but the team found a decrease in risk
of new stroke events. FASTER trial (Kennedy et al., 2007) with n = 392 patients found an increase
in bleeding for dual therapy compared to aspirin. However, these two trials continued for less than
longer than 90 days and have limited applicability to the long-term treatment. Furthermore, the
CHANCE trial is based on the Chinese population and cannot be generalized to the mostly Cau-
casian population in the UK. Our findings hence lend support to the use of aspirin for the long-term
management of TIA compared to other options of antiplatelets or dual therapy. Our study is large,
has a long follow-up, reflects routine care in the UK, and also is the first in the UK to assess the
relative efficacy of aspirin and other options of antiplatelets. The comparison of the efficacy of
antiplatelets remains open for discussion in the stroke literature due to a dearth of data. Elderly
patients and patients with high severity of vascular comorbidities are often excluded from trials;
at least 75% stroke patients are excluded from real-world practice in randomised controlled trials
(Vidyanti et al., 2019). With our simple and pragmatic study design with few exclusion criteria,
probably a large number of patients with TIA were eligible for the study. Our study hence can be
treated as real-world evidence highlighting the comparative advantage of prescribing aspirin and
recommends the latter for secondary care management due to its efficacy in decreasing long-term
hazards of mortality in lieu of the modified dipyridamole currently recommended by NICE (2021).
This recommendation could present a change to the current guidelines. The choice of clopidogrel or
dual therapy of aspirin plus modified-release dipyridamole as secondary management for TIA and
ischaemic stroke is based on inadequate evidence. This new evidence raises the need to re-assess
the therapeutic options in stroke care management and could be of value to GPs for deciding on
prescriptions for better longer-term outcomes.

5.9 Conclusions

After adjusting for a large number of variables including medical conditions, lifestyle factors, socio-
demographic factors, and pharmaceutical prescriptions, patients with a prior TIA and no prior stroke
had a significantly higher risk of excess risk of death than matched controls. The hazards of mortality
associated with TIA ranged from 1.5 to 3. For instance, a case diagnosed at 39−60 years had HR
= 3.09(2.91−3.18) compared a same-aged matched control.

The study shows outcomes after TIA are concerning with a high risk of long-term mortality and
short-term risk of recurrence of stroke, 17.5% of TIA patients having a recurrent TIA and 3.6%
developing a stroke within 1 year. Hence, TIA merits the same medical attention as stroke. Our
findings demonstrate the relatively high long-term hazards attributable to TIA and highlight the
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Chapter 5. Survival analysis after Transient Ischaemic attack

need for long-term risk management. The recurrence and mortality risks increase the toll of the
economic, societal, and financial burden.
The survival prospects of TIA could be improved by antiplatelet prescriptions. Our study provides
important insights into the mortality-reducing effect of aspirin compared to other antiplatelet op-
tions, for instance at 39-60 years at entry, TIA patients on aspirin had HR = 0.9(0.82−0.98) at 10
years and 0.88(0.8−0.96) at 15 years, respectively. The effects of other antiplatelets were insignif-
icant. Further studies should evaluate the impact of different antiplatelet medications with regard to
bleeding risks and recurrence of stroke events.
The study demonstrated that there was social deprivation survival difference in both cases and con-
trols. However, we have not found any interaction between social deprivation and stroke, hence
there were no barriers to care for TIA patients.

There was significant variation between GP practices.

In the next chapter, we explore the survival outcomes after the ischemic stroke, which is more severe
in nature than TIA.
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6 Survival analysis after ischaemic stroke

The earlier chapter explored the survival analysis after the first event of a transient ischaemic attack,
known as the “mild" neurological condition but which according to our findings, conferred a con-
siderable risk of mortality. This present chapter focused on the long-term survival model after a first
ischaemic stroke event in England, the major and most common type of stroke. The data extraction
was earlier described in Chapter 3. Firstly, a description of the medical history of the patients is
provided. The procedures of the multiple imputations of the missing records are then described.
The results of the survival models on the full-case and imputed models are illustrated through forest
plots for time-invariant hazard ratios and hazard curves over time for time-varying covariates. The
results are discussed and compared to existing research findings.

6.1 Study Design

The subsection describes the information used for the development of the survival models used
to estimate the hazards of mortality associated with IS. The primary outcome of the model was
all-cause mortality and the primary exposure was ischaemic stroke.

Patients with a first-ever ischaemic stroke event were extracted from THIN database. The cases
were matched to three controls on age, gender and GP practice. At entry, patients’ prior medical
conditions, prior medical therapies and lifestyle factors were obtained. The survival status of the
patients was also recorded. We could not get information on the severity, sub-types and localisation
of the ischaemic stroke because it was unavailable in the THIN database. We could not acquire
data about psychological factors, living alone status, diet, adherence to medical therapy, and family
history of heart disease, hypercholesterolaemia, hypertension or stroke either due to unavailability
or due to low recording rates in the primary care database.

Missing values were imputed using the Multiple Imputation technique as explained in Chapter 5
where the data was assumed MAR. The extracted data were treated as multi-level whereby GP prac-
tices were considered as clusters of registered patients in the model. Patients within each cluster
were assumed to be homogeneous. A random effect for GP practice was considered in the imputa-
tion model data which used a multi-level structure. Imputations were done using the JOMO package
by Quartagno et al. (2019) in R using a joint modelling approach. The Monte Carlo Markov Chain
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Chapter 6. Survival analysis after ischaemic stroke

FIGURE 6.1: Data extraction in the IS dataset.
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TABLE 6.1: The distribution of variables with missing values in the IS dataset before
imputation procedures.

Variables Levels Number (%)1

Smoking Non-smoker 27631 (36.5%)
Ex-smoker 19097 (25.2%)

Current Smoker 7520 (9.9%)
Missing 21521 (28.4%)

BMI Underweight 1365 (1.8%)
Normal 15565 (20.5%)

Overweight 16685 (22%)
Obese 10061 (13.3%)

Missing 32093 (42.4%)

(MCMC) method of imputation had a burn-in length of 2000 iterations and 100 iterations were run
for each imputed dataset. Ten imputed datasets were obtained.

IMD in Quintiles was used as a factor of socioeconomic status. IMD values are available for patients
living in England. 129,350 records of patients were extracted in total. They consisted of 33,912
first-ever IS stroke survivors where IS happened between the years 1986 to 2017 matched to 95,438
controls. An entry requirement for the cohort was a complete record of IMD deprivation. The data
selection process to attain the complete case dataset (dataset without missing values) is depicted in
the flowchart in Figure 6.1. To ensure a balanced subset, 8063 cases were matched to at least one
control. The final full-case data consisted of 8983 cases and 16,728 controls. Statistical analysis
was performed in three stages. In the first stage, a full-case analysis was performed to obtain a
parsimonious model. The model was then used to inform the imputation regression model where
the same predictors were used. Finally, the imputed datasets were analyzed and the results were
combined using Rubin’s rules.

1The proportions are determined out of a total of 75,769 records.
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6.2 Univariate analysis of predictors

TABLE 6.2: Univariate analysis of predictors of the IS cohort

Study variable Levels Coefficient (Beta) Exp(Beta) SE Z statistics P Value

Birth cohort 1900 to 1920
1921 to 1930 -0.53 0.59 0.03 -15.98 0.00
1931 to 1940 -1.34 0.26 0.04 -35.63 0.00
1941 to 1960 -2.18 0.11 0.05 -41.43 0.00

Gender Female
Male 0.11 1.12 0.03 4.41 0.00

Age 39-60
61-70 0.97 2.64 0.05 19.09 0.00
71-76 1.63 5.12 0.05 31.9 0.00
77+ 2.38 10.8 0.05 47.53 0.00

Groups cases
controls 0.88 2.4 0.03 34.8 0.00

IMD quintile 1
2 -0.13 0.88 0.04 -3.15 0.00
3 -0.13 0.88 0.04 -3.13 0.00
4 -0.33 0.72 0.04 -7.95 0.00
5 -0.3 0.74 0.04 -7.19 0.00

BMI category Normal
Obese +Overweight -0.39 0.67 0.03 -15.61 0.00

Asthma Present 0.26 1.29 0.04 6.39 0.00
COPD Present 1.12 3.06 0.05 24.53 0.00
CKD Present 0.87 2.38 0.06 14.86 0.00
Myocardial Infarction Present 0.83 2.3 0.04 21.58 0.00
PAD Present 0.48 1.62 0.03 16.2 0.00
Smoking Non -smoker

Current smoker 0.3 1.34 0.04 8.32 0.00
Ex-smoker 0.36 1.44 0.03 13.11 0.00

Atrial Fibrillation Present 1.03 2.79 0.04 26 0.00
Diabetes No

Yes and Treated 0.81 2.25 0.03 23.13 0.00
Yes and Untreated 0.64 1.9 0.06 10.06 0.00

Anticoagulants Yes 0.86 2.36 0.04 19.53 0.00
Hypertension Yes 0.85 2.34 0.03 31.21 0.00
Antiplatelets None

Aspirin 0.82 2.28 0.03 29.8 0.00
Dual therapy 1.05 2.87 0.05 23.36 0.00
Other agent 0.96 2.62 0.07 14.39 0.00

Table 6.2 shows the model-based estimates univariate analysis of the important predictors. All
the predictors were significant (p < 0.00). The selected prognostic factors were then used for the
multiple Cox regression.
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6.3 Model Development and Diagnostic tests

A Cox proportional hazards regression model was fitted to estimate the effect of the first-ever IS
and other factors on the hazard of all-cause mortality. The variables used to build the model are pre-
sented in Table A.2. The initial model included all the main effects and the second-order interactions
of all variables. A random effect of the GP practice was adjusted in the model to account for the
correlation between patients within a GP practice. Starting with a full model, the model was grad-
ually reduced using a backward-elimination method. The covariates and the factors were removed
based on the removal significance level of 0.05 for main effects and 0.01 for interactions using.
The hazards of proportionality test were tested using the Grambsch and Therneau (1994)’s cox.zph
procedure which is implemented in R survival package. The global test was highly significant with
global p-value = 1.6e-14 ( See Table C.1), providing evidence of non-proportionality.

FIGURE 6.2: Schoenfeld residuals based on variable stroke diagnosis.

A general downward trend of the time-varying hazard. The hazards are constant
from time 0− 7 years, increase from 7− 13 years, reach a peak at 13 years, and

decrease after 13 years.

The scaled Schoenfeld residuals also showed the dependence of some variables on time. Violations
to proportional hazard assumption were detected for birth cohort, age category, case-control status
(See Figure 6.2) and antiplatelet effects. As previously described in Chapter 4, tests to confirm
which variables have time-dependent effects were performed in the timereg package in R. The
variables birth cohort, antiplatelet medications, and the case-control status exhibited time-varying
effects and were assumed to have shape effects and additionally to scale effects considered for all
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covariates.

6.4 Double-Cox Weibull model

The baseline hazards of the semi-parametric model were compared relative to different concurrent
parametric distributions (exponential, logistic, log-logistic, Gompertz and log-normal distributions)
across case-controls groups. The Weibull distribution fitted the baseline hazard reasonably well
with the lowest AIC ( AIC = 18,519 in cases and AIC = 20,218 in controls) as observed in Figure
6.3. Kindly note that the results were based on a model estimated with all individuals but only the
baseline hazard form given.
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FIGURE 6.3: Graphical comparison of the cumulative hazards of several survival
distributions with respective AIC:

Exponential, Weibull, Logistic, log-logistic, Log-Normal and Gompertz compared
to KM cummulative hazards function.

The goodness-of-fit was checked by comparing the semi-parametric estimates of the baseline cum-
mulative hazard functions to the baseline cummulative hazards from the Weibull baseline hazards,
separately within some strata. The results are presented in Figure 6.4 for the Weibull baseline hazard
across age groups, case-control status, and gender. The Weibull distribution describes the mortality
really well up to at least 15-20 years. The difference (residuals) between the semi-parametric cum-
mulative baseline and the fitted parametric were plotted. Deviations only were observed after 15
years in Figure 6.5. Overall, the Weibull distribution fitted the survival data pretty well.
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FIGURE 6.5: Plot of the residuals between the parametric and semi-parametric esti-
mates of the baseline hazards pooled across the strata.

Hence, a Weibull Double-Cox model was fitted to the data, with the variables exhibiting time-
varying effects set to have both shape effects and scale effects and time-invariant variables set to
have only scale effects. To get a parsimonious model, shape and scale effects below 0.05 levels of
significance were retained.

6.5 Overview of full-case of survival after ischaemic stroke

The model is presented in Table 6.4. Older birth cohorts have raised hazards of all-cause mortality
suggesting effects of medical advances and improvement in healthcare. Prescriptions of antiplatelets
had significant shape effects ranging from 0.90 to 0.84 compared to non-users, which was suggestive
of a long-term protective effect. Some prior medical conditions were associated with poor survival
prospects; diabetic patients on anti-diabetic medications had HR = 1.79 (1.68−1.92), COPD with
HR = 1.96 (1.78−2.14), heart failure with HR = 1.59 (1.4−1.75) to quote a few. Prior prescriptions
such as anticoagulants were associated with a risk of HR = 1.18 (1.06−1.34) compared to non-users.
On the other hand, antiplatelets seem to be protective of survival. Smoking was associated with
poor survival HR = 1.84(1.70−1.98). The diagnosis of ischaemic stroke has significant interactions
with age category at diagnosis, gender, diagnosis of hypertension and antiplatelet prescription. The

178



Chapter 6. Survival analysis after ischaemic stroke

model had significant frailty effect of GP practice with σ2 = 0.06(0.04−0.08). The model also had
a reasonable predictive ability with a concordance of 0.75.

6.6 Multiple Imputation Procedures

The missing data mechanisms were investigated for missingness. The association of missing pat-
terns is investigated in Figure B.1 showed the association of missing variables and the pattern of
missingness with observed variables. The pattern confirmed MAR mechanism of missingness. The
MAR mechanism was explained in more detail in Chapter 4.

Assuming data to be MAR, the missing data was imputed using multiple imputation technique on
BMI and smoking status. The multiple imputation model was built using previous predictors and
models in Section 1.3. Using the JOMO package in R, 10 imputation datasets were generated using
a burn-in step of 2000 and 100 in-between iterations. Figure 6.6(a) shows the density plot of the
BMI distribution with the blue dots representing missing values prior to multiple imputation, Figure
6.6(b) shows the densities of the BMI of the full-case dataset and after multiple imputation and
Figure 6.6(c) shows the distribution of smoking status categories. Multiple imputation preserved the
distribution for the variables with missing data. The model in Table 6.4 shows the final results after
the Weibull Double-Cox model was fitted to the 10 imputed datasets and the parameter estimates
were pooled using Rubin’s rules to derive the confidence intervals and associated p-values. The full-
case model and the pooled multiple imputed models are compared in Table C.2. The parameters of
the full-case model were somewhat lower but not very different from those of the multiple imputed
models and their confidence intervals overlapped. This implies that the exclusion of some patients
may have underestimated some risks of all-cause mortality.
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Chapter 6. Survival analysis after ischaemic stroke

(A) BMI distribution and missing distribution.
(B) BMI distribution with full-case values (black) and

the distribution after multiple imputation (green).

(C) Bar chart for smoking status distribution across cate-
gories for the original dataset compared to the distribution

of the other 10 imputed datasets.

FIGURE 6.6: Comparison of distribution of imputed data and full case data distri-
bution in IS data.
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TABLE 6.3: Baseline characteristics of IS dataset.

Variable
Type of patients

Cases (n = 20,250) Controls (n = 55,519)

Death during FU (%) 8898(44%) 15061(27%)
Male(%) 10, 008 (49%) 27470(49%)
Age (mean(sd)) 73.8(10.7) 73.2(10.6)

Birth cohort
1901-1920 10844(20%) 10844(20%)
1921-1930 6627(33%) 18093(33%)
1931-1940 4942(24%) 14232(26%)
1941-1960 4264(21%) 12350(22%)

Year of Stroke diagnosis/ Year of Entry
1986-1992 452(2%) 1226(2%)
1993-1999 3830(19%) 10340(19%)
2000-2006 7931(39%) 21816(39%)
2007-2016 8007(40%) 22137(40%)

IMD Quintile
1 3032(15%) 6901(12%)
2 3925(19%) 10067(18%)
3 4414(22%) 11963(22%)
4 4542(22%) 13369(24%)
5 4337(21%) 13219(24%)

Pre-morbid conditions
Asthma 1968(10%) 5020(9%)
Atrial fibrillation 2997(15%) 3201(6%)
Diabetes Type II 3357(17%) 5188(9%)
Coronary Heart Disease 4497(22%) 7866(14%)
Chronic Kidney Disease 1625(8%) 3587(6%)
COPD 1284(6%) 2559(5%)
Heart Failure 1694(8%) 2730(5%)
Hypertension 9951(49%) 20237(36%)
Hypercholesterolaemia 1341(7%) 3233(6%)
Myocardial Infarction 2064(10%) 3124(6%)
Peripherical vascular Disease 5243(26%) 11387(21%)

Pre-morbid prescriptions
Anticoagulants 1923(9%) 3304(6%)
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Table 6.3 Continued from previous page

Variable
Type of patients

Cases (n = 20,250) Controls (n = 55,519)

Antiplatelets 9076(45%) 14078(25%)
Lipid lowering Drugs 6252(31%) 12813(23%)
Antidiabetic Drugs 2724(13%) 4159(7%)
Antihypertensives 14332(71%) 30504(55%)

Lifestyle factors
BMI category

Normal 3309(16%) 12256(22%)
Underweight 346(2%) 1019(2%)
Overweight 3617(18%) 13068(24%)
Obese 2372(12%) 7689(14%)
Missing 10606(52%) 21487(39%)

Smoking status
Non-smoker 5981(30%) 21650(39%)
Ex-smoker 4941(24%) 14156(25%)
Current smoker 2118(10%) 5402(10%)
Missing 7210(36%) 1431(3%)

Table 6.3 shows the baseline characteristics of the study cohort before imputation. The average
age at a first stroke was 73.8 years. 44% of stroke patients died during follow-up as opposed to
27% of the controls. The most commonly coded stroke risk factor was hypertension, recorded in
49% of patients. In addition, a considerably higher proportion of the stroke patients had the prior
peripheral vascular disease (26% vs. 21% for controls), diabetes mellitus type II (17% vs. 9%) and
coronary heart disease (22% vs. 14%). Compared to participants without stroke, cases had signif-
icantly higher levels of hypertension, hypercholesterolemia, MI, heart disease, diabetes, and atrial
fibrillation (p < 0.05.). They were also more medicated than their counterparts. Antihypertensive
and antiplatelet medications were commonly prescribed prior to IS stroke. The dataset had missing
records on smoking status and BMI category which were imputed later using multiple imputation
method.

6.7 Results of the survival models on the data from imputed dataset

The final survival model findings were presented in hazard curves and hazard ratio curves. Table
6.4 shows the final model with significant shape and scale effects.
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TABLE 6.4: Final model on pooled data from imputed models: Description, pa-
rameter estimates and confidence intervals for the Double -Cox Weibull distribution

model with frailty terms.

Variables Values/Levels Estimates CI

Sample size 75,769
Number of non-censored 23,959

Weibull Parameters a(Scale) 48.868 43.52−54.87
b(Shape) 1.228 1.2−1.26

Shape parameters
Birth Cohort 1900 to 1920 1 1

1921 to 1930 1.015 0.99−1.04
1931 to 1940 0.953 0.92−0.99
1941 to 1960 0.768 0.73−0.81

Antiplatelet prescriptions None 1 1
Aspirin only 0.945 0.92−0.97
Dual therapy (Aspirin) 0.982 0.94−1.03
Other Antiplatelets 0.89 0.84−0.94

Hypertension No 1 1
Yes 0.834 0.82−0.85

Scale parameter
Birth Cohort 1900 to 1920 1 1

1921 to 1930 0.673 0.64−0.71
1931 to 1940 0.348 0.32−0.38
1941 to 1960 0.146 0.13−0.16

Sex Female 1 1
Male 1.222 1.18−1.27

IMD Quintile 1 (Most Deprived) 1 1
2 0.974 0.93−1.02
3 0.938 0.9−0.98
4 0.876 0.84−0.92
5 (Least Deprived) 0.843 0.8−0.89

Case/Control Controls 1 1
Cases 5.667 4.93−6.51

Age Category at diagnosis 39−60
61−70 1.861 1.65−2.1
71−76 2.561 2.26−2.9
77+ 4.05 3.57−4.6
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Table 6.4 Continued

Variables Values/Levels Estimates CI

BMI Normal + Underweight 1 1
Obese + Overweight 0.845 0.82−0.87

COPD 1.619 1.54−1.7
CKD stage 3-5 1.145 1.08−1.22
Myocardial Infarction 1.142 1.09−1.2
Peripheral Arterial Disease 1.107 1.07−1.14
Atrial Fibrillation 1.182 1.13−1.24
Smoking Non-smoker 1 1

Current smoker 1.946 1.87−2.02
Ex-smoker 1.282 1.24−1.32

Diabetes status No diagnosis/No treatment 1 1
Yes and Treated 1.354 1.3−1.41
Yes and Untreated 1.096 1.01−1.19

Heart Failure 1.543 1.48−1.61
Anticoagulant agents 1.14 1.08−1.2

Hypertension 0.955 0.9−1.01

Antiplatelet prescriptions None 1 1
Aspirin only 0.966 0.91−1.03
Dual therapy (Aspirin) 1.28 1.07−1.54
Other Antiplatelets 0.919 0.76−1.12

Interactions
Cases & Aspirin only 0.716 0.67−0.76
Cases & Dual therapy (Aspirin) 0.525 0.44−0.62
Cases & Other Antiplatelets 0.661 0.55−0.79
Cases & Age 61−70 0.668 0.58−0.77
Cases & Age 71−76 0.533 0.46−0.62
Cases & Age 77+ 0.521 0.45−0.6
Cases & sex_Male 0.891 0.85−0.94

σ2 Frailty 0.073
Concordance 0.81
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To assess the predictive value of our model, Harrell’s concordance index between the predicted and
the observed survival was calculated. In the model with frailty, the estimate of the concordance was
equal to 0.81.
We used graphical methods as well to check for the adequacy of the double-Cox Weibull model. We
used different strata to check the fit of the expected survival functions with respect to the empirical
survival functions. The graphical results in Figure 6.7 provide evidence of a good fit. The first plot
shows that cases fit better than controls for at least 15 years or so. A very good fit in age group
71-76 years is observed. For the older patients( 77+ years), there is a good fit for the first 10 years.
The departure after 10 years can be explained by the lack of data in later years.
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Chapter 6. Survival analysis after ischaemic stroke

6.7.1 Time-invariant effects of the model (6.4 )

Male patients were worse off than females with an HR of all-cause mortality of 1.22 (1.18−1.27).
There were socio-demographical survival differences; affluent patients from higher Quintiles 4−5
corresponding to the less deprivation had HRs of 0.84−0.88 relative to the most deprived category
1. The diagnosis of IS stroke was associated to at least 5 times the risk of mortality for IS survivors
diagnosed of IS at 39− 60 years compared to age-matched controls. The adjusted hazard ratios
were approximately 3 to 4 times higher for patients diagnosed with an ischaemic stroke at 61−70,
71− 76 and 77+ compared to the same age controls (Table 6.5). The findings on the long-term
risk of all-cause mortality attributable to ischaemic stroke are in accordance with extensive stroke
literature.

With respect to the factors for Body Mass Index, being overweight and obese conferred a lower risk
of mortality with HR = 0.85 (0.82− 0.87) relative to those of normal and underweight categories.
This “obesity paradox” was also observed in the case of TIA survival study. Current smokers had an
HR of 1.95 (1.87−2.02) and ex-smokers with an HR of 1.28 (1.24−1.32) relative to non-smokers.

TABLE 6.5: Adjusted estimated hazard ratios of all-cause mortality by age at diag-
nosis and case-control status (from the Weibull Double-Cox model on the imputed

data.)

Comparison group Relative to : HR ( 95% CI)

Cases aged 39−60 years Controls aged 39−60 years 5.67 (4.93−6.51)
Cases aged 61−70 years Controls aged 61−70 years 3.77 (3.22−4.37)
Cases aged 71−76 years Controls aged 71−76 years 3.02 (2.60−3.52)
Cases aged 77+ years Controls aged 77+ years 2.95(2.55−3.40)

Survival prospects were worsened in patients who had existing cardio-vascular morbidities relative
to patients free of those conditions; atrial fibrillation was associated with mortality risk with HR =
1.18(1.13−1.24), myocardial infarction with HR of 1.14 (1.09−1.2), diabetes (on treatment) with
HR of 1.34 (1.3−1.41) and peripheral arterial disease with HR of 1.11 (1.07−1.14).

6.7.2 Time-varying effects of the model (6.4)

Birth cohorts, types of antiplatelet therapy and diagnosis of hypertension had significant shape ef-
fects. The diagnosis of ischaemic stroke had significant interaction effects with antiplatelet therapy,
age category at diagnosis and gender. The time-varying effects of the antiplatelet types and different
age categories at entry/diagnosis for cases and controls are illustrated in Figure 6.8 and Figure 6.9.
For the top panel in Figure 6.8 of patients aged 39− 60 years at entry, the main findings can be
explained as :
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• Aspirin uptake: There was a clear survival benefit due to the uptake of aspirin in cases relative
to cases who were non-users of antiplatelets. The hazard ratios were 0.74 (0.64− 0.84) and
0.69 (0.72 − 0.77) at 5 and 15 years. However, there was no beneficial effect of aspirin
in controls( patients free of stroke). The controls on aspirin therapy had HR of all-cause
mortality of 1.03 (0.93−1.15) and HR of 0.97 (0.90−1.05) at 5 and 10 years, respectively.

• Dual therapy : The dual therapy involved the combination of aspirin with dipyridamole and
aspirin with clopidogrel. There was a survival benefit associated with dual therapy in some
cases. However, the hazard curve had wider 95% confidence bands compared to the aspirin
only, reflecting the small number of patients who were prescribed dual therapy. It is notewor-
thy that the dual therapy is normally issued to select groups of patients, hence reflecting the
wider confidence intervals. For controls, on the other hand, dual therapy was associated with
an increased hazard of mortality.

• Other antiplatelets: Other antiplatelets groups comprised dipyridamole monotherapy or clopi-
dogrel monotherapy. This was associated with modest survival benefits at the start of the
therapy, followed by beneficial effects only after around 7 years for stroke survivors.

The effects of aspirin, dual therapy and other antiplatelet agents had quite similar effects for other
age categories. Our findings indicate survival benefits related to the uptake of aspirin in cases
compared to other antiplatelets. The survival benefits in IS patients on aspirin are similar to that in
the study of survival after TIA in Chapter 4. The routine use of aspirin seems to be effective for
long-term therapy among ischaemic stroke survivors.
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6.8 Life Expectancy model for IS

A life expectancy model using a Weibull Double-Cox model was built to explore the impact of sev-
eral risk factors, medical conditions and socio-demographic factors on life expectancy. The dataset
used for the survival study after ischaemic stroke was also used in this analysis for actuarial transla-
tion whose findings are presented in Table C.7. The reason of separate modelling was addressed in
Section(3.15). This time, however, age was used on a continuous scale than age categories than the
model of survival after IS.
A full case model was first considered and missing records were imputed using the Multiple Im-
putation method. An initial simple non-parametric Cox’s proportional hazard model with all main
effects and two-way interactions of all variables was used. The primary outcome was all-cause mor-
tality. Selected variables were based on the literature review and NICE guidelines for the treatment
and management of ischemic stroke (NICE, 2020). Diagnoses of medical conditions were defined
by the standard list of clinical codes and drug prescriptions corresponding to the British National
Formulary for lipid-lowering, anticoagulant, antiplatelet, antidiabetic, and antihypertensive drugs.
Further details about levels and coding of covariates are provided in Table 1 (B.3 Appendix).
The covariates consisted of gender, year of birth, case-control status, age at diagnosis, prior co-
morbidities such as asthma, chronic kidney disease (CKD), chronic obstructive pulmonary disorder
(COPD), heart failure, hypothyroidism, myocardial infarction, peripheral vascular disease (PVD),
hypertension, hypercholesterolemia, atrial fibrillation, diabetes type II, prescriptions of anticoagu-
lants, antihypertensive, antiplatelet and antidiabetic drugs at baseline. Possible dependencies of the
survival outcomes within a general practice were modelled by inclusion of a random frailty term.
Backward elimination with p < 0.05 for fixed effects and p < 0.01 for interaction effects was used
to obtain a parsimonious model. After a backward elimination process, the parsimonious model
exhibited non-proportionality properties indicating time dependence of some covariates. Before ap-
plying the double- Cox –Weibull model, we first compared the semi-parametric estimates of the
baseline hazards with different parametric models and the Weibull distribution was chosen. Since
the same full-case cohort was used, so the percentage of missing values and the bivariate association
of predictors with time were the same as in the full-case survival model in Table 6.2. The dataset
had missing records on smoking status, alcohol consumption status and BMI category which were
imputed later using Multiple Imputation method. The final model is presented in Table C.8 with
the estimates of the scale, shape effects, and their associated 95% CI. The full-case model and the
model pooled by Rubin’s rules after Multiple Imputation are quite comparable.

The birth cohort, gender, IMD quintile, BMI category, antiplatelets, COPD, heart failure, myocardial
infarction, PAD, smoking status, anticoagulants, diabetes, case-control diagnosis, hypertension, age
as continuous and the interaction of group with hypertension were retained by the model. Both
models have similar parameter estimates and fit the data well, with the concordance of 71.1% and
73.3%, respectively. The frailty variance was highly significant but rather low at 0.07 and 0.08. in
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the imputed and the complete case models, respectively

For illustration, some key ages, follow-up time, medical conditions and the uptake of medications
were explored. Table 6.6 shows the estimated life expectancy in years for female and male patients.
Multiple medical conditions are more prevalent due to ageing population. Using the IS dataset, the
prevalence of some selected medical conditions was plotted against age at entry/diagnosis in Figure
6.11. There was a high rise in diagnoses of hypertension and diabetes type II with increasing age.
The selected scenarios try to reflect a “realistic” individual risk profile based on typical existing
medical conditions.

The study found decrease in life expectancies associated with ischaemic stroke by 6.57, 4.29 and
2.65 years for male patients struck with IS at 50, 60 and 70 years. Similarly, the female patients will
lose 7.2, 5.19 and 3.25 years if stroke happens at the same age points.

Being on antiplatelet therapy was associated with minor increase in average longevity of 0.65, 0.17
and 0.09 years in female stroke survivors at 50, 60 and 70 years. On the same note, estimated gains
of 1, 0.22, 0.20 years were observed for the male counterparts.

To check for model adequacy, similar to the survival model of the IS cohort, the graph of the empir-
ical and estimated survival graphs were plotted and compared for some strata in Figure 6.10. The
cases are good fit for 20 years or so. The controls are better fit. The males ( slightly better than the
females) are a good fit for the 15 years or so.
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TABLE 6.6: Calculation of life expectancies of individuals in the IS dataset at different ages.

Medical Condition 50 60 70

Female Male Female Male Female Male

Scenario 1 20.19 (17.50 - 22.88) 17.23 (15.34 - 19.42) 13 (11.4 - 14.6) 10.9 (8.79 - 13.01) 8.13 (6.81 - 9.45) 6.81 (4.67 - 8.95)
Scenario 2 : Scenario 1 + IS diagnosis 12.66 (11.32 - 14.00) 10.7 (9.82 - 11.59) 7.81 (6.69 - 8.93) 6.61 (5.28 - 7.94) 4.88 (3.74 - 6.02) 4.16 (2.84 - 5.84)
Scenario 3 : Scenario 2 + Uptake of APL 13.31 (12.0 - 14.66) 11.06 (9.86 - 12.26) 7.98 (7.09 - 8.87) 6.82 (5.6 - 8.04) 4.92 (4.03 - 5.81) 4.40 (3.19 - 5.61)

Note. Scenario 1 implies that the individual has a diagnosis of hypertension and diabetes Type II and is a smoker.
Scenario 2 follows on the Scenario 1 with the individual further experiencing a stroke.
Scenario 3 follows on the Scenario 2 with the individual on antiplatelet therapy.
APL : Antiplatelet therapy.
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6.9 Discussion

The current case-control study with 20,250 first-ever ischaemic stroke cases from 1986 to 2016
from selected GP practices in England, had a simple and pragmatic study design with few exclusion
criteria. Hence, a maximum number of ischaemic stroke patients were eligible for the study. The
findings of the trends in IS and survival modelling provided a detailed picture of the current disease
IS burden in the English population.

Short-term survival after a first ischaemic stroke improved considerably from 1986 to 2016. The
one-year and 1-month all-cause mortality significantly improved with a fast decline from 2008 to
2015 (- 0.5%) for 1-year fatality. The 1-month mortality’s absolute change was - 0.3% for the
same period. In post-year 2008, considerable improvements in one-year and 1-month all-cause
mortality were observed which reflected advances in survival outcomes due to the improved primary
care management of risk factors, better access to stroke centres, acute revascularisation and neuro-
imaging, intensive care and secondary prevention and rehabilitation reflecting the initiatives based
on the NICE guidelines in 2008 (NICE, 2019). The results are in line with Waziry et al. (2020)’s
Rotterdam Study from 1991 to 2015 in the Netherlands, with the PERFECT study in Finland by
Meretoja et al. (2011), Edwards et al. (2017b)’s longitudinal cohort registry study (2003-2013)
in Canada and Y. Wang et al. (2013) who used the South London register over 1995 to 2010. The
authors suggested that stroke unit care, dedicated rehabilitation and improved medical management,
improved control of risk factors and counselling had a positive role in contributing to the decline in
mortality.

In line with improved primary care management for risk factors, a rise in drug prescriptions such
as anti-hypertensives, anticoagulant agents, antiplatelets and statins was observed in our study. This
is in accordance with Lee et al. (2011) and Taylor et al. (2011) for trends in statins prescriptions
and Falaschetti et al. (2009) for anti hypertensives prescriptions. The increased level of prescribing
pharmaceutical therapies prior to first stroke is in accordance with the national guidelines aiming
to reduce cardiovascular disease, NICE (2019). Our findings show that antiplatelet prescription
prevalence rates increased from 1995 to 2001, and more rapidly from 2001 to 2010, however, dipped
after 2010. A decline in antiplatelet prescriptions was also observed in Wales using retrospective
analysis of anonymised data (Protty et al., 2018).

Our study estimated the adjusted hazards of all-cause mortality associated with a diagnosis of is-
chaemic stroke in English residents in routine care. Younger survivors were worse off than older
survivors compared to their stroke-free controls. Patients diagnosed of IS at 39−60 years had HR
= 5.67(4.93− 6.51) whereas cases diagnosed at above 77 years had HR = 2.95 (2.55− 3.40). The
long-term risk of mortality ranged from 3-fold to 5-fold. As shown by the current and a plethora
of other studies, the mortality in stroke survivors is greater than in their matched controls. The
main important studies of long-term or short-term mortality following stroke are Rutten-Jacobs et
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al. (2013), Carter et al. (2007), Hardie et al. (2003), Dennis et al. (1993), Gresham et al. (1998)
and Brønnum-Hansen et al. (2001). Carter et al. (2007) reported a 3-fold risk of death for stroke
subjects compared to the age and sex-matched reference population. While Hardie et al. (2003)
and Dennis et al. (1993) showed 2-fold overall risk of death compared to the general population.
Brønnum-Hansen et al. (2001) reported that stroke patients had a 5-fold increase in the risk of death
between 4 weeks to 1 year and a 2-fold increase in risk subsequent to 1 year when compared to
their matched controls. Our hazard of mortality is slightly different than previously estimated as the
current research made use of primary care data, had a long follow-up duration and was adjusted for
a wide range of confounders and had flexible inclusion-exclusion criteria, hence covering maximum
patients.

In keeping with the published results, our model results in excess mortality of stroke patients com-
pared to the stroke-free adults of the same age, sex and GP practices. Stroke is a medical emergency
associated with a very high risk of death and with a continued excess of death throughout the life
of patients. Secondary prevention should hence be a long-term process given the increased risk
throughout decades after a stroke event.

The study found that antiplatelets could be very beneficial for ischaemic stroke survivors. Upon test-
ing all the second-order interaction effects, significant interactions of prescriptions of antiplatelets
and age category at entry with the diagnosis of ischaemic stroke were found. Aspirin was found
to be the most effective treatment for stroke survivors in the long term. However, there was a po-
tential concern for patients free of ischaemic stroke as the prescriptions of aspirin was associated
with increased hazards. The benefits associated with dual therapy and other antiplatelets were only
apparent after some years or were uncertain. Current NICE guidelines NICE (2020a) recommend
the standard clopidogrel daily. Modified release dipyridamole may be used if clopidogrel and as-
pirin are not tolerated. Aspirin is only used if clopidogrel and dipyridamole are not tolerated. The
current guidelines are based on review of two RCTs CHANCE (Y. Wang et al., 2015) and FASTER
(Kennedy et al., 2007) with limited evidence with regards to the long-term impact on mortality of
the different antiplatelets, with small size and one of them being based on a Chinese population.
We hence believe that the restricted ethnic population and patterns of care in that trial limited the
generalisability of the results and is debatable. We, therefore, recommend aspirin for secondary care
management due to its efficacy in decreased long-term hazards of mortality in lieu of the modified
dipyridamole. However, the best therapy should be individualised taking into account underlying
comorbidities.

Our life expectancy calculations also showed that diagnosis of ischaemic stroke at 40 to 60 years
even after 5 years after IS can contribute to a loss of 10 to 20 years of life expectancy but can be
improved by a gain of 3-10 years with the uptake of antiplatelets.

The significant frailty term of the random GP practice effects shows practice variation. It implies
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Chapter 6. Survival analysis after ischaemic stroke

that heterogeneity in survival after stroke is partially due to the differences among GP practices. The
identification of risk factors, after accounting for the random GP practices variation, provides useful
information on how a patient’s survival is affected. These effects could facilitate the comparison of
practices performances in ischaemic stroke treatment and rehabilitation after adjustment for patient
characteristics and clinical risk factors.

6.10 Conclusions

This large population-based study calculated the adjusted risk of all-cause mortality linked with
ischaemic stroke after accounting for a variety of socio-demographic, lifestyle, and concomittant
variables. The problem of the time dependence of some variables in the IS survival model was
addressed using a Weibull Double-Cox model.

When compared to their matched controls, IS survivors exhibited lower survival chances, with HRs
ranging from 3 to 5.

When compared to non-users, IS survivors on aspirin medication had a much lower mortality risk
than those on other antiplatelet alternatives. For example, patients diagnosed with IS at 39− 60
years on aspirin therapy had an HR of 0.76(0.65− 0.88) at 3 years of follow-up. The impact of
dual therapy was likewise protective (albeit with a broader confidence interval), whereas it was not
significant for other antiplatelets. On the other hand, there were no substantial benefits linked with
antiplatelets in the control group. This finding is clinically significant because such prescriptions
can improve the chances of survival for IS patients. In the TIA study, the positive effects of aspirin
were seen in people of all ages. These findings could lead to changes in current guidelines, such as
the recommendation of aspirin for secondary care therapy instead of other antiplatelet choices.

Recent trends in IS stroke suggest an encouraging decrease in the short-term all-cause mortality.
This could be likely due to significantly improved vascular risk diagnosis and preventative therapy
prescribed prior to and after stroke as proposed by Lee et al. (2011). Our findings back up this
improvement in survival after a first-ever IS. Despite these encouraging findings, management ap-
pears to be lacking in several areas. Our findings suggest that antiplatelet prescriptions have had a
protective impact on survival in the past, but that their use (pre-stroke) has been decreasing since
2010.
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7 Conclusions

7.1 Introduction

This thesis pertains to the development of survival models to estimate the hazards of all-cause mor-
tality risk following an ischaemic stroke and TIA event using English primary care data. This
chapter will discuss the key findings, implications of findings, contributions to the existing clinical
evidence, and the strengths and limitations. Finally, the overall conclusions are presented.

7.2 Main findings

Medical records from 1987 to 2017 from general practices contributing to The Health Improvement
Network (THIN) database were used to develop two survival models. The first model was developed
to estimate the hazards of all-cause mortality associated with a history of the first episode of transient
ischaemic attack and the effects of related treatments while adjusting for socio-demographic, clinical
risk and lifestyle factors.
The second model aimed to estimate the long-term survival after a first-ever ischaemic stroke, the
most common stroke occurring in 80− 85% of cases of stroke in the adult population of England
while adjusting for the above risk factors. In both retrospective case-control studies, the cases were
matched to 3 controls and the studies have a long follow-up of up to 25 years. We found higher
all-cause mortality hazards for TIA patients and IS survivors compared to their controls.

7.3 Survival study after TIA

There is a dearth of research focusing on the long-term survival after a TIA event with most studies
either providing only short-term follow-up or focusing on associated morbidity, functional status or
the recurrence of strokes in the short term. Thus, it was of particular interest to get an insight into
the long-term impact of a TIA event on survival.
The important finding of the study was that a patient diagnosed with TIA had a substantially in-
creased long-term hazard of all-cause mortality. TIA is often considered a ‘minor’ neurological
condition but our research showed that it serves as a predictor for impaired long-term survival. Pa-
tients affected at younger ages and with a previous diagnosis of hypertension were worse off.
However, our study estimated lower hazards than some previous studies. The findings are in accor-
dance with Edwards et al. (2017a), Gattellari et al. (2012), Gresham et al. (1998), Hankey (2003),
Hardie et al. (2003), and Jacob et al. (2020) but differed from Brønnum-Hansen et al. (2001) and
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Eriksson and Olsson (2001). Our survival model adjusted for a large number of risk factors, and had
a larger sample size and follow-up period than other studies. We believe that our findings are more
precise and reinforce the conclusion that the hazards of all-cause mortality following TIA are quite
serious.
Our study also found considerable benefits associated with antiplatelet treatments. Antiplatelet ther-
apy is one of the vital interventions to reduce vascular events or recurrent strokes, following a TIA
event. However, our study found that the antiplatelets were hazardous for TIA-free patients ( the
“healthy” controls). This result agrees with McNeil et al. (2018)’s study who found no substan-
tial difference in death between the aspirin group and the placebo group but noted a higher rate of
bleeding in the aspirin group and therefore urged for the limitation of the use of aspirin in healthy
individuals.
The current NICE guidelines recommend aspirin plus modified-release dipyridamole as the pre-
ferred antiplatelet therapy for secondary prevention following a TIA (NICE, 2021). However, their
guidelines were based on two small randomised control trials (CHANCE and FASTER), both had
short follow-ups, one had an ethnically different population (CHANCE trial) and were highly selec-
tive often excluding older patients.

This research found aspirin to be the most effective option for the long-term management of patients
diagnosed with TIA relative to the other antiplatelet options, clear and consistent for all age groups.
Our study hence contributes to the existing clinical evidence to show the effectiveness of aspirin in
TIA patients and its beneficial effects in the long run. This finding encourages the use of aspirin for
secondary intervention in adults with TIA. Our study also shows that aspirin may be causing more
harm than good in individuals with no diagnosis of TIA.
Both at baseline and at follow-up, TIA patients were found to have a higher cardio-vascular burden
which suggests the need to aggressively manage key risk factors, such as high blood pressure. They
can also lower their risk of another stroke by managing behavioural choices, such as smoking ces-
sation.
The findings of the high long-term hazards of all-cause mortality and shortened life expectancy as-
sociated with TIA imply that TIA patients need to be managed long-term and the diagnosis of TIA
needs to be regarded as a medical emergency similar to a regular stroke.

7.4 Survival analysis after an IS

We considered the trends in the short-term mortality after ischaemic stroke; one month and 1-year
all-cause mortality from 1985 to 2016 for ischaemic stroke patients, and found an encouraging de-
cline over time. This reflected the rigourous primary care management of risk factors reflecting
the national initiatives to reduce cardiovascular disease (Lee et al., 2011). The observed reduction
can also be explained by better access to stroke centres, acute revascularisation and neuro-imaging,
intensive care, and secondary prevention and rehabilitation (NICE, 2021). While prescriptions of
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anti-hypertensive, anticoagulant, lipid-regulating drugs and anti-diabetic drugs were on the rise re-
flecting the active management of the IS survivors, the prescriptions of antiplatelets declined from
2008.

The study found a considerably raised hazards of all-cause mortality in ischaemic stroke patients,
with younger IS survivors being more severely affected. The findings were in accordance with
Rutten-Jacobs et al. (2013), Carter et al. (2007), Hardie et al. (2003), Dennis et al. (1993), Gresham
et al. (1998) and Brønnum-Hansen et al. (2001). Carter et al. (2007). The adjusted hazard ratios were
approximately in the range of the hazard ratios reported in the stroke literature. Any discrepancy in
the hazard ratios can be accounted by the differences between primary care data and hospital and
register-based data, greater sample size, longer follow-up and adjustment of a much larger number
of risk factors than in published studies. Our modelling adjusted not only for sex and age but also
for comorbidities, treatments, lifestyle choices, and socio-demographic factors, resulting in more
accurate estimates.
Additionally, the study found survival benefits associated with antiplatelet prescription to ischaemic
stroke patients for 15 years following the stroke event. Aspirin prescription was clearly beneficial
for all age groups of stroke survivors. Our study hence suggests that younger patients have the
most to gain from the aspirin monotherapy given their higher risk of all-cause mortality following
a stroke event. Dual therapy (aspirin with dipyridamole or aspirin with clopidogrel) prescriptions
were found to be associated with lower survival benefits in cases. Other antiplatelets (dipyridamole
monotherapy or clopidogrel monotherapy) prescriptions were also found to be protective in cases,
however the benefit was only significant after 7 years after the stroke event. The study found mixed
survival prospects associated with the prescription of antiplatelets in controls. Insignificant survival
benefit was associated with aspirin monotherapy and other antiplatelet therapy in controls while
dual therapy was hazardous for all age groups of stroke-free controls.
This study contributed to the existing clinical evidence by showing the relative efficacy of aspirin
for long-term survival relative to clopidogrel recommended by the NICE appraisal TA210 (NICE,
2010) for secondary prevention following IS.
To conclude, after surviving the first event of IS, the survivors remain at significant long-term risk of
death, and improving prescriptions of antiplatelets has the potential of reducing long-term mortality.

7.5 Study Strengths

This study used routinely collected primary care data that were representative of the UK (Blak et al.,
2011; Hall, 2009; Lewis et al., 2007). The studies had large sample sizes which provided high power
in evaluating the difference in hazards of all-cause mortality among different groups. The electronic
medical records of the patients from THIN are very rich in information on socio-demographic, clin-
ical diagnoses of medical conditions, referrals, and medical and lifestyle interventions. Hence, our
model could incorporate a large number of covariates.
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Other studies of stroke based on data sources such as disease registers, hospital data, and mortal-
ity registers were mostly constrained by small sample sizes, were highly selective or have rigid
inclusion-exclusion criteria, short follow-up period, with findings that are often non-generalisable,
and models adjusted by limited risk factors. However, our research using primary care records pro-
vided a better way to model stroke survival.
Additionally, electronic medical records are regularly updated and are hence more precise. Both
studies had a long follow-up time which allowed us to study the changes in lifestyle factors, med-
ications, and interventions. The long follow-up permitted us to estimate the long-term hazards of
death more accurately. This led to better precision in the calculation of the life expectancy which is
useful for retirement planning and healthcare resource allocation and medical management.
The case-control design permitted the investigation of the comparative effect of stroke and TIA on
survival unlike other designs, which usually lack a control group. This also helped to reduce the
selection bias as both cases and controls were selected from the same pool of patients (Cole et al.,
2011). Our pragmatic data modelling adjusted for a larger number of risk factors hence leading
to better precision of the estimated hazards of mortality after stroke and TIA while also includ-
ing second-order interactions. Furthermore, the study included variations due to GP practices by
including a frailty term in the model.

Most survival models of stroke in the literature used the traditional Cox proportional hazards models
often foregoing checking the proportionality assumption which is an underlying premise for Cox’s
survival models. If the proportionality test fails, the non-proportionality should be included in the
model. In our study, we used a flexible parametric survival model, the Weibull Double-Cox model
which could consider the time-varying nature of the hazard ratios. Our improved model hence
provides better insight into the hazards associated with different risk factors.
Our model findings are important for the healthcare professionals for proper medical management
of patients, for the stakeholders for proper resource allocation, for the individuals, caregivers and
their doctors in identifying the risk factors that can be hazardous and interventions that can provide
survival benefits. Additionally, life expectancy estimates resulting from the models can facilitate the
choice of insurance products and retirement planning for the insureds, and product pricing for the
insurer and financial providers. Lastly, the results are useful for the government and public health
authorities in reviewing the UK pensions system and the national healthcare system to devise proper
healthcare management, screening, awareness, and possible changes in guidelines.

7.6 Study Limitations

One of the limitations of the study was the lack of data on stroke severity. Stroke severity has been
reported to be a strong predictor of survival in the literature, especially from hospital-based data
(Andersen et al., 2005; Chang et al., 2010; Mogensen et al., 2013). We were unable to incorporate
stroke severity in our analysis due to the THIN database not containing the stroke severity data. We
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were also unable to adjust for stroke sub-types due to incomplete coding.
The risk of misclassification of patients’ information remains a possibility. Patients may be recorded
but not identified in the right category (Saxena et al., 2007). The record of the medical diagnosis is
dependent on the accuracy of the administrative code. However, with QOF 2014 framework (Doran
et al., 2014), this risk has been significantly reduced. Practices are remunerated on the results they
achieve.

Furthermore, we had no data on the stroke outcomes such as quality of life, functional status and any
psycho-social factors such as depression and stress following stroke. Hence, our study was unable
to examine the effects of functional and cognitive impairments on survival. Selection bias could
have taken place as the very mild or temporary TIAs might not have come to medical attention. It
is however likely that these patients constituted a low-risk group.
Missing data was unavoidable in this study. There were records that were incomplete for BMI,
smoking status and alcohol status. Multiple Imputation was used to impute the missing data,
which might have reduced precision. However, the survival models on complete records and the
imputed data estimated similar hazard ratios. The drug adherence was unknown and therefore sur-
vival prospects associated with prescriptions of drugs may not accurately reflect the effects of drugs
on mortality. Finally, while major confounders of stroke were adjusted for, there could potentially
be some residual confounding by a number of other factors such as the familial history of stroke or
other vascular conditions, fruit and vegetable intake, and physical activity before a stroke.

7.7 Implications

The first aim of this research was to establish the list of the risk factors associated with the survival
and longevity of stroke survivors. The list of variables is presented in Chapter 4 and most of the
important variables were extracted from the THIN database.
The second aim was to estimate the survival benefits and hazards associated with survival after
stroke and TIA. All medical conditions such as heart failure, PAD, COPD, atrial fibrillation, dia-
betes type II, and myocardial infarction were associated with higher hazards of all-cause mortality.
Patients diagnosed of these conditions were generally worse off than their counterparts free of these
conditions. High blood pressure had significant interaction with case-control status in the TIA study.
Those important findings show the importance of screening of IS and TIA sufferers for high blood
pressure, diabetes, atrial fibrillation in the long term. The timely diagnosis gives the opportunity for
treatment. Control of cholesterol and blood pressure levels is important to avoid serious subsequent
events.

The third aim was to tackle the problem of missing records. Multiple imputation was performed.
The distribution of complete records was very close to that of the imputed ones. Furthermore, the
survival models based on complete records estimated similar hazard ratios as the survival models
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based on the multiple imputed datasets. The performance statistics, based on the concordance index
were also similar.

The fourth aim was to estimate the effects of TIA and IS and associated treatments on all-cause
survival. Anticoagulant drugs were found to be hazardous. However, interestingly, antiplatelets
were found to be protective for TIA and stroke cases. Aspirin was found to be the best option
for the long-term management of TIA and stroke patients as it was associated with reduced long-
term all-cause mortality among all age groups. Our study hence recommends the use of aspirin
for long-term secondary prevention as opposed to other antiplatelet options recommended by NICE
guidelines. Stroke and TIA were associated with higher mortality than controls. TIA is usually
considered to be a mild condition. Our study shows that it is a marker for long-term survival. The
“warning” events hence serve as an opportunity for prevention, as early studies have underestimated
the risk associated with a TIA. Insurance premiums, reserve and benefits calculations need to take
account of the added risk due to TIA and stroke.

The fifth aim was to estimate the risk associated with socio-demographic, lifestyle and health factors
and any associated interactions to help to inform public health measures. Survival prospects were
poor for smokers, diabetic (untreated and treated) patients and for health conditions such as atrial
fibrillation, heart failure for both cases and controls. There were no interactions between lifestyle
choices and case-control status in both the IS and TIA studies. However, addressing modifiable
risk factors can reduce the risk of subsequent cardiovascular and cerebrovascular events for both
cases and controls. Equipped with this information, public-health officials should aim to encourage
behaviour changes likely to improve the health of middle-aged and older people. The focus of
prevention should not be short-term but a lifetime.

The sixth aim was to estimate the life expectancy based on survival after TIA and IS which was
achieved by developing new models for life expectancy under different scenarios. The average
longevity in years was calculated for stroke and TIA survivors. This can help individuals to make
informed decisions on their lifestyle choices and retirement planning.

The seventh aim was to estimate the number of years lost due to medical conditions, treatments,
lifestyle and socio-demographic factors and their interactions. We found that the uptake of an-
tiplatelets can prolong life expectancy. Our life expectancy models can be applied for different
scenarios and give a good overview of the gain and loss of expected years.

The eighth aim was to evaluate how the model can be used for different parties. Equipped with the
information from the models, actuaries, and insurers might use the result to make better decisions in
terms of pricing of products and adjustment and creation of products in view of reducing their basis
risk.
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7.8 General conclusions

The key objectives of this research were to investigate how a history of ischaemic stroke or transient
ischemic attack influences survival and which treatments can help individuals live longer using
English primary care records.

The research reported the survival prospects associated with a history of a TIA or IS, as well as how
secondary medication therapy or concomittant medical conditions could affect those chances. Stud-
ies based on the survival after these neurological conditions were quite sparse and the available ones
had design constraints, small sample sizes, poor adjustment of factors, shorter follow-up periods or
made use of hospital or register data. There was a lack of research with a long-term follow-up period
adjusting for a range of confounders. As a result, our large-scale study fills in the gaps in the liter-
ature and offers fresh insights on stroke and TIA survival in routine treatment. The findings show
that stroke survivors and TIA patients are worse off compared to previously estimated. Furthermore,
most Cox survival models in the stroke literature did not report checks for proportionality of hazards
assumptions. In this work, we used a novel parametric model to handle the time dependency of any
factors that violated the PH assumptions.

Antiplatelets prescribed in routine care were found to improve the survival of TIA and IS patients.
Antiplatelet prescription guidelines from NICE are based on two RCTs that were small, had limited
generalisability, and were not applicable to the English population. Our study which is the first large
population-based in the UK fills in the gaps in clinical evidence with regard to antiplatelet therapy.
In the long-term, aspirin is useful in TIA and IS patients, according to our research.
The research adds to the growing body of evidence that TIAs should be taken seriously. Not only
are these patients at a higher risk of death than matched controls, but they are also at a higher risk
of long-term sequelae such as recurrent stroke and myocardial infarction. Our findings emphasize
the importance of bolstering secondary preventive strategies such as medication adherence.

IS survivors were also at a higher risk of death than matched controls. The increased morbidity and
mortality risks following these conditions are quite worrying. Stroke is a lingering risk decades after
the index occurrence, and strict adoption of measures is required to limit the number of premature
deaths and disabilities caused by this debilitating medical condition.
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A Readcodes

TABLE A.1: Readcodes for TIA diagnosis

Medcode Description
G65..00 Transient cerebral ischaemia
G65..11 Drop attack
G65..12 Transient ischaemic attack
G65..13 Vertebro-basilar insufficiency
G650.00 Basilar artery syndrome
G650.11 Insufficiency - basilar artery
G651.00 Vertebral artery syndrome
G651000 Vertebro-basilar artery syndrome
G652.00 Subclavian steal syndrome
G653.00 Carotid artery syndrome hemispheric
G654.00 Multiple and bilateral precerebral artery syndromes
G655.00 Transient global amnesia
G656.00 Vertebrobasilar insufficiency
G657.00 Carotid territory transient ischaemic attack
G65y.00 Other transient cerebral ischaemia
G65z.00 Transient cerebral ischaemia NOS
G65z000 Impending cerebral ischaemia
G65z100 Intermittent cerebral ischaemia
G65zz00 Transient cerebral ischaemia NOS



TABLE A.2: Readcodes for IS diagnosis

Code Description
G630.00 Basilar artery occlusion
G632.00 Vertebral artery occlusion
G63y000 Cerebral infarct due to thrombosis of precerebral arteries
G63y100 Cerebral infarction due to embolism of precerebral arteries
G64..00 Cerebral arterial occlusion
G64..11 CVA - cerebral artery occlusion
G64..12 Infarction - cerebral
G64..13 Stroke due to cerebral arterial occlusion
G640.00 Cerebral thrombosis
G640000 Cerebral infarction due to thrombosis of cerebral arteries
G641.00 Cerebral embolism
G641.11 Cerebral embolus
G641000 Cerebral infarction due to embolism of cerebral arteries
G64z.00 Cerebral infarction NOS
G64z.11 Brainstem infarction NOS
G64z.12 Cerebellar infarction
G64z000 Brainstem infarction
G64z200 Left sided cerebral infarction
G64z300 Right sided cerebral infarction
G64z400 Infarction of basal ganglia
G66..00 Stroke and cerebrovascular accident unspecified
G66..11 CVA unspecified
G66..12 Stroke unspecified
G66..13 CVA - Cerebrovascular accident unspecified
G660.00 Middle cerebral artery syndrome
G661.00 Anterior cerebral artery syndrome
G662.00 Posterior cerebral artery syndrome
G663.00 Brain stem stroke syndrome
G664.00 Cerebellar stroke syndrome
G665.00 Pure motor lacunar syndrome
G666.00 Pure sensory lacunar syndrome
G667.00 Left sided CVA
G668.00 Right sided CVA
G676000 Cereb infarct due cerebral venous thrombosis; nonpyogenic
G677000 Occlusion and stenosis of middle cerebral artery
G677100 Occlusion and stenosis of anterior cerebral artery
G677200 Occlusion and stenosis of posterior cerebral artery
G677300 Occlusion and stenosis of cerebellar arteries
G677400 Occlusion+stenosis of multiple and bilat cerebral arteries
G6W..00 Cereb infarct due unsp occlus/stenos precerebr arteries
G6X..00 Cerebrl infarctn due/unspcf occlusn or sten/cerebrl artrs
Gyu6300 [X]Cerebrl infarctn due/unspcf occlusn or sten/cerebrl artrs
Gyu6400 [X]Other cerebral infarction
Gyu6500 [X]Occlusion and stenosis of other precerebral arteries
Gyu6600 [X]Occlusion and stenosis of other cerebral arteries
Gyu6G00 [X]Cereb infarct due unsp occlus/stenos precerebr arteries208



B Supplementary materials : Survival model
after TIA

B.1 Tables

TABLE B.1: Characteristics of the cases and controls: Original dataset.

Variable
Type of patients ‡

Cases (n = 20,633) Controls (n = 58,634)

Demographical variables
Age (mean (SD)) (years) 72.3 (10.7) 71.6 (10.7)

39-60 3209 (15.6%) 9669 (16.5%)
61-70 5229 (25.3%) 15608 (26.6%)
71-76 4103 (19.9%) 11975 (20.4%)
77+ 8092 (39.2%) 21382 (36.5%)

Sex: Males 9582 (46.4 %) 27269 (46.5 %)
Year of entry

1986-1992 971 (4.7 %) 2642 (4.5 %)
1993-1999 5175 (25.1 %) 14530 (24.8 %)
2000-2006 8474 (41.1 %) 24052 (41.0 %)
2007-2016 6013 (29.1%) 17410 (29.7 %)

IMD Quintile §

1(Most deprived) 2739 (13.3 %) 6988 (11.9%)
2 3706 (18.0 %) 10312 (17.6 %)
3 4385 (21.2 %) 12506 (21.4%)
4 4983 (24.2%) 14468 (24.6%)
5 (Least Deprived) 4820 (23.4%) 14360 (24.5%)

Pre-TIA conditions
Asthma 2116 (10.3%) 5142 (8.8%)
Atrial Fibrillation 2000 (9.7%) 2900 (4.9%) ∗

Diabetes II
No Diabetes 18211 (88.3%) 53726 (91.6%)
Treated Diabetes 1965 (9.5%) 3867 (6.6%)
Untreated Diabetes 457 (2.2%) 1041 (1.8%)
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Table B.1 Continued from previous page

Variable
Type of patients ‡

Cases (n = 20,633) Controls (n = 58,634)

COPD 1100 (5.3%) 2293 (3.9%)
Heart Failure 1419(6.9%) 2557 (4.4%) ∗

Hypertension 8960 (43.4%) 19282 (32.9%) ∗

Hypercholesterolaemia 1447 (7%) 3118 (5.3%) ∗

Myocardial Infarction 1632 (7.9%) 2916 (5%) ∗

Peripheral Arterial Disease (PAD) 4936 (23.9%) 11244 (19.2%) ∗

Premorbid prescriptions
Anticoagulant agents 1640 (7.9%) 2965 (5.1%)
Lipid lowering agents 5840 (28.3%) 10670 (18.2%)
Antihypertensive agents 13772 (66.7%) 29820 (50.9%)

Antiplatelet therapy within 6 months
None 6373 (31%) 48959 (83.5%)
Aspirin monotherapy 9282 (45%) 8924 (15.2%)
Combination with aspirin(dual) 2584 (12.5%) 321 (0.5%)
Other APL agents †† 2424 (11.7%) 430 (0.7%)

Lifestyle factors
Body Mass Index (BMI)

Underweight (<= 18.5) 338 (1.6%) 1024 (1.7%)
Healthy weight (18.5 to 24.9) 4470 (21.7%) 13208 (22.5%)
Overweight (25 to 29.9) 5048 (24.5%) 14632 (25%)
Obese (30 to 40) 2956 (14.3%) 7804 (13.3%)
Missing 7821 (37.9%) 21966 (37.5%)

Smoking status
Non-smoker 7936 (38.5%) 24204 (41.3%)
Ex-Smoker 5394 (26.1%) 13922 (23.7%)
Current smoker 2363 (11.5%) 6040 (10.3%)
Missing 4940 (23.9%) 14468 (24.7%)

Alcohol consumption
Abstainer 2489 (12.1%) 6479 (11%)
Ex-consumer 530 (2.6%) 1086 (1.9%)
Current consumer 7659 (37.1%) 23485 (40.1%)
Missing 9955 (48.2%) 27584 (47%)

Note. This table is based on the big dataset where the missing values of factors were imputed using the full-case model.
‡ Cases: TIA patients, Controls: non-TIA patients.
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TABLE B.2: Cases and controls lost to follow-up by age category, social deprivation
and TIA diagnosis.

Note : It displays the number of patients who were transferred out for all cases and
controls.

Number of transferred out patients TIA diagnosis

Age category/IMD deprivation cases controls
39-62 814 1027

1 ( most deprived) 152 194
2 168 186
3 157 204
4 175 224
5 ( least deprived) 162 219

63-69 981 1349
1 ( most deprived) 182
2 187 251
3 206 298
4 207 333
5 ( least deprived) 199 254

70-76 1373 1871
1 ( most deprived) 178 272
2 242 369
3 274 413
4 355 439
5 ( least deprived) 324 378

77+ 1718 1814
1 ( most deprived) 219 236
2 341 341
3 371 398
4 400 445
5 ( least deprived) 387 394

Grand Total 4886 6061

§ IMD stands for Index of Multiple Deprivation in England. Quintile 1 is the most deprived group and Quintile 5 is least deprived group.
†† Other antiplatelet (APL) agents included dipyridamole or/& clopidogrel.
* p < .05. for proportion difference (χ2 test).

TABLE B.3: Description and coding of variables in the study

Category Variable Description Levels

Demographic Groups cases, controls
Death indicator 0=Censored,1=Dead
Identity of GP practice Frailty random term
Gender 1= Male,2= Female
Age at diagnosis 1=“39-60",2=“61-70", 3=“71-76",4=“77+"

Birth cohort
1=“1900-1920", 2=“1921-1930"
, 3=“1931-1940", 4=“1941-1960"

Time of follow-up Continuous variable

Social Deprivation IMD( Index of Multiple Deprivation) level 1(Most Deprived), 2,3,4,5 ( Most Deprived)
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Table B.3 continued from previous page

Category Variable Description Levels

Pre-stroke medical conditions
and medical therapy Asthma 0=Not diagnosed, 1=Diagnosed

CKD 0=Not diagnosed, 1=Diagnosed ( stages 1-2)
COPD 0=Not diagnosed, 1=Diagnosed
Heart Failure 0=Not diagnosed, 1=Diagnosed
Hypothyroidism 0=Not diagnosed, 1=Diagnosed
Myocardial Infarction 0=Not diagnosed, 1=Diagnosed
PVD 0=Not diagnosed, 1=Diagnosed
Hypertension Factor 1= Not diagnosed and not treated

2= Diagnosed and Treated
3= Diagnosed and Not Treated

Hypercholesterolemia Factor 1= Not diagnosed and not treated
2= Diagnosed and Treated
3= Diagnosed and Not Treated

Atrial Fibrillation Factor 1= Not diagnosed and not treated
2= Diagnosed and Treated
3= Diagnosed and Not Treated

Diabetes II Factor 1= Not diagnosed and not treated
2= Diagnosed and Treated
3= Diagnosed and Not Treated

Antiplatelet agents 0=No, 1= Yes

Lifestyle factors BMI category 1=Underweight, 2=Normal,3=Overweight,4=Obese
Smoking Status 1=Non-smoker,2=Ex-smoker and 3=Current smoker
Alcohol Status 1=Non-current, 2=Current
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TABLE B.4: Results of the Grambsch and Therneau (1994)’s test of the assumption
of proportional hazards

Factors Rho Chi-square p-value
Birth_Cohort 52.1609 3 2.80E-11
Age_category 5.5745 3 0.008
Sex 0.6545 1 0.4185
Case-control status 9.4538 1 0.0021
IMD_Quintile 4.8205 4 0.3062
BMI_category 7.0349 1 0.008
Antiplatelets 21.4079 3 8.70E-05
Asthma 0.0647 1 0.7991
CKD 3.1115 1 0.0777
COPD 0.8182 1 0.3657
Heart_failure 8.1735 1 0.0043
Myocardial_infarction 6.3373 1 0.0118
PVD_PAD 3.1927 1 0.074
SMOKING 4.4481 2 0.1082
Alcohol_category 0.0224 1 0.8812
Diabetes_factor 1.9 2 0.3867
Atrial_fibrillation 0.5074 1 0.4762
Hypertension 0.6778 1 0.4104
Anticoagulant_agents 5.9703 1 0.0145
Hypertension 17.3865 1 3.00E-05
Age_cat:groups 4.27 3 0.2337
Groups:Hypertension 11.7695 1 0.0006
Groups:DUAL 11.2871 3 0.0103
GLOBAL 152.7032 40 4.50E-15

TABLE B.5: Table explaining the patterns of missingness between variables.

SMOKING BMI measurement ALCOHOL Missing Pattern Number missing

0 36908
✗ 1 9763

✗ 1 4274
✗ ✗ 2 8884

✗ 1 339
✗ ✗ 2 2440
✗ ✗ 2 207
✗ ✗ ✗ 3 16422

19408 29787 37539 86734

Note. The table row total shows the number of values missing in different missing pattern. The column subtotal shows the missing
values in each variables.

= observed. ✗= missing.
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TABLE B.6: Correlation matrix jointly missing variables.

SMOKING ALCOHOL BMI_measurement
SMOKING 1 0.5682581 0.5655395
ALCOHOL 0.5682581 1 0.5842658
BMI_measurement 0.5655395 0.5842658 1

TABLE B.7: Multiplicative hazard model : test for time-invariant effects (
Kolmogorov-Smirnov test)

Test for time invariant effects
Kolmogorov-Smirnov test p−value H0 : constant effect

(Intercept) 10.9 0
birth_cohort1921 to 1930 1.02 0.126
birth_cohort1931 to 1940 2.89 0
birth_cohort1941 to 1960 5.88 0
age_cat2 2.81 0.005
age_cat3 3.72 0
age_cat4 4.1 0.001
sexMale 0.437 0.558
groupscases 2.24 0.099
IMD_Quintile2 0.684 0.569
IMD_Quintile3 0.611 0.65
IMD_Quintile4 0.548 0.744
IMD_Quintile5 0.779 0.459
BMI_categoryObese+Overweight 0.907 0.011
antiplatelet_drugs_drugs1 0.807 0.001
asthma1 0.663 0.672
CKD1 4.64 0.489
COPD1 1.02 0.73
heart_failure1 1.88 0.075
myocardial_infarction1 0.821 0.54
PVD_PAD1 0.609 0.466
SMOKINGCurrent smoker 0.572 0.584
SMOKINGEx-Smoker 0.91 0.02
alcohol_catYes 0.426 0.704
Diabetes_factorYes and Treated 0.579 0.896
Diabetes_factorYesand Untreated 1.12 0.657
atrial_fibrillation1 1.2 0.377
hypertension1 0.593 0.397
anticoagulant_agents1 1.07 0.63
antihypertensive_agents1 1.24 0.034
age_cat2:groupscases 2.36 0.116
age_cat3:groupscases 2.25 0.166
age_cat4:groupscases 2.35 0.173
groupscases:antihypertensive_agents1 1.01 0.369
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TABLE B.8: Multiplicative hazard model : test for time-invariant effects ( Cramer
von Mises test.)

Cramer von Mises test p-value H0 : constant effect
(Intercept) 975 0
birth_cohort1921 to 1930 3.85 0.154
birth_cohort1931 to 1940 59.1 0
birth_cohort1941 to 1960 244 0
age_cat2 48.8 0.002
age_cat3 97.7 0
age_cat4 114 0
sexMale 0.33 0.751
groupscases 21.1 0.093
IMD_Quintile2 1.58 0.512
IMD_Quintile3 1.14 0.593
IMD_Quintile4 0.621 0.825
IMD_Quintile5 1.92 0.437
BMI_categoryObese+Overweight 3.18 0.092
antiplatelet_drugs_drugs1 5.25 0.006
asthma1 1.17 0.691
CKD1 83.5 0.427
COPD1 3.46 0.632
heart_failure1 23 0.027
myocardial_infarction1 2.1 0.5
PVD_PAD1 0.737 0.626
SMOKINGCurrent smoker 1.71 0.317
SMOKINGEx-Smoker 2.59 0.086
alcohol_catYes 0.602 0.61
Diabetes_factorYes and treated 0.417 0.978
Diabetes_factorYes and Untreated 2.5 0.803
atrial_fibrillation1 6.24 0.269
hypertension1 1.68 0.243
anticoagulant_agents1 5.27 0.423
antihypertensive_agents1 10.6 0.009
age_cat2:groupscases 14 0.269
age_cat3:groupscases 20 0.173
age_cat4:groupscases 25 0.136
groupscases:antihypertensive_agents1 3.18 0.405
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TABLE B.9: Life expectancy model for the TIA database.

Coefficients Estimates

a(Scale) 225.137
b(Shape) 2.412
exp(birth_cohort1.shape) 0.934
exp(birth_cohort2.shape) 0.864
exp(birth_cohort3.shape) 0.772
exp(heart_failure1.shape) 0.936
exp(APL1.shape) 0.894
exp(birth_cohort1.scale) 0.524
exp(birth_cohort2.scale) 0.274
exp(birth_cohort3.scale) 0.12
exp(female.scale) 0.673
exp(IMD_Quintile2.scale) 0.852
exp(IMD_Quintile3.scale) 0.833
exp(IMD_Quintile4.scale) 0.755
exp(IMD_Quintile5.scale) 0.719
exp(BMI_category1.scale) 0.825
exp(asthma1.scale) 1.241
exp(COPD1.scale) 1.696
exp(CKD1.scale) 1.183
exp(myocardial_infarction1.scale) 1.311
exp(PVD_PAD1.scale) 1.201
exp(SMOKING1.scale) 1.995
exp(SMOKING2.scale) 1.3
exp(alcohol_cat1.scale) 0.902
exp(atrial_fibrillation1.scale) 1.213
exp(Diabetes_factor1.scale) 1.777
exp(Diabetes_factor2.scale) 1.269
exp(anticoagulant_agents1.scale) 1.395
exp(groupscases1.scale) 1.641
exp(hypertension.scale) 1.328
exp(APL1.scale) 0.561
exp(age_c.scale) 1.085
exp(groupscases1:APL1.scale) 0.803
σ2 0.066
Loglik -24813.79
AIC 49695.58
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TABLE B.10: Estimated coefficients of full-case model and model on the imputed data and their significance.

Variable Full case Multiple Imputed dataset

Estimate§ 95% confidence Interval p-value Estimate § 95% confidence Interval p-value

Sample size 24,797 - - 79,267 - -
Number of non-censored 6,188 - - 24,176 - -
a(Scale) 25.45 23.68−27.36 0 29.19 28.79−29.59 0
b(Shape) 3.36 3-3.76 0 2.39 2.31−2.48 0

exp(birth_cohort1921 to 1930.shape) 0.86 0.82−0.91 0 0.84 0.82−0.86 0
exp(birth_cohort1931 to 1940.shape) 0.70 0.65−0.75 0 0.66 0.62−0.7 0
exp(birth_cohort1941 to 1960.shape) 0.53 0.47−0.6 0 0.48 0.4−0.56 0
exp(BMI_categoryObese+Overweight.shape) 1.07 1.03−1.11 0 1.02 0.98−1.05 0.68
exp(heart_failure1.shape) 0.82 0.78−0.87 0 0.79 0.77−0.81 0
exp(age_cat2.shape) 0.83 0.76−0.92 0 0.90 0.82−0.98 0
exp(age_cat3.shape) 0.78 0.7−0.87 0 0.77 0.7−0.85 0
exp(age_cat4.shape) 0.66 0.59−0.7 0 0.59 0.51−0.67 0
exp(APL_Aspirin only.shape) 0.91 0.87−0.95 0 0.96 0.94−0.98 0
exp(APL_DUAL Therapy(with Aspirin).shape) 0.89 0.81−0.98 0.01 0.90 0.84−0.95 0
exp(APL_Other Non Aspirin.shape) 0.85 0.76−0.94 0.00 0.89 0.83−0.95 0

exp(birth_cohort1921 to 1930.scale) 0.54 0.49−0.6 0 0.50 0.44−0.56 0
exp(birth_cohort1931 to 1940.scale) 0.29 0.26−0.33 0 0.23 0.15−0.31 0
exp(birth_cohort1941 to 1960.scale) 0.12 0.1−0.15 0 0.09 0.03−0.2 0
exp(sexMale.scale) 1.31 1.24−1.42 0 1.30 1.28−1.33 0
exp(IMD_Quintile2.scale) 0.88 0.81−0.96 0.00 0.92 0.88−0.96 0
exp(IMD_Quintile3.scale) 0.88 0.8−0.96 0.00 0.92 0.88−0.96 0
exp(IMD_Quintile4.scale) 0.79 0.72−0.87 0 0.87 0.81−0.93 0
exp(IMD_Quintile5.scale) 0.76 0.69−0.84 0 0.81 0.75−0.87 0
exp(BMI_categoryObese+Overweight.scale) 0.88 0.82−0.95 0 0.87 0.82−0.92 0

§ Estimated coefficients of full-case model and model on the imputed data and their significance.
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. . . Continued from Table B.10

Variable Full case Multiple Imputed dataset

Estimate§ 95% confidence Interval p-value Estimate § 95% confidence Interval p-value

exp(asthma1.scale) 1.26 1.16−1.37 0 1.16 1.12−1.2 0
exp(COPD1.scale) 1.71 1.53−1.91 0 1.73 1.67−1.79 0
exp(CKD1.scale) 1.18 0.99−1.4 0.06 1.04 0.96−1.11 0.07
exp(myocardial_infarction1.scale) 1.33 1.22−1.45 0 1.20 1.16−1.24 0
exp(PVD_PAD1.scale) 1.21 1.14−1.29 0 1.14 1.1−1.18 0
exp(SMOKING_Current smoker.scale) 1.90 1.77−2.05 0 2.04 1.96−2.11 0
exp(SMOKING_Ex-Smoker.scale) 1.31 1.23−1.39 0 1.24 1.2−1.29 0
exp(alcohol_cat_Yes.scale) 0.90 0.85−0.95 0 0.89 0.85−0.93 0
exp(atrial_fibrillation1.scale) 1.28 1.15−1.43 0 1.27 1.21−1.32 0
exp(Diabetes_factor_Yes and Treated.scale) 1.82 1.67−1.98 0 1.52 1.48−1.56 0
exp(Diabetes_factor_Yes and Untreated.scale) 1.32 1.14−1.53 0 1.12 1.04−1.2 0
exp(anticoagulant_agents1.scale) 1.40 1.25−1.57 0 1.23 1.17−1.29 0
exp(groups_cases.scale) 2.29 1.89−2.77 0 3.04 2.91−3.18 0
exp(hypertension.scale) 1.45 1.34−1.57 0 1.41 1.37−1.45 0
exp(age_cat2.scale) 1.63 1.4−1.91 0 1.77 1.66−1.89 0
exp(age_cat3.scale) 2.34 1.97−2.76 0 2.12 2−2.24 0
exp(age_cat4.scale) 3.73 3.16−4.4 0 2.65 2.55−2.76 0
exp(APL_Aspirin only.scale) 0.96 0.85−1.08 0.47 1.01 0.95−1.07 0.447
exp(APL_DUAL Therapy .scale) 1.35 0.85−2.15 0.21 1.11 0.9−1.33 0.23
exp(APL_Other Non Aspirin.scale) 0.93 0.62−1.41 0.74 0.99 0.79−1.18 0.78
exp(groups_cases:APLA_spirin only.scale) 0.91 0.8−1.03 0.14 0.88 0.83−0.94 0.04
exp(groups_cases:APL_DUAL Therapy.scale) 0.65 0.41−1.01 0.05 0.75 0.53−0.96 0.044
exp(groups_cases:APL_Other Non Aspirin.scale) 0.84 0.56−1.25 0.39 0.86 0.66−1.06 0.06
exp(groups_cases:hypertension.scale) 0.91 0.81−1.02 0.09 0.92 0.86−0.97 0
exp(groups_cases:age_cat2.scale) 0.84 0.69−1.04 0.10 0.65 0.51−0.79 0
exp(groups_cases:age_cat3.scale) 0.71 0.57−0.87 0.00 0.54 0.41−0.68 0
exp(groups_cases:age_cat4.scale) 0.59 0.48−0.73 0 0.50 0.36−0.64 0
σ2 0.08 0.06−0.11 0 0.08 0.04−0.13 0

§ Estimated coefficients for Weibull Double-Cox model fitted to the full case records and imputed datasets.
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TABLE B.11: Estimated coefficients of full-case model and model on the imputed data and their significance: Survival model for Life
expectancy.

Full Case model Model on Imputed model

Definition of parameter Parameter Estimates 95% CI p-value Estimates 95% CI p-value

a Scale 215.65 169.92-273.04 0 225.14 179.41-282.52 0
b Shape 2.13 2.03-2.23 0 2.41 2.31-2.51 0

Born in 1921-1930 Shape 0.92 0.88-0.97 0.0035 0.93 0.89-0.98 0.0044
Born in 1931-1940 Shape 0.82 0.77-0.87 0 0.86 0.82-0.91 0
Born in 1941-1960 Shape 0.87 0.8-0.95 0 0.77 0.7-0.85 0
Heart-failure - Present Shape 0.93 0.92-0.95 0 0.94 0.92-0.95 0
Antiplatelet therapy Shape 0.89 0.86-0.93 0 0.89 0.86-0.93 0

Born in 1921-1930 Scale 0.53 0.4-0.71 0 0.52 0.39-0.71 0
Born in 1931-1940 Scale 0.28 0.21-0.39 0 0.27 0.2-0.38 0
Born in 1941-1960 Scale 0.14 0.09-0.22 0 0.12 0.07-0.2 0
Females Scale 0.57 0.53-0.61 0 0.67 0.64-0.71 0
IMD Quintile 2 Scale 0.69 0.61-0.77 4.00E-04 0.85 0.78-0.93 5.00E-04
IMD Quintile 3 Scale 0.73 0.66-0.81 1.00E-04 0.83 0.76-0.91 1.00E-04
IMD Quintile 4 Scale 0.66 0.59-0.73 0 0.76 0.69-0.83 0
IMD Quintile 5 Scale 0.73 0.67-0.81 0 0.72 0.65-0.79 0
BMI (Overweight & Obese) Scale 0.84 0.8-0.89 0 0.83 0.78-0.87 0
Asthma - Present Scale 1.26 1.16-1.38 0 1.24 1.14-1.35 0
Chronic obstructive pulmonary disease Scale 1.77 1.59-1.97 0 1.70 1.52-1.9 0
Chronic Kidney Disease Scale 1.17 0.98-1.39 0.0345 1.18 1-1.41 0.0545
Myocardial infarction Scale 1.83 1.72-1.95 0 1.31 1.2-1.43 0
Peripheral Artery Disease/Vascular Disease Scale 1.52 1.45-1.6 0 1.20 1.13-1.28 0
Current smoker Scale 1.97 1.83-2.13 0 2.00 1.85-2.15 0
Ex-smoker Scale 1.28 1.2-1.36 0 1.30 1.22-1.38 0
Alcohol intake - Yes Scale 0.93 0.88-0.99 7.50E-04 0.90 0.85-0.96 7.00E-04
Atrial fibrillation - Present Scale 1.24 1.11-1.38 3.94E-04 1.21 1.09-1.35 4.00E-04
Treated Diabetes Scale 1.97 1.83-2.13 0 1.78 1.63-1.93 0
Untreated Diabetes Scale 1.12 0.95-1.32 0.0018 1.27 1.09-1.47 0.0016
Anticoagulant agents Scale 1.93 1.78-2.1 0 1.40 1.24-1.56 0
Cases-group Scale 1.74 1.61-1.88 0 1.64 1.52-1.78 0
Antihypertensive agents Scale 1.31 1.23-1.39 0 1.33 1.25-1.41 0
Antiplatelet therapy Scale 0.58 0.45-0.73 0 0.56 0.44-0.72 0
Age as continuous Scale 1.08 1.07-1.09 0 1.09 1.08-1.09 0
Interaction of cases & Antiplatelet Therapy Scale 0.87 0.78-0.97 2.00E-04 0.80 0.71-0.91 3.00E-04
σ2 0.08 0.06-0.1 0 0.07 0.05-0.09 0
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TABLE B.12: Hazard ratios over different years associated with uptake of different
types of antiplatelets for TIA patients by different age groups.

Age 39-60 years
Time (years) Aspirin only DAPT Other APL
1 1(0.89-1.11) 1.16(0.79-1.62) 1.16(0.79-1.62)
5 0.93(0.84-1.01) 0.92(0.61-1.26) 0.94(0.67-1.25)
10 0.9(0.82-0.98) 0.85(0.56-1.15) 0.86(0.61-1.14)
15 0.88(0.8-0.96) 0.81(0.54-1.1) 0.82(0.58-1.09)

Age 61- 70 years
Time (years) Aspirin only DAPT Other APL
1 0.98(0.88-1.09) 1.07(0.69-1.51) 1.2(0.82-1.68)
5 0.92(0.84-1) 0.9(0.6-1.23) 0.96(0.68-1.28)
10 0.89(0.82-0.98) 0.83(0.56-1.14) 0.87(0.62-1.16)
15 0.88(0.8-0.96) 0.8(0.53-1.09) 0.82(0.59-1.09)

Age 71-76 years
Time (years) Aspirin only DAPT Other APL
1 1.01(0.9-1.13) 1.14(0.74-1.65) 1.2(0.82-1.68)
5 0.93(0.85-1.02) 0.93(0.62-1.29) 0.96(0.68-1.28)
10 0.9(0.82-0.99) 0.85(0.57-1.17) 0.87(0.62-1.16)
15 0.88(0.81-0.97) 0.81(0.54-1.11) 0.82(0.59-1.09)

Age 77+ years
Time (years) Aspirin only DAPT Other APL
1 1.04(0.92-1.16) 1.22(0.77-1.81) 1.29(0.85-1.86)
5 0.95(0.86-1.04) 0.96(0.64-1.33) 0.99(0.7-1.34)
10 0.91(0.83-0.99) 0.87(0.58-1.19) 0.89(0.63-1.18)
15 0.89(0.81-0.97) 0.82(0.55-1.12) 0.83(0.59-1.11)
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TABLE B.13: Hazard ratios over different years associated with uptake of different
types of antiplatelets for TIA controls by different age groups.

Age 39-60 years
Time (years) Aspirin only DAPT Other APL
1 1.13(1.04-1.21) 1.49(1.13-2.06) 1.35(1.07-1.68)
5 1.05(0.99-1.1) 1.23(0.95-1.51) 1.1(0.89-1.28)
10 1.02(0.96-1.07) 1.14(0.9-1.33) 1(0.82-1.16)
15 1(0.94-1.05) 1.08(0.85-1.28) 0.95(0.78-1.1)

Age 61- 70 years
Time (years) Aspirin only DAPT Other APL
1 1.12(1.02-1.20) 1.43(1.22-1.69) 1.29(0.99-1.66)
5 1.04(0.98-1.1) 1.21(1.11-1.26) 1.07(0.85-1.30)
10 1.01(0.95-1.07) 1.12(1.05-1.18) 0.99(0.79-1.19)
15 1(0.94-1.05) 1.07(1.01-1.13) 0.95(0.75-1.13)

Age 71-76 years
Time (years) Aspirin only DAPT Other APL
1 1.14(1.05-1.25) 1.54(1.15-1.99) 1.40(1.04-1.8)
5 1.06(0.99-1.12) 1.25(0.99-1.51) 1.12(0.88-1.35)
10 1.02(0.96-1.078) 1.14(0.91-1.37) 1(0.81-1.21)
15 1(0.94-1.06) 1.08(0.87-1.30) 0.96(0.77-1.15)

Age 77+ years
Time (years) Aspirin only DAPT Other APL
1 1.10(1.02-1.18) 1.38(1.08-1.73) 1.25(0.97-1.57)
5 1.03(0.97-1.11) 1.18(0.95-1.42) 1.05(0.84-1.27)
10 1.01(0.94-1.06) 1.11(0.89-1.32) 0.98(0.78-1.19)
15 1(0.94-1.05) 1.06(0.85-1.28) 0.94(0.75-1.13)

221



B.2 Figures

FIGURE B.1: The missing pattern in the TIA dataset and the association of missing
records.
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C Supplementary materials : Survival
model after IS

C.1 Tables

TABLE C.1: Results of the Grambsch and Therneau (1994)’s test of the assumption
of proportional hazards.

Variables Chi-square df p-value
Birth_cohort 21.9523 3 6.70E-05
Age_cat 11.9221 3 0.00765
Sex 0.7516 1 0.38596
Groups 43.4684 1 4.30E-11
IMD_Quintile 4.1569 4 0.38519
BMI_cat 2.5118 3 0.47317
APL 47.4093 3 2.80E-10
asthma 0.908 1 0.34064
CKD 10.3074 1 0.00132
COPD 1.5238 1 0.21705
Heart_failure 6.3192 1 0.01194
Myocardial_infarction 0.6413 1 0.42323
PAD 1.5223 1 0.21727
SMOKING 2.832 2 0.24269
Alcohol_cat 0.4474 1 0.5036
Diabetes_factor 6.4835 2 0.0391
Atrial_fibrillation 0.0225 1 0.88081
Hypertension 22.3166 1 2.30E-06
Age_cat:groups 25.9859 3 9.60E-06
Sex:groups 13.9863 1 0.00018
Groups:hypertension 36.0279 1 1.90E-09
GLOBAL 142.0436 36 1.60E-14
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TABLE C.2: Estimated coefficients and associated significance level of full-case model and data on the imputed data for survival after
IS.

Variable Full case model Model on the imputed data

Estimate§ 95% confidence Interval p-value Estimate § 95% confidence Interval p-value

Sample size 25,711 - - 75,769 - -
Number of non-censored 6,372 - - 23,959 - -
a(Scale) 36.521 33.027 − 40.385 ‘ 0 48.868 43.523 − 54.869 0
b(Shape) 2.377 2.258 − 2.503 0 1.228 1.2 − 1.256 0

exp(birth_cohort1921 to 1930.shape) 0.937 0.891 − 0.985 0.0103 1.015 0.992 − 1.039 0.2054
exp(birth_cohort1931 to 1940.shape) 0.906 0.856 − 0.959 7.00E-04 0.953 0.923 − 0.985 0.004
exp(birth_cohort1941 to 1960.shape) 0.764 0.705 − 0.828 0 0.768 0.729 − 0.809 0
exp(APLAspirin.shape) 0.903 0.866 − 0.941 0 0.945 0.923 − 0.967 0
exp(APLDual therapy.shape) 0.791 0.739 − 0.847 0 0.982 0.938 − 1.027 0.4249
exp(APLother.shape) 0.837 0.761 − 0.922 3.00E-04 0.89 0.84 − 0.943 1.00E-04
exp(Hypertension.shape) 0.872 0.837 − 0.909 0 0.834 0.816 − 0.853 0

exp(birth_cohort1921 to 1930.scale) 0.655 0.572 − 0.749 0 0.673 0.635 − 0.712 0
exp(birth_cohort1931 to 1940.scale) 0.435 0.37 − 0.511 0 0.348 0.321 − 0.378 0
exp(birth_cohort1941 to 1960.scale) 0.213 0.171 − 0.264 0 0.146 0.129 − 0.164 0
exp(IMD_Quintile2.scale) 0.944 0.866 − 1.03 0.1941 0.974 0.929 − 1.02 0.2667
exp(IMD_Quintile3.scale) 0.949 0.87 − 1.036 0.2422 0.938 0.895 − 0.984 0.0083
exp(IMD_Quintile4.scale) 0.825 0.755 − 0.903 0 0.876 0.835 − 0.92 0
exp(IMD_Quintile5.scale) 0.826 0.752 − 0.907 1.00E-04 0.843 0.8 − 0.888 0
exp(BMI_categoryObese +Overweight .scale) 0.773 0.734 − 0.814 0 0.845 0.823 − 0.868 0
exp(anticoagulant_agents1.scale) 1.18 1.064 − 1.308 0.0016 1.14 1.081 − 1.202 0
exp(APLAspirin.scale) 0.888 0.778 − 1.013 0.0778 0.966 0.909 − 1.027 0.2654
exp(APLDual therapy.scale) 1.092 0.778 − 1.532 0.6113 1.28 1.065 − 1.538 0.0086
exp(APLother.scale) 0.706 0.465 − 1.072 0.1024 0.919 0.758 − 1.115 0.3944
exp(atrial_fibrillation1.scale) 1.332 1.216 − 1.459 0 1.182 1.129 − 1.238 0
exp(Diabetes_factorYes and Treated.scale) 1.787 1.662 − 1.921 0 1.354 1.296 − 1.414 0
exp(Diabetes_factorYes and Untreated.scale) 1.378 1.213 − 1.565 0 1.096 1.014 − 1.185 0

§ Estimated coefficients for Weibull double-Cox model fitted to the full case records and imputed datasets.
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. . . Continued from Table C.2

Variable Full case model Model on the imputed data

Estimate§ 95% confidence Interval p-value Estimate § 95% confidence Interval p-value

exp(CKD1.scale) 1.244 1.102 − 1.404 4.00E-04 1.145 1.078 − 1.215 0.0206
exp(COPD1.scale) 1.952 1.778 − 2.142 0 1.619 1.541 − 1.702 0
exp(heart_failure1.scale) 1.589 1.443 − 1.749 0 1.543 1.476 − 1.613 0
exp(myocardial_infarction1.scale) 1.234 1.137 − 1.339 0 1.142 1.091 − 1.195 0
exp(PVD_PAD1.scale) 1.156 1.088 − 1.229 0 1.107 1.073 − 1.142 0
exp(SMOKINGCurrent smoker.scale) 1.836 1.704 − 1.978 0 1.946 1.872 − 2.022 0
exp(SMOKINGEx−Smoker.scale) 1.263 1.192 − 1.337 0 1.282 1.244 − 1.32 0
exp(groupscases.scale) 3.818 3.116 − 4.679 0 5.667 4.932 − 6.511 0
exp(sexMale.scale) 1.399 1.3 − 1.505 0 1.222 1.181 − 1.265 0
exp(Hypertension.scale) 1.122 1 − 1.26 0.0502 0.955 0.902 − 1.011 0.1139
exp(age_cat2.scale) 2.064 1.74 − 2.449 0 1.861 1.652 − 2.097 0
exp(age_cat3.scale) 3.412 2.833 − 4.109 0 2.561 2.262 − 2.901 0
exp(age_cat4.scale) 5.818 4.785 − 7.073 0 4.05 3.569 − 4.596 0
exp(groupscases:age_cat2.scale) 0.759 0.619 − 0.93 0.0078 0.668 0.577 − 0.772 0
exp(groupscases:age_cat3.scale) 0.575 0.468 − 0.706 0 0.533 0.462 − 0.615 0
exp(groupscases:age_cat4.scale) 0.564 0.461 − 0.69 0 0.521 0.454 − 0.597 0
exp(groupscases:sexMale.scale) 0.879 0.794 − 0.974 0.0136 0.891 0.845 − 0.941 0
exp(groupscases:Hypertension) 0.856 0.763 − 0.96 0.0078 0.958 0.902 − 1.018 0.171
exp(APLAspirin:groupscases.scale) 0.911 0.803 − 1.035 0.1511 0.716 0.672 − 0.763 0
exp(APLDual therapy:groupscases.scale) 0.562 0.413 − 0.766 3.00E-04 0.525 0.443 − 0.622 0
exp(APLother:groupscases.scale) 1.029 0.704 − 1.503 0.8843 0.661 0.552 − 0.793 0
σ2 0.058 0.041 − 0.081 0 0.073 0.059 − 0.091 0
§ Estimated coefficients for Weibull double-Cox model fitted to the full case records and imputed datasets.
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TABLE C.3: Hazard ratios over different years associated with uptake of different
types of antiplatelets for patients aged 39−60 years at entry (IS dataset).

Cases

Time(years) Aspirin Dual Therapy Other Antiplatelets
1 0.8(0.67−0.97) 0.7(0.46−0.97) 0.81(0.5−1.3)
3 0.76(0.65−0.88) 0.69(0.46−0.94) 0.72(0.47−1.07)
5 0.74(0.64−0.84) 0.69(0.45−0.92) 0.68(0.45−0.98)
10 0.71(0.63−0.8) 0.68(0.45−0.91) 0.64(0.43−0.88)
15 0.69(0.62−0.77) 0.67(0.59−0.76) 0.61(0.42−0.84)

Controls

Time (years) Aspirin Dual Therapy Other Antiplatelets
1 1.12(0.96−1.33) 1.34(1.24−1.49) 1.22(0.85−1.85)
3 1.06(0.94−1.2) 1.30(1.23−1.40) 1.09(0.81−1.48)
5 1.03(0.93−1.15) 1.310(1.23−1.39) 1.04(0.79−1.35)
10 0.99(0.91−1.08) 1.29(1.23−1.36) 0.96(0.76−1.2)
15 0.97(0.9−1.05) 1.28(1.22−1.35) 0.92(0.74−1.13)

TABLE C.4: Hazard ratios over different years associated with uptake of different
types of antiplatelets for patients aged 61−70 years at entry (IS dataset).

Cases

Time(years) Aspirin Dual Therapy Other Antiplatelets
1 0.84(0.68−1.05) 0.72(0.46−1.01) 0.89(0.53−1.53)
3 0.78(0.66−0.93) 0.7(0.45−0.95) 0.77(0.49−1.19)
5 0.76(0.65−0.88) 0.69(0.45−0.94) 0.73(0.47−1.07)
10 0.72(0.64−0.82) 0.68(0.45−0.92) 0.66(0.44−0.93)
15 0.71(0.63−0.79) 0.68(0.45−0.91) 0.63(0.43−0.86)

Controls

Time(years) Aspirin Dual Therapy Other Antiplatelets
1 1.17(0.97−1.45) 1.36(1.24−1.54) 1.35(0.88−2.26)
3 1.09(0.95−1.28) 1.33(1.24−1.46) 1.17(0.84−1.7)
5 1.06(0.94−1.2) 1.32(1.23−1.42) 1.1(0.81−1.5)
10 1.01(0.92−1.12) 1.3(1.23−1.38) 1(0.77−1.28)
15 0.98(0.91−1.07) 1.29(1.22−1.36) 0.95(0.75−1.18)

TABLE C.5: Hazard ratios over different years associated with uptake of different
types of antiplatelets for patients aged 71−76 years at entry (IS dataset).

Cases Time(years) Aspirin Dual Therapy Other Antiplatelets
1 0.85(0.68−1.15) 0.72(0.46−1.03) 0.92(0.52−1.86)
3 0.79(0.66−0.99) 0.7(0.46−0.97) 0.79(0.48−1.35)
5 0.76(0.65−0.92) 0.69(0.46−0.96) 0.74(0.46−1.17)
10 0.73(0.64−0.85) 0.68(0.45−0.92) 0.67(0.44−0.97)
15 0.71(0.63−0.81) 0.68(0.59−0.76) 0.68(0.45−0.91)

Controls Time(years) Aspirin Dual Therapy Other Antiplatelets
1 1.19(0.96−1.61) 1.37(1.25−1.59) 1.39(0.88−2.66)
3 1.11(0.94−1.37) 1.34(1.24−1.49) 1.2(0.84−1.91)
5 1.07(0.93−1.27) 1.32(1.24−1.45) 1.12(0.81−1.64)
10 1.02(0.92−1.16) 1.3(1.23−1.39) 1.02(0.78−1.36)
15 0.99(0.91−1.09) 1.29(1.22−1.36) 0.96(0.75−1.22)
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TABLE C.6: Hazard ratios over different years associated with uptake of different
types of antiplatelets for patients aged 77+ years at entry (IS dataset).

Cases

Time(years) Aspirin Dual Therapy Other Antiplatelets
1 0.85(0.68−1.08) 0.72(0.46−1.03) 0.91(0.54−1.59)
3 0.79(0.66−0.95) 0.69(0.46−0.95) 0.79(0.5−1.22)
5 0.76(0.65−0.89) 0.69(0.45−0.95) 0.74(0.48−1.08)
10 0.73(0.64−0.83) 0.68(0.45−0.93) 0.67(0.45−0.94)
15 0.71(0.63−0.79) 0.68(0.44−0.91) 0.63(0.43−0.87)

Controls

Time(years) Aspirin Dual Therapy Other Antiplatelets
1 1.19(0.97−1.48) 1.37(1.25−1.56) 1.38(0.89−2.34)
3 1.1(0.95−1.3) 1.34(1.24−1.47) 1.19(0.84−1.74)
5 1.06(0.94−1.22) 1.32(1.24−1.43) 1.11(0.82−1.53)
10 1.02(0.92−1.13) 1.3(1.23−1.39) 1.01(0.78−1.29)
15 0.99(0.91−1.08) 1.29(1.23−1.36) 0.96(0.75−1.19)
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TABLE C.7: Life expectancy model using the IS dataset fitted to a Weibull double-
Cox model.

Coefficients Estimates

a 338.339
b 2.254

exp(birth_cohort1.shape) 0.903
exp(birth_cohort2.shape) 0.885
exp(birth_cohort3.shape) 0.782
exp(antiplatelet_drugs_drugs1.shape) 0.866
exp(birth_cohort1.scale) 0.476
exp(birth_cohort2.scale) 0.351
exp(birth_cohort3.scale) 0.162
exp(IMD_Quintile2.scale) 0.951
exp(IMD_Quintile3.scale) 0.96
exp(IMD_Quintile4.scale) 0.825
exp(IMD_Quintile5.scale) 0.827
exp(BMI_category1 .scale) 0.797
exp(antiplatelet_drugs_drugs1.scale) 0.409
exp(COPD1.scale) 1.884
exp(heart_failure1.scale) 1.639
exp(myocardial_infarction1.scale) 1.238
exp(PVD_PAD1.scale) 1.14
exp(SMOKING1.scale) 1.941
exp(SMOKING2.scale) 1.27
exp(anticoagulant_agents1.scale) 1.313
exp(Diabetes_factor1.scale) 1.78
exp(Diabetes_factor2.scale) 1.329
exp(sex1.scale) 1.343
exp(groupscases1.scale) 2.345
exp(Hypertersion.scale) 1.483
exp(age_c.scale) 1.084
exp(groupscases1:Hypertension.scale) 0.803

σ2 0.059
Loglik -24987.97
AIC 50035.94
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TABLE C.8: Estimated coefficients of full-case model and model on the imputed data and their significance: Survival model for Life
expectancy.

Full case model Model on Imputed model

Definition of parameter Parameter Estimates 95% CI p-value Estimates 95% CI p-value

a Scale 332.45 260.19-424.34 0 338.34 266.08-430.23 0
b Shape 2.15 2.05-2.25 0 2.25 2.16-2.36 0

Born in 1921-1930 Shape 0.87 0.83-0.92 0 0.90 0.86-0.95 0
Born in 1931-1940 Shape 0.87 0.82-0.92 0 0.89 0.84-0.94 0
Born in 1941-1960 Shape 0.75 0.69-0.81 0 0.78 0.72-0.85 0
Antiplatelet drugs Shape 0.82 0.79-0.85 0 0.87 0.84-0.9 0

Born in 1921-1930 Scale 0.47 0.34-0.66 0 0.48 0.34-0.66 0
Born in 1931-1940 Scale 0.32 0.21-0.47 0 0.35 0.24-0.51 0
Born in 1941-1960 Scale 0.16 0.1-0.26 0 0.16 0.1-0.26 0
IMD Quintile 2 Scale 0.93 0.85-1.02 0.2659 0.95 0.87-1.04 0.253
IMD Quintile 3 Scale 0.98 0.9-1.07 0.3258 0.96 0.88-1.05 0.3549
IMD Quintile 4 Scale 0.81 0.74-0.89 0 0.83 0.75-0.9 0
IMD Quintile 5 Scale 0.83 0.75-0.91 0.00E+00 0.83 0.75-0.91 1.00E-04
BMI (Overweight + Obese) Scale 0.80 0.76-0.84 0 0.80 0.76-0.84 0
Antiplatelet drugs Scale 0.34 0.25-0.46 0 0.41 0.32-0.53 0
Chronic obstructive pulmonary disease Scale 1.49 1.32-1.67 0 1.88 1.72-2.07 0
Heart failure Present Scale 1.36 1.21-1.53 0 1.64 1.49-1.8 0
Myocardial infarction Present Scale 1.27 1.18-1.38 0 1.24 1.14-1.34 0
Peripheral Artery Disease Scale 1.31 1.25-1.39 0 1.14 1.07-1.21 0
Current smoker Scale 1.84 1.7-1.99 0 1.94 1.8-2.09 0
Ex-smoker Scale 1.53 1.46-1.6 0 1.27 1.2-1.35 0
Anticoagulant agents Present Scale 1.31 1.2-1.44 0 1.31 1.2-1.44 0
Treated Diabetes Scale 1.68 1.55-1.81 0 1.78 1.66-1.91 0
Untreated Diabetes Scale 1.33 1.17-1.51 0 1.33 1.17-1.51 0
Gender - Males Scale 1.73 1.66-1.81 0 1.34 1.27-1.42 0
Cases group Scale 2.15 1.94-2.37 0 2.35 2.14-2.57 0
Hypertension Scale 1.68 1.57-1.8 0 1.48 1.37-1.6 0
Age as continuous Scale 1.41 1.4-1.43 0 1.08 1.08-1.09 0
Interaction of cases& hypertension Scale 0.83 0.75-0.93 0.00E+00 0.80 0.72-0.9 1.00E-04
Variance (Sigma2) 0.07 0.05-0.09 0 0.06 0.04-0.08 0
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