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Abstract The ultrasonic guided wave technology plays a significant role in the field of
non-destructive testing as it employs acoustic waves with the advantages of high propa-
gation efficiency and low energy consumption during the inspect process. However, the
theoretical solutions to guided wave scattering problems with assumptions such as the
Born approximation have led to the poor quality of the reconstructed results. Besides,
the scattering signals collected from industry sectors are often noised and nonstationary.
To address these issues, a novel physics-informed framework (PIF) for the quantitative
reconstruction of defects by means of the integration of the data-driven method with
the guided wave scattering analysis is proposed in this paper. Based on the geometrical
information of defects and initial results obtained by the PIF-based analysis of defect
reconstructions, a deep-learning neural network model is built to reveal the physical rela-
tionship between the defects and the noisy detection signals. This learning model is then
adopted to assess and characterize the defect profiles in structures, improve the accuracy
of the analytical model, and eliminate the impact of the noise pollution in the process of
inspection. To demonstrate the advantages of the developed PIF for the complex defect
reconstructions with the capability of denoising, several numerical examples are carried
out. The results show that the PIF has greater accuracy for the reconstruction of defects
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in the structures than the analytical method, and provides a valuable insight into the
development of artificial intelligence (AI)-assisted inspection systems with high accuracy
and efficiency in the fields of structural integrity and condition monitoring.
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1 Introduction

In the non-destructive testing of elastic waveguide structures such as rods, plates, shells,
and beams, ultrasonic guided wave detection has the advantages of convenient excitation, long
propagation distance, high sensitivity to defects, and low energy consumption[1–4]. Especially,
for the non-destructive testing in significant areas such as railway transportation, oil pipelines,
airframe, and aircraft wings[5], the high efficiency and high precision of ultrasonic guided wave
detection are more important. Therefore, using guided waves for defect detection and recon-
struction has been investigated by many researchers. As early as the beginning of this century,
Rose[1] clarified that ultrasonic guided waves could be used to detect pores and weaken cohe-
sion and delamination, and had considerable reliability. Eremin et al.[6] studied the Lamb wave
properties and its changes during the cyclic loading of carbon fiber-reinforced polymer (CFRP)
sandwich panels with aluminium honeycomb cores. Based on the Lamb wave analysis, the
fatigue failure and tensile-compressive failure of two specimens were identified. Puthillath and
Rose[7] developed a detection method of ultrasonic guided wave linear scanning, also known as
G-scan, which could detect the bonding damage of the patch during the repair of the aircraft
shell, such as adhesive and cohesive weaknesses similar to those found in adhesively bonded
joints. Wang and Hirose[8] used the Born approximation to replace the total field near the
defect with the incident field, and derived the mathematical relationship between the reflection
coefficient located in the far field and the defect shape function in the form of Fourier transform
pairs for the thinning defect reconstruction in the two-dimensional plate. Sikdar and Banerjee[9]

used the probabilistic damage detection algorithm to identify the location and size of the dis-
band and high-density core region in a honeycomb composite sandwich structure (HCSS) by
means of ultrasonic guided waves and surface-bonded piezoelectric wafer transducers (PWTs).
Da et al.[10] proposed a novel reference model-based method, called QDFT, for the quantita-
tive reconstruction of pipeline defects with ultrasonic guided shear surface (SH)-waves in 2018.
Based on the boundary integral equation, the Fourier transform pair of reflection coefficients in
the wavenumber domain and the defect shape function in the spatial domain were analytically
obtained by means of the Born approximation to reconstruct the defect profiles.

Although many researchers have made valuable exploration and remarkable progresses on the
applications of guided waves for non-destructive testing to identify their values, it is difficult
to realize high accurate and efficient defect reconstruction with the guided wave scattering
theory due to the coupling of various modes in the guided wave scattering field. Moreover,
the existing defect detection and reconstruction technologies need to cooperate with the signal
processing system, and the actual measurement is inevitably affected by the environmental
noise, which will lead to the inaccuracy of defect reconstruction. Therefore, it is time to revisit
the artificial intelligent technology for the reconstruction of defects with high levels of robustness
and reliability.

Artificial intelligence (AI) has been rapidly developed, and has been widely applied for solv-
ing problems[11–12]. In the field of defect detection, Munir et al.[13] applied the convolutional
neural network (CNN) for noisy ultrasonic signatures to improve the classification performance
of weldment defects and applicability. Wang et al.[14] proposed a rapid guided wave imaging
method based on the CNN to quantitatively evaluate the corrosion damage. The artificial
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neural network has also been used for the efficient extraction and selection of features in the
context of a decision support system[15]. Ye and Yu[16] proposed a novel deep morphological
convolutional network (DMCNet) for the feature learning of gearbox vibration signals for fault
diagnosis. Virkkunen et al.[17] developed a modern deep convolutional network to detect the
flaws represented by phased-array ultrasonic data. Latête et al.[18] used the faster R-CNN
to identify, locate, and size the flat bottom holes (FBMs) and side-drilled holes (SDHs) in
an immersed test specimen by means of a single plane wave insonification. Miorelli et al.[19]

proposed a kernel-based machine learning model to achieve automatic flaw detection, local-
ization, and characterization. Zhao et al.[20] proposed a dynamic radius support vector data
description (DR-SVDD) for the fault detection of aircraft engines. In the area of computer
tomography (CT), Jin et al.[21] combined the deep CNN with the filtered back projection al-
gorithm (FBP). First, the FBP was used to process the sub-sampled sinogram for obtaining a
preliminary reconstructed image. Then, the reconstructed image was used as the input data
to train the CNN for the output of a high-quality reconstructed image. In order to solve the
problem of multiple scattering in image reconstruction, Sun et al.[22] divided the scattering
inversion process into two steps. In the first step, a theoretical model was used to design a back
propagation algorithm for transforming the data in the measurement domain into the image
domain. In the second step, a deep CNN with U-net structure was generated as a scattering
decoder to complete the reconstruction task by using the image domain data. They showed
that the deep-learning-based image reconstruction method had higher computational efficiency
and reconstruction quality than other methods when dealing with multiple scattering problems.
Boublil et al.[23] combined the FBP algorithm and the PWLS iterative algorithm with the CNN
to reconstruct images, and concluded that the local fusion between these two algorithms could
improve the balance between the resolution and the variance in the image reconstruction pro-
cess. McCann et al.[24] summarized extensive research works by deep-learning algorithms for
scattering inversion, and concluded that in the field of image scattering inversion, due to the
lack of sample data, the mainstream method of deep-learning algorithms for scattering inver-
sion was to combine the traditional reconstruction algorithm with the deep-learning algorithm.
Usually, traditional theoretical methods are used for pre-reconstruction, and the reconstruction
results are collected as the input data to train the machine learning model for the prediction of
high-quality reconstruction results.

In view of the application of deep-learning algorithms, especially the CNN algorithm in the
field of image reconstruction, a quantitative defect reconstruction physics-informed framework
(PIF) combining the existing theoretical model of guided wave defect reconstruction with deep-
learning algorithms is proposed in this paper. With the results obtained by the PIF-based
analysis of defect reconstruction as the training data, the feature representations of defect
profiles are extracted by an effective deep-learning neural network. To demonstrate the ability of
the developed PIF for defect reconstructions in terms of the accuracy and denoising capabilities,
numerical examples are carried out to evaluate the overall performance of the intelligent model
by comparison with the published results.

2 PIF-based analysis of defect reconstruction

The process of incident waves traveling through the thinning structures can be described in
Fig. 1. First, the ultrasonic guided SH-wave is excited on the right side of the plate, and the
reflection coefficient is calculated from the reflected wave signals. Following this, the inverse
Fourier transform of the reflection coefficient is used to analytically obtain the shape function
of the defect for defect reconstruction[8].

The brief introduction of interactions occurred when the waves propagate in the cracked
frame structure steps can be depicted as follows.

Assuming that the incident guided SH-wave in this problem has a single nth mode, propa-
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Fig. 1 Reflection and transmission of an incident guided SH-wave by a plate thinning (color online)

gating from right to left and being reflected back by the thinning part, and the reflected wave
with the same mode as the incident wave mode is observed in the far field. Starting from the
wave equation in the plate and the corresponding boundary conditions[8], the displacement field
in the plate can be determined by⎧⎪⎪⎨⎪⎪⎩

ũinc = Ainc
n fn(βnx2)e+iξnx1 , ũref = Aref

n fn(βnx2)e−iξnx1 ,

βn = nπ/(2b), ξn =

√
ω2

V 2
s

− β2
n,

(1)

where n represents the nth guided SH-wave mode, and n = 0, 1, 2, · · · . ũinc and ũref depict
the displacement fields of the incident and reflected waves, respectively. Ainc

n and Aref
n are the

amplitude coefficients of the incident and reflected waves, respectively. fn(x) is defined by

fn(x) =

{
cosx, n = 0, 2, 4,

sin x, n = 1, 3, 5.
(2)

Subsequently, the reflection coefficient is defined by

Cref = Aref
n /Ainc

n . (3)

Applying the reciprocal theorem of dynamics[25] and Green’s function Ũ(x, X) in the plate,
the scattered displacement field is analytically derived by using the boundary integral equation
as follows:

ũsca(x) =
∫

S

(
ũtot(X)μ

∂Ũ(X, x)
∂n(X)

− μ
∂ũtot(X)
∂n(X)

Ũ(X, x)
)
ds(X), (4)

where ũsca and ũtot represent the scattered and total displacement fields, respectively. As the
defect boundary is free, ∂eutot

∂n = 0 can be easily derived. For a weak scattering defect, the Born
approximation can be used to replace the total wave displacement field ũtot(X) in Eq. (4) with
the incident wave field ũinc(X). Then, one has

ũsca(x) ≈
∫

S

ũinc(X)μ
∂Ũ(X, x)
∂n(X)

ds(X). (5)

Using the Gauss theorem, the surface integral of the defect is converted into the integral
over the volume of the defect as follows�

ũsca(x) ≈
∫

V

(
− k2ũinc(X)μŨ(X, x) + μ

∂Ũ(X, x)
∂Xi

∂ũinc(X)
∂Xi

)
dV (X), (6)
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where Green’s function Ũ(x, X) represents the anti-plane displacement at the field point x =
(x1, x2) due to a harmonic point force exerted at the source point X = (X1, X2) in an intact
plate. Green’s function Ũ(x, X) satisfies the following equation of motion:

∇2Ũ(x, X) + k2Ũ(x, X) = −δ(x − X)/μ. (7)

The traction free boundary condition can be written as

T̃ (x, X) = μ
∂

∂n(x)
Ũ(x, X) = 0 on x2 = ±b, (8)

where k = ω/VS is the shear wave number, and ∂(·)
∂n indicates the normal derivative. The

solution to Eq. (7), that is Green’s function Ũ(x, X), can be expressed as

Ũ(x, X) = Ũ inc(x, X) + Ũ ref(x, X)

=
1

4πμ

∫ ∞

−∞

e−R|x2−X2|

R
e−iξ(x1−X1)dξ +

1
4πμ

∫ ∞

−∞
(A+e−Rx2 + A−e+Rx2)e−iξ(x1−X1)dξ, (9)

where Ũ inc(x, X) is the fundamental solution, Ũ ref(x, X) means the additional term, and
R =

√
ξ2 − k2 (|ξ| � k) or i

√
k2 − ξ2 (|ξ| � k).

Substituting Eq. (9) into Eq. (8), the undetermined amplitudes A+ and A− can be solved.
Thus, Ũ(x, X) can be rewritten as

Ũ(x, X) =
1

4πμ

∫ ∞

−∞

(e−R|x2−X2|

R
+

e−2Rb

2R(1 + e−2Rb)
(e−RX2 − e+RX2)(e−Rx2 − e+Rx2)

+
e−2Rb

2R(1 − e−2Rb)
(e−RX2 + e+RX2 )(e−Rx2 + e+Rx2)

)
e−iξ(x1−X1)dξ. (10)

For |x1| � |X1|, the far-field expression for Green’s function is given as

Ũ(x, X) ∼= Ũ far(x, X) =
i

4bμξ0
e−iξ0|x1−X1| −

∑
j

i
2bμξj

fj(βjx2)fj(βjX2)e−iξj |x1−X1|, (11)

where the functions fn(x) is defined in Eq. (2).
Based on the far field approximation[8], Green’s function Ũ(x, X) in a traction-free plate

waveguide for SH-waves can be expressed as

Ũ(x, X) ≈ Ũ far(x, X) = − i
2bμξn

cos(βnx2) cos(βnX2)e−iξn(x1−X1). (12)

Substituting Eqs. (1) and (12) into Eq. (6) yields the displacement field of the reflected wave
as follows:

ũref(x) =
i
2b

Ainc
n

∫
V

ξ2
n + k2 cos(2βnX2)

ξn
e2iξnX1dV (X) × cos(βnx2)e−iξnx1 . (13)

Comparing Eq. (1) with Eq. (13), it is noted that the integral term in Eq. (13) corresponds
to the reflection coefficients, and the volume integral represents the multiple integrals. Thus,
one obtains

Cref =
Aref

n

Ainc
n

=
i
2b

ξ2
n + k2

ξn

∫ ∞

−∞
d(X1)e2iξnX1dX1, (14)
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where Cref is the reflection coefficients, and d(X1) describes the defect profile.
In Eq. (14), it can be observed that Cref and d(X1) form a Fourier transform pair. Applying

the inverse Fourier transform on Eq. (14), the defect profile d(X1) is determined by

d(X1) =
1
2π

∫ +∞

−∞

−2ibξn

ξ2
n + k2

Crefe−2iξnX1d(2ξn). (15)

As d(X1) is described in the spatial domain and Cref is in the wavenumber domain, the
defect reconstruction method aforementioned is called the wavenumber spatial transformation
(WNST) method[8]. To derive Eq. (15), there are some assumptions applied including the
thinning defect as a weak scattering source (d � b), the Born approximation to replace the
total field near the defect with the incident field, and the far field approximation used for
calculating Green’s function of the bounded plate. These approximations can help simplify the
physics-informed formulations for defect reconstruction in an efficient way, while it is inevitable
to introduce model errors and reduce the accuracy of reconstruction results.

3 A novel physics-informed framework

In order to improve the accuracy of the physics-informed modeling and eliminate the impact
of noise pollution in the process of defect inspection and reconstruction, the fusion of a data-
driven CNN with the physics-informed analysis by means of the WNST method, called the
WNSTConvNet framework, is proposed in this paper for defect reconstruction.

The physical process of using ultrasonic waves to detect defects can be described as follows.
In the process of propagation of sound waves along the medium, scattering will occur when
encountering defects, resulting in the transmission wave field and reflection wave field. Using the
defect information from the transmitted and reflected signals, defect detection or reconstruction
can be achieved. Therefore, guided wave defect reconstruction can be attributed to a scattering
problem. For a scattering problem, it can be simply expressed by

y = Tx + ξ, (16)

where x represents the scattering source that is assumed as a thinning defect in this study, y
represents the scattering field signal, T is an operator with properties dependent on the specific
scattering problem, and ξ is the error. The task of inverse scattering problems is to calculate
x based on y. The traditional methods to solve this class of problems are divided into two
categories. One aims to directly construct the inverse problem model, such as the WNST
method aforementioned. The corresponding mathematical formulation can be given as

x = T̂−1y, (17)

where T̂−1 is the theoretical reconstruction operator. The advantage of this method lies in that
for the reconstruction of defects in simple structures, the calculation of the inverse scattering
can be performed in a short time. The disadvantage of this method is the difficulty in obtaining
accurate results due to the ill-posed inverse problems. In particular, when the scattering prob-
lem becomes complex, it will be extremely difficult to develop the reconstructed model, and
thus the reconstruction accuracy and reliability will be affected. The other is iterative-based
methods for solving inverse scattering problems, e.g., the QDFT[10] with the mathematical
formulation as follows:

O{y} = argmin
x

f(T (x), y), (18)

where the function f is used to characterize the error between T (x) and y. The iterative-based
method has the ability to obtain accurate results. However, its efficiency of defect reconstruction
is low, owing to a lot of computational time required by the iterative process.
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In this paper, the approach based on machine learning is proposed to solve the inverse
scattering problem. The inverse problem model, which is constructed through the training
session, can be created in a mathematical form as follows:

L = argmin
θ

N∑
n=1

M(xn, Hθ(y)) + r(θ), (19)

where xn is the exact defect; yn denotes the reflection coefficients; the symbol M is the loss
function for characterizing the difference between samples xn and Hθ(yn); Hθ is the neural
network built for solving the inverse problem; θ is the parameter in the neural network, and is
iteratively updated during the entire training process; N represents the total number of pairs
in training samples; r is a regularization term, which prevents over-fitting and also limits the
value of the parameter θ to reduce the complexity of the trained network model Hθ. After the
training is completed, the network can achieve a high reconstruction accuracy with a high level
of efficiency.

In order to make full use of the existing defect reconstruction theory, the integration of the
theoretical model (WNST) with machine learning methods is proposed in a manner of local fu-
sion to efficiently and accurately solve the defect reconstruction problem by using the ultrasonic
guided waves. The mechanism of this novel WNSTConvNet framework can be mathematically
described as

L = arg min
θ

N∑
n=1

P (xn, Lθ(T̂−1yn)) + g(θ), (20)

where the training sample pair is (xn, T̂−1yn), in which xn is the exact defect and T̂−1yn

represents the defect constructed by the physics-informed construction model. The mean square
error (MSE) is selected to evaluate the performance function P during the training session. Lθ is
the WNSTConvNet framework, but its argument is the pre-reconstruction. The regularization
function L2 is adopted to determine the regularization term g(θ) to reduce the complexity of
the model and prevent overfitting. In this study, the initial results obtained by the physics-
informed model are treated as the training data for the generation of the machine learning
model to improve the accuracy of defect reconstruction. The developed framework architecture
and training process designed in this paper are shown in Fig. 2.

Since the input samplings are one-dimensional signals, a one-dimensional deep-learning net-
work is constructed. The training process is depicted in Fig. 2. Once the training session is
completed, the deep-learning network has the ability to efficiently predict the high-quality re-
constructed defect for a given defect signal T̂−1yn. In this developed network, the ReLU[26]

activation function is used for each convolutional layer. In order to address the problem of
gradient disappearance encountered during the training session, the batch normalization is
performed before the activation to improve the training efficiency. To prevent overfitting, a
dropout layer[27] is added at the end of the network to discard some training parameters and
improve its robustness. Based on the fusion of physics-informed calculations and predictions by
the deep-learning intelligent network, the developed WNSTConvNet framework, which has been
implemented in Python by using the TensorFlow library, demonstrates the outperformance over
its rivals for defect reconstructions throughout the complex examples in the following section.

4 Experimental validation

In this paper, two sets of sample data are generated to train the intelligent network in the
WNSTConvNet framework for defect reconstruction with high levels of accuracy and robustness.
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Updata θ

θ

100×1×1 100×1×16

3×1  +  + 2×1  +  + 100×1 

50×1×16 50×1×32 25×1×32 25×1×64 12×1×64 100×1×1

Fig. 2 Schematic illustration of the reconstruction pipeline and the WNSTConvNet convolutional
architecture (color online)

4.1 Data preparation
A mixed defect dataset, containing 1 200 defect profiles including randomly isosceles trian-

gular defects, rectangular defects, and stepped defects, is created. For the input data of the
WNSTConvNet framework, it is obtained by the analytical calculations as follows. First, the
reflection coefficients of the 0th SH-wave mode corresponding to the exact defect are obtained
by the modified boundary element method (MBEM)[28] for all the examples in this paper.
In practice, multi-dimensional Fourier transforms and frequency-wavenumber filtering can be
applied to the incident wave removal and mode separation[29–30]. Following that, the shape
function d(X1) of the defect is constructed by the WNST (see Eqs. (14) and (15)), which deals
with the input data required. Among 1 200 sets of sampling data, the dataset split ratio of 0.9
is applied.

To further improve the performance of network and reconstruct more complex defects, the
augmented dataset is generated. First, the pre-reconstruction isosceles triangular and rectan-
gular defects with random sizes and shapes are created by using the WNST method formulated
by Eqs. (14) and (15). Then, the augmented data are generated by randomly shifting the sig-
nals in the horizontal direction. Summarily, there are 2 800 sets of sampling data including 800
original inputs and 2 000 augmented data for the network training, verification, and testing.
4.2 Experimental results

Once the network training is completed, the reconstruction of defects with simple defective
geometries, stepped geometries, and a mixed type of profiles will be conducted. In order to
quantify the difference between the reconstructed defect and the real defect, the signal-to-noise
ratio (SNR)[31] used as the loss function to measure the reconstruction quality is proposed as
follows:

fSNR(x, x̂) � max
a∈R

(
10lg

( ‖x‖2
l2

‖x − ax̂‖2
l2

))
, (21)

where x is the real defect, and x̂ is the predicted reconstruction of defect. A higher SNR value
corresponds to a better reconstruction. Note that the vector x or x̂ used to characterize the
defect shape in this study is actually the spatial distribution of the defect shape in the entire
detection range, including the defect region and the defect-free region.
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4.2.1 Mixed defect datasets
The CNN is initially constructed during the training session using the mixed type of defects

described in Subsection 4.1. The reconstructed results of triangular defects, rectangular defects,
and stepped defects are shown in Fig. 3, and the values of fSNR obtained are provided in Table 1.
It is noted that the WNSTConvNet framework has the ability to achieve defect reconstruction
with a high level of accuracy. Especially, for rectangular and stepped defects, the SNR value
reaches about 28 dB. The average SNR value of the reconstruction results across the entire
testing dataset is 23.95dB, which enables the improvement of reconstruction results and leads
to nearly 200% higher precision than the results obtained by the WNST method.

/ / /

/ / /

Fig. 3 Reconstruct triangular defect (a), rectangular defect (b), and stepped defect (c) under the
proposed WNSTConvNet framework (color online)

Table 1 Comparison of SNR (dB) values of the reconstruction results obtained by the WNST method
and the WNSTConvNet framework

Reconstruction
method

Triangular defect Rectangular defect Stepped defect
Average SNR over

the dataset

WNST 9.25 8.13 7.88 8.20
WNSTConvNet 20.29 28.40 28.03 23.95

4.2.2 Augmented datasets
Insufficient data is a critical issue that limits the application of machine learning methods

in engineering subjects. In this situation, the generation of an augmented dataset by the data
augmentation method can fully dig out the information hidden owing to the limited data. In
this experiment, the 2 800 sets of augmented data are used to train and verify the intelligent
network. During the training session, the hyper parameters of the network are finely tuned to
reconstruct the asymmetric defects created by the combination of triangular and rectangular
defects to improve the network with better generalization performance. The reconstruction
results of two asymmetric combined defects are shown in Fig. 4(a) and Fig. 4(b), respectively.
In Table 2, the obtained SNR values are provided, along with the results from the WNST
method for comparison. It can be observed that the network trained by using triangular defects,
rectangular defects, and their augmented data has the ability to reconstruct general asymmetric
defects, and the reconstruction accuracy has been remarkably improved in comparison with the
results from the WNST method. Therefore, it can be concluded that the network designed
by the WNSTConvNet framework has demonstrated good generalization ability throughout
the examples and the developed data-driven model, that fuses the geometrical information of
defects and initial results by the physics-informed analysis of defect reconstructions, has the
capability to efficiently and effectively assess and characterize defects with complex profiles.
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The major bottleneck in engineering applications of deep-learning is the limited amounts of
effective data. In this study, the data-driven network model is trained by using defects with the
basis profiles to realize the reconstruction of defects with complex profiles. However, it is very
challenging to achieve the reconstruction with a high level of precision. To address this issue,
additional 28 (about 1% of the original number) defects with complex profiles representing
the combination of triangular and rectangular shapes are added to the training set for the
improvement of the network. This also empowers the network with the learning capability by
taking the advantage of transfer learning[32]. Therefore, there are 2 828 sets of training data
to build the effective machine learning model for the high-precision defect reconstruction. The
reconstruction results of complex defect profiles are shown in Fig. 4(c), and the SNR value of
the reconstruction result, which is 22.52dB, is given in Table 3.

/ / /
/ / /

Fig. 4 Two reconstruction samples using the neural network trained with 2 800 augmentation sam-
ples: (a) Sample I and (b) Sample II. (c) One reconstruction sample using the neural network
trained with 2 828 augmentation samples including 28 combination defects samples (Sample
III) (color online)

Table 2 Comparison of the SNR (dB) values of the reconstruction results obtained by the WNST
method and WNSTConvNet framework

Reconstruction method Sample I Sample II Average SNR over the dataset

WNST 8.79 8.87 7.54
WNSTConvNet 21.62 16.65 17.03

Table 3 SNR (dB) values of reconstruction results of the neural network trained with additional 28
combination defects samples

Reconstruction method Sample III Average SNR over the dataset

WNST 7.64 7.54
WNSTConvNet 22.52 21.33

4.2.3 Reconstruction of noisy defects
In order to ensure the robustness of this data-driven defect reconstruction model, the net-

work trained by the augmented datasets, which include 2 800 defect samples, is constructed to
detect defects by using signals in Gaussian white noise. First, the Gaussian white noise with
an SNR of 15 dB is added to the input signals of the WNSTConvNet framework. Then, the
trained deep-learning network is examined for the denoising capability and defect reconstruction
ability. In Fig. 5(a), the defects with the noisy fringe and the predicted results by the WNST
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method and the developed deep-learning network are provided. Table 4 shows the average SNR
values of the reconstructed results over the entire testing data by the WNST method and the
WNSTConvNet framework. It is noted that the accuracy is improved by nearly 100%, which
demonstrates that the WNSTConvNet framework has a greater self-learning denoising capabil-
ity. In order to further improve the denoising capability of the WNSTConvNet framework, a
dataset of 2 800 augmented signals containing 15 dB of Gaussian white noise is labeled as the
training data to generate a more powerful and intelligent network. It can be observed that
the denoising capability of the updated WNSTConvNet framework is significantly improved.
The reconstructed defect by the WNSTConvNet framework is in good agreement with the real
defect and outperforms the result by the WNST method (see Fig. 5(b)), and the accuracy of
defect reconstruction can reach 17.66dB (see Table 5).

/ /

/ /

Fig. 5 (a) Reconstruction results of defects from noisy signals by using the neural network trained
with 2 800 augmentation samples. (b) Reconstruction results of defects from noisy signals
by using the neural network trained with 2 800 augmentation noise-containing samples (color
online)

Table 4 SNR (dB) values of the reconstruction results of defects from noisy signals by using the
neural network trained with 2 800 augmentation samples

Reconstruction method Sample I Average SNR over the dataset

WNST 7.35 7.13
WNSTConvNet 14.62 13.86

Table 5 SNR (dB) values of the reconstruction results of defects from noisy signals by using the
neural network trained with 2 800 augmentation noise-containing samples

Reconstruction method Sample II Average SNR over the dataset

WNST 7.35 7.13
WNSTConvNet 18.04 17.66

5 Discussion

The simulation results prove the effectiveness and robustness of the WNSTConvNet frame-
work for defect reconstruction with a remarkable denoising capability. This is of great signifi-
cance to the area of high-precision defect detection in engineering. At the same time, the great
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robustness of the WNSTConvNet framework can be demonstrated by the effective removal of
samples mixed with noise during the defect reconstruction process. Therefore, it can improve
the quality of reconstructed defects. Besides, removing the noise from the signals representing
the features of the defect-free area also benefits the identification of the exact location of defects.
It is noted that it takes less than one second to achieve the defect reconstruction with a high
level of accuracy by using the WNSTConvNet framework for the reconstruction of defects.

The limitation of the defect reconstruction method based on the supervised learning algo-
rithm lies in the fact that the generated network architecture can only work on the information
that is either provided in the initial guess or extracted from the training data. According to
the first experimental test, one of the solutions to address this problem in practical applications
is to train the neural network with datasets of a variety of typical geometrical information.
Moreover, a classification layer followed by the reconstruction layer can be elaborately added in
the design of network architecture so that the ensemble of different types of pre-reconstruction
defects predicted by the corresponding CNN can be further developed in the network archi-
tecture for the improvement of computational accuracy. Another constraint on using neural
networks to reconstruct defects is the need for a large amount of training data to guarantee the
reliability of the predicted results. At present, using simulation results as a source of data to
train a neural network is a feasible method in practice to solve the data problems.

The WNSTConvNet framework proposed in this paper is the fusion of the physics-informed
wave scattering analysis and the data-driven approach for defect reconstruction, and its working
mechanism has not been constrained by the theoretical model and the machine learning model.
In this paper, the WNST and the CNN are selected as representative models to demonstrate
the effectiveness and correctness of the proposed framework for the reconstruction of complex
defects.

6 Conclusions

This paper proposes a novel physics-informed quantitative defect reconstruction (WNST-
ConvNet) framework, which integrates the WNST method with a CNN in a local fusion manner.
Throughout three complex experiments by comparison of the reconstruction results between the
WNSTConvNet ensemble and the WNST method, it is demonstrated that the WNSTConvNet
framework is more effective, accurate, and robust for the reconstruction of complex defects. The
results obtained by the WNSTConvNet framework have an average reconstruction accuracy of
20 dB for randomly isosceles triangular defects, rectangular defects, and stepped defects, demon-
strating its good generalization performance. Especially, for the reconstruction of rectangular
defects and stepped defects, the accuracy of reconstructions by the WNSTConvNet framework
is improved by nearly 200% than that by the WNST method. Moreover, considering the signal
with the Gaussian noise for the combined defect profiles, the WNSTConvNet framework has a
great denoising capability, which proves that the developed framework has good robustness for
the reconstruction of defects. Usually, the defect reconstruction process by the WNSTConvNet
framework can be completed within 1 s. Therefore, it is a high-precision and high-efficiency
quantitative defect reconstruction technique in comparison with the analytical methods. In
future work, experimental tests will be performed as an alternative to the numerical simula-
tions for the validation of the defect reconstruction method. Currently, the proposed framework
has provided both useful guidelines to experimental tests throughout the numerical examples
and valuable insights into the development of AI-assisted inspection systems with high accu-
racy and efficiency in the fields of structural health monitoring and product life cycle prediction.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or
format, as long as you give appropriate credit to the original author(s) and the source, provide a link
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[18] LATÊTE, T., GAUTHIER, B., and BELANGER, P. Towards using convolutional neural network
to locate, identify and size defects in phased array ultrasonic testing. Ultrasonics, 115, 106436
(2021)



1730 Qi LI, Fushun LIU, Bin WANG, D. Z. LIU, and Zhenghua QIAN

[19] MIORELLI, R., KULAKOVSKYI, A., CHAPUIS, B., D’ALMEIDA, O., and MESNIL, O. Su-
pervised learning strategy for classification and regression tasks applied to aeronautical structural
health monitoring problems. Ultrasonics, 113, 106372 (2021)

[20] ZHAO, Y. P., XIE, Y. L., and YE, Z. F. A new dynamic radius SVDD for fault detection of
aircraft engine. Engineering Applications of Artificial Intelligence, 100, 104177 (2021)

[21] JIN, K. H., MCCANN, M. T., FROUSTEY, E., and UNSER, M. Deep convolutional neural
network for inverse problems in imaging. IEEE Transactions on Image Processing, 26, 4509–4522
(2017)

[22] SUN, Y., XIA, Z., and KAMILOV, U. S. Efficient and accurate inversion of multiple scattering
with deep learning. Optics Express, 26, 14678–14688 (2018)

[23] BOUBLIL, D., ELAD, M., SHTOK, J., and ZIBULEVSKY, M. Spatially-adaptive reconstruction
in computed tomography using neural networks. IEEE Transactions on Medical Imaging, 34,
1474–1485 (2015)

[24] MCCANN, M. T., JIN, K. H., and UNSER, M. Convolutional neural networks for inverse problems
in imaging: a review. IEEE Signal Processing Magazine, 34, 85–95 (2017)

[25] ACHENBACH, J. A. and ACHENBACH, J. D. Reciprocity in Elastodynamics, Cambridge Uni-
versity Press, Cambridge (2003)

[26] NAIR, V. and HINTON, G. E. Rectified linear units improve restricted Boltzmann machines.
Proceedings of the 27th International Conference on Machine Learning (ICML-10), International
Machine Learning Society, Haifa, 807–814 (2010)

[27] YOO, H. J. Deep convolution neural networks in computer vision: a review. IEIE Transactions
on Smart Processing and Computing, 4, 35–43 (2015)

[28] YANG, C., WANG, B., and QIAN, Z. Three-dimensional modified BEM analysis of forward scat-
tering problems in elastic solids. Engineering Analysis with Boundary Elements, 122, 145–154
(2021)

[29] FLYNN, E. B., CHONG, S. Y., JARMER, G. J., and LEE, J. R. Structural imaging through local
wavenumber estimation of guided waves. NDT & E International, 59, 1–10 (2013)

[30] CAI, J., SHI, L., and QING, X. P. A time-distance domain transform method for Lamb wave
dispersion compensation considering signal waveform correction. Smart Materials and Structures,
22, 105024 (2013)

[31] BOUBLIL, D., ELAD, M., SHTOK, J., and ZIBULEVSKY, M. Spatially-adaptive reconstruction
in computed tomography using neural networks. IEEE Transactions on Medical Imaging, 34,
1474–1485 (2015)

[32] OQUAB, M., BOTTOU, L., LAPTEV, I., and SIVIC, J. Learning and transferring mid-level
image representations using convolutional neural networks. Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, IEEE, Columbus (2014)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


