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Abstract

With the amount of data we collect increasing, due to the efficacy of tagging tech-
nology improving, the methods we previously applied have begun to take longer and
longer to process. As we move forward, it is important that the methods we develop
also evolve with the data we collect. Maritime visualisation has already begun to
leverage the power of parallel processing to accelerate visualisation. However, some
of these techniques require the use of distributed computing, that while useful for
datasets that contain billions of points, is harder to implement due to hardware re-
quirements. Here we show that movement ecology can also significantly benefit from
the use of parallel processing, while using GPGPU acceleration to enable the use of
a single workstation. With only minor adjustments, algorithms can be implemented
in parallel, enabling for computation to be completed in real time.

We show this by first implementing a GPGPU accelerated visualisation of global
environmental datasets. Through the use of OpenGL and CUDA, it is possible to
visualise a dataset containing over 25 million datapoints per timestamp and swap be-
tween timestamps in 5ms, allowing for environmental context to be considered when
visualising trajectories in real time. These can then be used alongside different GPU
accelerated visualisation methods, such as aggregate flow diagrams, to explore large
datasets in real time. We also continue to apply GPGPU acceleration to the analysis
of migratory data through the use of parallel primitives. With these parallel prim-
itives we show that GPGPU acceleration can allow researchers to accelerate their
workflow without the need to completely understand the complexities of GPU pro-
gramming, allowing for orders of magnitude faster computation times when compared
to sequential CPU methods.
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Chapter 1

Introduction

The study into the movement of a species, its effects on the fate of individuals and

the structure and dynamics of populations has emerged as the field of movement

ecology [NGR+08]. With the rise of the ‘three Vs’ of big data revolutionising the way

the world processes and visualises the data we collect [LK15, LO01], new methods

of handling these larger datasets in a clearer and informative manner have arisen.

Movement ecology is no different, with increased availability and accuracy of GPS

sensors, the field has been able to benefit from larger datasets of movement data.

An example of one such device is shown within Figure 1.1. As miniaturisation and

efficacy of electronic components improves additional sensors can begin to be coupled

with the GPS tracking to enable features related to the animal’s state at a given

position to be recorded, resulting in movement datasets that contain millions of re-

locations. This has led to the rise of new research fields, such as visual analytics

[AAD+10, AA13, SBvLP+12] and geovisual analytics [Rob17, ÇGS+20], and there is

now extensive literature on how we can visualise this new influx of data. This has led

to the development of a number of toolsets and R packages that allow for the visual-

isation of spatio-temporal data, such as DynamoVis [XD15] and MoveVis [SRSW20].

These methods, however, begin to struggle as the ever increasing amount of data we

1
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Figure 1.1: White Stork with logger attached (Picture taken by Aldina Franco).

collect begins to make these methods untenable. For example, Space time cubes be-

come too noisy and difficult to interpret [AA07] and sequential CPU based methods

can require long computation times when dealing with large amounts of data. While

there has been research into modifying existing visualisation methods to make them

easier to interpret [SWS+19, WSN19], the processing times required are still a barrier

when processing the millions of data points that are now becoming common place in

movement dataset repositories [Mro18]. Recent research has begun to leverage the

power of GPGPU acceleration to address the issue of long computation times when

processing movement data [HLZL20].

General Purpose Graphics Processing Unit (GPGPU) acceleration has been ap-

plied to a growing number of fields to allow for larger datasets to be processed faster

than standard sequential CPU methods [WK13, FH15, SDL, KWZ19]. The massively

parallel methods that become possible via GPU computing lend themselves well to

the processing of spatio-temporal data. We see, however, that a large amount of cur-

rent literature for movement ecology is either processing large amounts of data either
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through sequential methods using the CPU [PBS+18], or relying on online services

[DBW+13]. While there are methods that utilise networked clusters to process large

amounts of data [GWD20], we believe that there is a middle ground to be achieved

via the use of GPGPU computing. With single trajectories now containing millions

of datapoints as standard, it is important to use the correct methods for the scale

of processing we are hoping to achieve. There is little advantage to be gained by

applying parallel processing methods to a dataset that only contains a thousand dat-

apoints, likewise waiting days for the sequential processing of a dataset containing

billions of datapoints.

Within this thesis we present a middle ground between the methods that use net-

worked clusters, and the standard sequential methods developed and available via

the ever growing repositories of R packages. This middle ground would allow for a

researcher to process millions of datapoints in real-time, using only their single work-

station. This would enable the processing of more data than CPU based methods,

while not requiring the specialised hardware of distributed computing. Through the

use of GPGPU computing, we demonstrate that by changing the way we approach

a particular problem, and optimising for parallel throughput, many commonly used

methods within movement ecology can be performed in real-time.

1.1 Thesis Outline

In Chapter 3, we show this by creating a GPGPU accelerated visualisation of global

environmental variables. Literature has shown that the surrounding environmental

variables have a significant effect on the movement of species [DBC+15]. With popular

methods within literature, if a user wants to quickly create a visualisation of their

trajectory data, they can either only visualise the values at each relocation [XD15] or

render their visualisation on the CPU which may take a significant amount of time
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[SRSW20]. With the application of GPGPU acceleration, we show that it is possible

to visualise the millions of datapoints per timestamp that is standard in today’s global

environmental datasets in real time (5ms). We show that even with lower performance

GPUs, there is still a significant increase in performance compared to CPU methods.

With real-time rendering of global environmental variables, alongside trajectory data,

we show that researchers can investigate their data interactively.

In Chapter 4, with movement data visualised alongside global environmental vari-

ables, we apply GPGPU acceleration to the analysis of movement data. As datasets

continue to grow and data driven methods become more common [WTB+20], scal-

ability of methods used becomes especially important. This becomes particularly

apparent for the analysis techniques that are sensitive to parameter adjustment, es-

pecially so when initially investigating data through data driven methods, where ideal

parameters are unknown. While there are R packages to process these datasets on

the CPU, these can begin to take a significant amount of time to process [SFA19].

Through the application of GPGPU acceleration, we have shown that it is possible to

calculate most commonly used metrics within movement ecology in real-time. These

metrics can then be processed in the identification of event points, relocations within

a trajectory that have been identified as being significant in decision making, such as

turning angles and migration start and end points. We have shown that these can

be calculated interactively, allowing for the rapid recalculation of an analysis when

exploring movement data, removing the disconnect between starting the analysis and

the results. These can then be combined with the visualisation of global environmen-

tal datasets to allow for multiple variables, such as step speed, tuning angles and net

squared displacement, to be visualised simultaneously with environmental factors.

While being able to display large amounts of data can be useful, overplotting of

data can cause significant issues when attempting to interpret visualisations [GG13].
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This is a common issue with space-time cubes [AA07]. In Chapter 5 we implement a

spatial generalisation method by Andrienko and Andrienko [AA11] using the power of

GPGPU acceleration. These aggregate flow maps allow for the investigation of large

amounts of data, while minimising the issues of overplotting. The application of

GPGPU computing allows for the rapid recalculation of the clustering step, resulting

in faster adjustments to the level of generalisation when creating flow maps, allowing

for researchers to investigate their data at multiple differing scales. This is then

combined with the visualisation of global environmental data from Chapter 3, with

a multitude of different visualisation methods available. With GPGPU acceleration

applied to each visualisation method it becomes possible to create an interactive

visualisation large amounts of trajectory data in three distinct manners: The global

view that allows for an interactive globe with large amounts of environmental data to

be visualised alongside the trajectory, The detail view that allows for closer inspection

of trajectory data with an included digital elevation model and the filtered space

time cube, a novel combination of the traditional space time cube combined with the

aggregation benefits of flow maps that allows for multiple levels of generalisation to

be investigated in quick succession interactively.

Literature has observed that during the development of interdisciplinary research,

communication between researchers of differing disciplines is key, especially so for

toolset creation [RRFH20, Cam05]. The research presented here is no different.

Throughout development we have worked with the School of Environmental Science

at the University of East Anglia to obtain feedback and guide development. To this

end, Chapter 6 shows the development of an R package allowing for researchers to

integrate the toolkit and methods presented within this thesis in their research. We

show that the toolkit is able to both import and export trajectory data, while also

allowing for ease of access of global environmental datasets via the Copernicus Data



6

Store (CDS) [MS19]. We then show a case study co-authored with Jethro Gauld.

Here, we use methods described throughout this thesis to create an input to a gener-

alised linear model that can be used to predict if a bird is flying at a danger height

for renewable energy sources and power lines. The initial results of this are then

visualised using the methods described throughout this thesis.

To facilitate the use of GPGPU accelerated computing within movement ecology,

the methods presented here have been collated into a single visual analytics toolkit;

the Global Animal Movement Toolkit (GAMT). It is hoped that this visual analytics

toolkit will allow for researchers to leverage the power of GPU hardware within move-

ment ecology, with the newfound interactivity allowing for exploration and analysis

of large amounts of movement data with environmental context in real-time.



Chapter 2

Related Work

Cartography has long since been an area of study, with arrows, points, colours

and printed text being used to visualise and investigate different spatial processes

[RWER05, KK92, Sie84, KO20, Cor01, CP]. These early maps were not only used as

a method of navigation, but also communication, allowing for people to understand

the world around them. Early advancements into maps as a visualisation medium

created famous maps such as John Snow’s 1854 map of cholera deaths in London

[Tul18] and Charles Picquet’s heat map of cholera cases in 1832, one of the first uses

of geovisualisation in epidemiology [CP].

The advancement of computer graphics and database technology had a drastic

impact on this domain, separating “digital” or “computer” cartography from “tradi-

tional” cartography. The ability to display, filter and query maps through menus and

legends on a computer interface changed the way we looked at spatial data [KO20].

This changed maps from the final product they used to be to an interface capable of

investigating spatial phenomena, moving away from the static interpretation of the

world around us to a dynamic one. This was the advent of the electronic atlas [Sie84].

The ability to animate this data allowed for the visualisation of changes over time,

without the need for multiple static maps [KK92].

It was around the 1990s that the term geovisualisation began to be used as a

7
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way to distinguish digital cartography from traditional cartography, replacing dig-

ital cartography [CJF18, ÇBAD17]. The study of geovisualisation, shortened from

geographic visualisation, has been defined as the study and exploration of spatial

data facilitated by the interactivity of digital maps [Kra03a]. With the technologi-

cal advancements occurring in the 1990s, conceptual frameworks were also proposed

to facilitate the definition of geovisualisation. A significantly prevalent framework

was MacEachren’s Cartography3 [Mac94]. This framework not only conceptualised

the users and the task, but also the level of interactivity available. This framework

has had multiple redefinitions [KO20, MGP+04] with more recent definitions showing

the four main situations to visualise spatial data, to present, synthesise, analyse and

explore. This is shown within Figure 2.1.

2.1 The Rise of Geographic Information Systems
(GIS)

With the increased technical capabilities of computer hardware, users were able to

query and analyse spatial data using specialised software. This led to the development

of Geographic Information Systems (GIS), frameworks for analysing and querying

spatial data. One of the earliest and possibly most influential of these systems was

Roger Tomlinson’s Canada Geographic Information System (CGIS) [Goo18], which

was developed during the 1960s. Roger Tomlinson is now known as “the modern

father of GIS” for this early work and coining of the term geographic information

system. CGIS continued private development until the 1990s and was never publicly

available.

As technology continued to improve, multiple GIS began development, with com-

mercially available GIS solutions growing in number. In 1981 Esri released one of the

first commercially available GIS systems ARC/INFO. This would later be updated
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Figure 2.1: The Cartography3 framework, redrawn from MacEachren [Mac94]. This
framework describes the core functions for geovisualisation and GIS.

to ArcMaps and ArcGIS, one of the most popular GIS solutions today [SJ10]. These

commercially available solutions however suffered from a few pitfalls, they tended to

be architecturally closed systems that required specialised technical skills to effec-

tively operate. This has recently led to the development of open source GIS, such as

CommonGIS, QGIS and GRASS GIS have seen continuous development for a num-

ber of different platforms and programming languages [QGI19, AAV03, NM13]. It

should be noted however that the GIS solutions today “provide only limited time di-

mension support” [GD20]. This has in turn led to little movement data visualisation

and analysis solutions as standard in most GIS.
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2.2 Map Projections, Geodesy and Geodesic Dis-
tances

As our understanding of the world around us increased, our methods of mapping

it evolved. Due to the nature of attempting to represent the round earth on a flat

surface, such as a screen or map, a projection must be applied. These projections

have changed significantly over time, with old projections being changed to suit a

new purpose and new projections being developed to overcome the downsides of

others. No one map projection can perfectly represent the globe as a whole, with

advantages and disadvantages to each projection. Due to this, care should be taken

when selecting a map projection, ensuring that the projection matches its intended

use. For example, initially designed for navigational use, the Mercator projection

is the most widely recognisable projection in cartography [Sny87]. As a cylindrical

based map projection, the Mercator projection preserves local directions and shapes

and is thus conformal, aiding in navigation. This projection comes with a number

of often overlooked downfalls however, it significantly distorts at higher latitudes,

with area unable to be visually compared [Jen12]. A common example of this is the

comparison of Greenland and South America, with the former only being one-eighth

the size of the later despite their similar size using the Mercator projection. This

also results in the map becoming nearly unusable at the poles, severely distorting

any areas or trajectories. In 2005, with Google maps quickly becoming the leading

mapping service, the web Mercator projection became the standard for online maps.

This projection is similar to the standard Mercator projection but differs in that it

is mapped to a sphere instead of a cylinder, thus the web Mercator is also known as

the spherical Mercator [BFUY14]. It is this projection that is used by most online

mapping services (Google maps, ArcGIS Online and Bing maps) due to its square

shape for the entire world when it is truncated at 85◦, allowing for square buildings
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and streets to maintain their 90◦ angles and to allow for equal size square tiles for

mapping APIs [Goo]. This projection however still has the significant distortions of

the standard Mercator projection, it cannot be used for area based visualisations,

such as dot density maps, and regular tessellation cannot be used for binning when

placed over a standard Mercator projection due to the area within each bin differing,

especially at the poles.

Due to this, when using a map for visualisation or analysis, care should be taken

when selecting a projection, as it can have a significant effect on the interpretation

of the results. While the nature of mapping the globe to a flat surface requires some

form of compromise, due to the sheer number of projections now available there is a

projection available for most uses. A number of factors should be considered when

selecting a projection: preservation of shape, preservation of area, preservation of

scale and preservation of direction, with a number of projections that compromise

between these properties also being developed [SJWS15, ŠPJ19]. Examples of some

common projections are shown within Figure 2.2. It should be noted that Savric

et al. performed a study to determine the preferred projection of map users and

discovered that the cartographic knowledge of the individual had an effect on the

preferred projection [SJWS15], with the Mercator projection the least preferred for

professionals, but remaining slightly higher for general map readers.

When performing studies that require spatial data, especially over large areas,

it is important to accurately represent the spatial position of an object. Geodesy

is the study of representing and measuring the geometry of the earth and other

planets. Due to the earths geometric shape not being a perfect sphere, but instead

an imperfect ellipsoid with differing levels of elevation, it is important to define a

coordinate system that can accurately represent spatial positions. To facilitate this, a

number of different Geographic Coordinate Systems (GCS), often incorrectly referred
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(a) (b)

(c) (d)

Figure 2.2: Examples of different map projections. The Mercator projection (a), the
Mollweide projection [GH95] (b), the Equal Earth Map Projection [ŠPJ19] (c) and
the orthographic projection (d).

to as datums [SM98], are used depending on the location of the study. A GCS is

made up of three components: an angular unit of measure, a prime meridian and a

reference spheroid (datum). The most commonly used GCS is the World Geodetic

System (WGS), the latest revision of which is WGS 84. With the coordinate origin

of WGS 84 being defined at the earths centre of mass, WGS 84 defines the surface of

the earth to be an oblate spheroid [SM98] and is used as the coordinate system for

most global applications, such as GPS [WRM12]. This GCS is not the only one in

use however, a large number of local datums that more closely fit a smaller area of

the earths surface are in use [Esr12], but are unsuitable for visualisation that require
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global use. A common method of converting between different GCS is the use of

the Earth Cantered Earth Fixed (ECEF) geocentric coordinate system. ECEF is

defined as a Cartesian coordinate system that has the Earths centre of mass as the

origin, with a point being defined as (X,Y, Z) geocentric coordinates, instead of the

geodetic coordinates of longitude (λ), latitude (ϕ) and height (h) [ZLB99]. This is

shown within Figure 2.3. Due to the large number of differing coordinate systems,

projections and datums used, care should be taken to only compare data when they

are in the same coordinate system. This led to ArcGIS and other GIS automatically

re-projecting any point and spatial data to the same GCS automatically, ensuring the

user is working in the same GCS for all data.

Calculating the distance between two points is important for most spatial analysis.

While some studies disregard the curved nature of the earth, due to only working

with small areas where its effects are negligible [AA11], as the distance increases the

inaccuracies increase dramatically, and in these cases geodesic distances are used. A

Geodesic line is defined as “the shortest path between two points on a curved surface”

[Ket14]. Two of the most common ways to determine the distance of two geodetic

coordinates are the Haversine method [Sin84] and Vincenty’s Formulae [Vin75]. The

haversine formulae determines the great arc distance d between two points P1 =

(λ1, ϕ1), P2 = (λ2, ϕ2) on a sphere, and is calculated as follows:

a = sin2(
ϕ2 − ϕ1

2
) + cos(ϕ1) · cos(ϕ2) · sin2(

λ2 − λ1

2
) (2.2.1)

c = 2 · atan2(
√
a,
√
1− a) (2.2.2)

d = R · c (2.2.3)

With R being the radius of the sphere. In the case of geodesic distances this is often
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Figure 2.3: The ECEF coordinate system, with the X axis passing through the equator
at 0◦ longitude, the y axis passing though the equator at 90◦ longitude and the z axis
passing though the north pole.

the mean earth radius of 6371.009km. Due to the assumption that earth is a sphere,

rather an ellipsoid, an error of up to 0.5% is observed. While this is accurate enough

for most applications, especially those over smaller distances, Vincenty’s Formulae

accounts for this. Vincenty’s formulae were devised by Thaddeus Vincenty in 1975

to calculate the distance between two points on the surface of a spheroid. The first

of the formulae is the direct method that computes the location of a new point given

a starting point and a direction (or azimuth). The second of the formulae, known

as the inverse method, calculates the geographical distance between two points on a

spheroid. Both of these formulae are iterative methods, requiring the convergence of
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a variable to a desired accuracy. Due to the involved nature of the maths involved

more information can be found in [Vin75, Rap93]. It should be noted that while

the accuracy of Vincenty is better, with an accuracy about 0.5mm [Ket17, Vin75],

this iterative method does have its downfalls, with antipolar points requiring a large

number of iterations to converge to a solution. This iterative solution also makes it

slightly unsuitable for GPGPU usage, as different points will require variable amounts

of iteration, causing warp divergence. Warp divergence and its effect on computation

time are discussed in Section 2.7.

2.3 The advancement of big Data

With the rise of the internet, the miniaturisation and increased capabilities of sensors,

and database technology becoming more advanced in the last few decades, there

has been an explosion of available data. This sudden abundance of data has had a

profound effect on a number of sectors, such as retail [BGKV17], economics [MP19],

government and policy making [HHKP19], geospatial data [LK15] and many more.

Due to this rapid evolution, big data has been redefined numerous times by many

authors. Many authors agree that big data is characterised by three main components:

volume, velocity and variety, also known as “the three Vs“. [LO01].

Volume describes the large volume of data being output from the abundance of

devices and sensors that are prevalent in today’s society. Sagiroglu and Sinanc state

that “5 exabytes of data were created until 2003”[SS13].

Velocity describes not only the rate at which big data is collected, but also the

need for new technologies to rapidly process and interpret the large amount of data as

it is being obtained. For example, in 2020 YouTube had “500 hours of video uploaded

every minute” [Woj20].

Variety describes the multitude of sources and formats that big data originates,
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from raw financial data to different video formats, and the availability of both struc-

tured and unstructured data as well as private, public and incomplete datasets [KCN15].

Recently authors have begun to add other ‘Vs’ to this definition. For example,

Gandomi and Haider define veracity as “the unreliability inherent in some sources of

data” [GH15]. Emani et al. also argue value is a defining characteristic of big data,

that the data obtained has a value that can be extracted [KCN15].

GIS systems have recently been following this trend of utilising big data for

geospatial analysis [WZW19, SKSŚ17]. For example, ArcGIS utilises Hadoop, an

open source toolkit for spatial analysis of big data, to allow users to leverage large

amounts of data.

Movement ecology has also begun to benefit from the evolution of big data. Data

repositories that contain millions of datapoints are now becoming available to re-

searchers. For example, the Dryad digital repository was created to host data for

journals in evolution and ecology and allow for the sharing of data between researchers

to “promote data intensive knowledge discovery by providing open, persistent, robust

and secure access to well described and easily discovered data about life on earth and

its physical environment” [Vis10]. This in turn led to the development of Movebank.

Movebank is an online repository of movement data specifically for animal move-

ment ecology. It began in 2007 and has since increased in size in the last decade.

As of 2021 Movebank contains 2.6 billion relocations, with a further 3.2 billion non-

location events that make up 6,202 studies of 1,056 different taxa [Mro18]. Movebank

also has a number of tools associated to allow for the management of live feeds of

tracing hardware and the processing of datasets. The Env-DATA system (Environ-

mental Data Automated Track Annotation System) is a commonly used tool that

allows for environmental data from a multitude of predetermined sources including

MODIS, ASTER and ETOP01 to be appended to movement data, allowing for the
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investigation of environmental context and its effect on animal movement.

Gorodov et al. have observed that the nature of big data has been shown to

present problems during visualisation [GG13], which they classify into five main is-

sues: Visual noise, large image perception, information Loss, high performance cost,

and high rate of image change. Visual noise describes the overlapping and noisiness

that occurs when large amounts of data are plotted together. Large image percep-

tion describes the attempted solution to the previous problem where the resolution

of visualisations increase in an attempt to stop the overlapping of datapoints. This

however results in images too large to acquire any useful information. Information

loss describes the issues surrounding data aggregation, where as we simplify our data

through generalisation, we loose much of the information associated with our data.

High performance requirements denotes the significant amount of processing required

for large datasets. Finally, high rate of image change describes the difficulty in moni-

toring large amounts of data for changes. When designing new visualisation methods

for large amounts of data, it is important to take these into consideration.

2.4 Collection of Movement Data and Bioteleme-
try in Movement Ecology

Movement ecology has seen a renewed interest in recent years due to the influx of

new biotelemetry methods [WNB+15]. Where previously researchers would struggle

to investigate basic theories, for example relying on attached balloons in the case of

marine animals [RH09] and kitchen timers to measure diving capabilities [Koo65], new

methods of obtaining telemetry data have allowed access to near real time tracking

of animals possible [UCD+10]. Biotelemetry, defined as “the remote determination of

an animals status” [Rod01, Pri92], has evolved rapidly since the initial use telemetry

data.
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One of the earliest methods of obtaining biotelemetry data was the use of Very

High Frequency (VHF) radio transmitters. These VHF transmitters were attached

to animals, often referred to as ‘tags’ throughout literature, and pulsed radio signals

were then received by a nearby receiver, which could then be used to infer the posi-

tion of the tracked animal by either “homing in” on the radio signal via the use of

directional antenna or using multiple receivers to triangulate the position [Rod01].

These early VHF systems suffered from a number of problems, the most prevalent of

which was the range of the transmitters. While the range of these transmitters could

reach up to 20km [Rod01] large scale movement, such as migratory data, moved much

further than this. This lack of range was further exacerbated by the surrounding en-

vironment, such as thick vegetation reducing range to less than 100m [MJLW02]. To

alleviate these range issues, VHF tracking was improved to include the use of air-

craft and satellites in orbit to allow for wider coverage. In particular, the French

space agency (CNES), the National Aeronautics and Space Administration (NASA)

and the US National Oceanic and Atmospheric Administration (NOAA) created the

CLS/service Argos Data Collection and Location System [Cla89] that has been used

to track multiple species since the 1980s [MCNF92, WG12]. It is commonly referred

to as the Argos system throughout literature. The Argos system works via the ra-

dio transmission of data from Platform Transmitter Terminals (PTTs) attached to

animals, with positional data being calculated using Doppler shift [Cla89].

Concurrent to the development of the Argos system was the development of the

Global Positioning System (GPS). Initially developed by the US military under the

name Navstar GPS, GPS was designed as a replacement to previous navigation sys-

tems to allow for 24-hour accurate positional data. This works via the positioning

of 24 satellites in orbit, with the position of the ith satellite being (Xi, Yi, Zi). At
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all times at least 4 satellites are in view from any position on earth. The users posi-

tion (Ux, Uy, Uz) can then be inferred using Pi, the distance from the ith satellite to

the users position, which is calculated from the time required for a signal from the

satellite to reach the user ∆TB [RMAM14].

(Xi − Ux)
2 + (Yi − Uy)

2 + (Zi − Uz)
2 = (Pi − c∆TB)

2. (2.4.1)

In March 1990 the selective availability of GPS was implemented. This intentional

degradation of the GPS system by the US military reserved the most accurate posi-

tioning system for military use. SA reduced the precision of non-military positional

systems to approximately 100m. This was later suspended and then finally removed

in 2007. Following the removal of SA GPS locations were shown to be within 10-28m

[HR08]. The precision of the GPS system is still affected by outside influence. Dif-

ferent environmental variables have been shown to have a varied effect on precision,

which are still being investigated. When assessing the efficacy of GPS sensors in

differing environments two metrics are commonly used throughout ligature, fix rate

reduction and measurement error [FFH+10]. To measure error, a GPS tag is placed

within an environment affixed at varying heights to simulate the species desired and

a regular sampling interval of GPS data is obtained. The fix rate is calculated by

obtaining the number of successful recorded locations, known as fixes, and dividing

by the number of attempts to obtain fixes. The precision of GPS data can also be

compared by calculating the distance from the recorded location and the true loca-

tion, this is referred to as the measurement error. This is a common way of testing

GPS accuracy and is known as a stationary test. These stationary tests allow for

easier comparison of results and ease of replication across a number of differing en-

vironmental conditions [FFH+10, DSK05, IKJM05]. Mobile device tests have been

performed to attempt to measure the effect of differing types of movement but are
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rarer [FFH+10].

Canopy closure has been shown to have a significant effect on both the fix rate

and measurement error as the amount of canopy closure increases [DSK05]. The

topography of the surrounding terrain has also been shown to effect both fix rate

and measurement error. Cain et al. assessed the effect of topography by calculating

the amount of ‘measurable sky’, defined as the amount of sky that is visible from

a location in all directions and angles [IKJM05]. It was shown that as the amount

of available sky decreased, the fix rate and measurement errors were increased. The

surrounding environment is not the only variable in the precision of GPS, the position

and the number of satellites used to calculate the fix have been shown to have an effect

on precision [LRGV07]. When a GPS device records its current position, the number

of satellites and their relative position can be stored. A GPS location can either

have a two dimensional solution that was calculated using three satellites, or a three

dimensional solution that uses four or more satellites. It has been shown that the two

dimensional solutions tend to have a precision of 36m or less, while three dimensional

solutions have a higher precision of 12m or less [LRGV07, FFH+10]. The relative

position of the satellites used also have an effect of the precision of the location

recorded. Dilution Of Precision (DOP) is an index calculated from the distance

between the satellites used to obtain the position of a GPS receiver. The closer the

satellites are to each other, the higher the DOP, with lower DOP values representing

a wider spacing. DOP can be expressed as a number of differing measurements, such

as PDOP which has been used to apply DOP based screening of points to reduce the

amount of erroneous records within a trajectory [RR97, LRGV07].

In comparison, GPS tags have been found to be a more accurate than other tech-

nologies such as VHF [TFKB10, RH09]. This newfound precision and high sampling

rates alongside global coverage have allowed for new datasets larger than ever before.
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With a new influx of data, ecologists have now been able to investigate a number of

different ecological phenomena and answer different ecological questions, such as habi-

tat selection [ORJ15, FSS+17], animal movement [OSFM10, SAF+20] and foraging

behaviours [GCS+16a].

2.5 Visualisation Of Spatio-temporal data

Figure 2.4: Napoleons Russian Campaign of 1812. First shown is Darby and Fullard’s
map, showing troop movement in full detail using lines arrows and printed dates
[DF70]. Below shown is Charles Minard’s visualisation, showing position, troop num-
bers, temperature and time [Cor01].

Visualisation of spatio-temporal data has a long and detailed literature, with
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many methods of visualising spatio-temporal patterns, such as arrows, points, lines

and printed dates being suggested [DF70, ZWZM12]. As can be seen from Figure

2.5 these visualisations can quickly become overly complex, leading to a difficulty in

comprehension. Early developments were made in the efficient and clear visualisation

of spatial data. Figure 2.4 shows Charles Minard’s map of Napoleon’s march on

Moscow [Cor01]. This map allows for the visualisation of multiple distinct variables

of longitude, latitude, temperature, troop numbers and time, receiving praise as “the

best statistical graphic ever drawn” [Tuf85]. Charles Minard’s work with flow maps

also allowed for the visualisation of multiple spatiotemporal processes, such as road

traffic between Dijon and Mulhouse [Ren18]. This trend of improvement continued,

with Hägerstrand creating the space time cube in 1967 [H+68]. The space time cube

allowed for the visualisation of both the spatial and temporal aspects of trajectories.

This was achieved by plotting the longitude and latitude of the current position on

the x and y axis respectively, then plotting the current time on the z axis. These first

space time cubes were drawn by hand, restricting the visualisation to only a single

point of view.

The advancement of computer graphics also had a significant impact on the vi-

sualisation of spatiotemporal data. The previously static and hand drawn visualisa-

tions of trajectories could now be interactive, with animations able to dynamically

visualise the temporal component of trajectory data. This led to other interdisci-

plinary fields of research that shared much in common. Visual analytics emerged

from the field of information visualisation and attempts to combine the processing

power of computers with human interaction with a single interface to gleam insights

into the multitude of data now available [CT05]. This in turn led to geovisual an-

alytics. Geovisual analytics diverges from geovisualisation in “its explicit inclusion

of computational methods” [CJF18]. While recent visual analytics research has been
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Figure 2.5: Space Time Cube of the migrations of 30 white storks [FCRA19] over
three years of migrations, created using R. As can be seen, as large amounts of data
begin to be plotted the visualisation becomes unusable.
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performed on spatio-temporal data from social media [CLY17, DAA+19, AAC+17b]

there have also been developments in movement ecology and maritime visualisation

[GWD20, SWS+19, SRSW20, HLZL20].

2.5.1 Recent Developments in Visualisation of Movement Data

Recent surveys have been conducted in the field of visualisation for movement ecol-

ogy, and have highlighted that toolsets investigating movement within context is

important [DLBP+21, NGR+08]. Demšar et al [DLBP+21] have also observed that

while different disciplines have their own approaches to trajectory analysis and visu-

alisation, the underlying concepts are the same, with interdisciplinary collaborations

allowing for advances to be made. Due to this multidisciplinary nature of move-

ment ecology, multiple researchers of differing backgrounds are involved, with some

researchers having little experience with visualisation of geophysical datasets, leading

to the design of visualisation tools that allow for researchers to visualise their data.

One such implementation is the rworldmap R package [Sou11]. Designed by

South. A, it allows users to visualise their global datasets with any colour map-

ping. rworldmap allows for the visualisation of either gridded or country datasets

and the ability to export them as a static plot. This limits the research capabilities of

the visualisation by not being able to visualise the changes of the dataset over time

without multiple plots. The ability to visualise changes in a dataset over time would

allow for investigation into these changes effect movement of tagged species.

MoveVis [SRSW20] is an R package that allows users to visualise movement

datasets over either satellite imagery or environmental datasets. Implemented via

the use of the ggplots package, moveVis creates each frame on the CPU and then

exports either a GIF or video file of the entire visualisation. While creating small

scale animations using the CPU may be feasible, creating longer animations with
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global environmental datasets requires significant time, with the animation having

to be recreated when adjustments are made. The computation time required for an

animation duration of 20 seconds requires “approximately 25–35 minutes”. These

long computation times for a relatively short animation require a long stop gap be-

tween input of parameters and final result. Being unable to interact with the datasets

loaded the ability to recognise and investigate movement patterns is limited. Due to

being implemented entirely on the CPU the scalability of this visualisation package is

also limited, requiring even longer computation times as the range of the visualisation

increases.

Xavier and Dodge [XD15] also created dynamoVis, using the java programming

environment, for the visualisation of Movebank [Mro18]. DynamoVis allowed for

users to apply colour filters to any data attached to the locations recorded, enabling

visualisation of any data that was also logged by the tag, such as external temperature.

DynamoVis in combination with ENV-Data allows researchers to investigate and

visualise their data. While integration of environmental context and interactivity was

achieved, it is unable to show the environmental variables within the surrounding area

of a recorded point. This lack of visualisation of surrounding environmental variables

limits the researcher’s ability to identify the possible effect environmental variables

have on movement decisions.

With the advancement of computer graphics space times cubes have seen a resur-

gence in interest. Kraak began to apply interactive computer graphics to allow for

interactive rendering of space time cubes, allowing for the visualisation and analysis

of individual or group movement [Kra03b]. This later drew criticism from Andrienko

and Andrienko [AA07] due to over complication and occlusion issues as the number

of trajectories within the space time cube increased. To combat this, multiple so-

lutions were suggested. Andrienko and Andrienko suggested the reduction of these
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trajectories into m-events, characteristic points that describe significant points within

a trajectory, which can then be plotted within a space time cube [AAH+13]. Recent

studies with the space time cube include the use of AR or VR to allow for interactiv-

ity with a space time cube [SWS+19, WSN19]. According to their user studies, the

amount of errors during investigation were reduced, but are limited by their hardware

requirements.

The advantages and disadvantages of 3D space time cubes and 2D animated

spatio-temporal data have recently been investigated. Mullaw investigated the ad-

vantages of space time cubes in comparison to animations and static maps and dis-

covered that animation performed better in most cases, with the exception of the

identification of stopovers and returns to a previous path [Dem08]. Amini et al.

[ARH+15] continued to investigate the advantages of interactivity in both 2D ani-

mated trajectories and 3D space time cubes. Participants in the study were asked to

interpret a set of data using either an animated 2D or 3D representation and asked

to answer questions based on the data. They discovered that the 3D representation

significantly reduced the answering time for complex questions. They also conclude

on how the combination of 2D and 3D representations through seamless interactions

could provide improvement to current methods.

2.5.2 Aggregation of Movement Data and Flow Maps

With the recent abundance of data in all sectors there has been an increased develop-

ment into the methods to visualise large amounts of movement data. Both standard

animations and space time cubes suffer from occlusion when attempting to render

large amounts of data. Space time cubes in particular create messy visualisations

with an overabundance of data. As a result of this, methods of aggregation have been

explored in an attempt to allow for visualisations to employ as much of the data as
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possible while still allowing for meaningful visualisation.

A prevalent method of aggregation is the use of density surfaces (2D) or density

areas (3D) to reduce the visual clutter of standard trajectories. These methods ag-

gregate movement data by creating a histogram of the entire surface (or area in the

3D case) and applying a colour map to highlight areas where movement occurs the

most. Demšar and Virrantaus apply a 3D linear kernel function to each trajectory

to create a density area of use for maritime data [DV10a]. This reduced visual clut-

ter when working with the exceptionally large maritime datasets and allowed for the

visualisation of space use over time. This approach has a drawback however, while

the visualisation preserves the space use over time when used in a space time cube it

no longer reveals directional information or speed. This approach instead lends itself

to the investigation of space utilisation instead of explicit movement visualisation

[NT20].

Flow maps have also recently seen development as a method of reducing visual

clutter. Flow maps do not represent the exact trajectories of data, but instead typi-

cally represent the aggregate movement between two nodes, also described as “origin

destination pairs” [ÇGS+20], with the number of trajectories that move between

these two nodes typically represented by either colour or thickness of the flow itself

[JSM+18]. Recent developments of flow maps include the use of 3D curvature to

allow for flow maps in virtual reality, reducing the amount of occlusion of typical 2D

methods [YDJ+19].

To allow for the visualisation of massive movement data spatial aggregation tech-

niques have been applied to trajectories to allow for clearer visualisation. Andrienko

N. and Andrienko G. created a method of aggregation using the java programming

environment [AA11]. First, ‘characteristic points’ within the trajectory are detected.
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These points are significant events within a trajectory that describe meaningful or in-

sightful events within the trajectory, such as stopovers, turning points, start and end

points. This is achieved by sequentially processing each point. With these charac-

teristic points detected they are then grouped in space, creating clusters of a desired

radius. Andrienko N. and Andrienko G. considered the use of multiple clustering

methods to achieve the desired convex spatial clusters with a desired radius, thus al-

lowing for a desired level of generalisation. They determined k-means and k-medioids

inappropriate as they require a known number of centroids, and other methods such

as DBSCAN [EKSX96] allowed for density-based clustering but not of a desired ra-

dius. This led to the development of a clustering method that utilises a regular grid

to cluster points.

The clustering method used by Andrienko N. and Andrienko G. [AA11] takes

two parameters, the set of characteristic points and a desired maximum radius. This

radius dictates the level generalisation, the larger the radius the more generalised the

resultant flow map. The study area is first divided into a regular grid, with each grid

cell having the width and height equal to the max radius. The characteristic points

are then sequentially added to the grid. The use of a regular grid means that only the

nine grid cells containing and surrounding the point need to be checked for clusters.

The point is then added to the closest cluster within the max radius, the centroid of

that cluster is then recalculated with the additional point. If no centroids are found

within the nine grid cells or there is no cluster within the max radius a new cluster is

created with the new point. This is repeated until there are no new points within the

dataset. With this completed, a set of Voronoi cells are created using the centroids,

with additional cells added to areas without any centroids to ensure more even sized

cells. Each trajectory is then sequentially processed to segment the trajectories into

transitions between these cells, it is the number of these transitions that determine
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the size of the resulting visualised flow.

Recent developments by Graser et al. also create flow maps, but instead of re-

lying on the hardware of a single workstation they make use of a networked cluster

[GWD20]. Named the M3 movement model, Graser et al utilise Gaussian Mixture

Models (GMMs) to aggregate movement data while also using a flexible number of

data driven prototypes within a regular grid. This allows for more detail representa-

tion without the need to adjust the regular grid to an impractical resolution. This

method utilises the processing power and parallel potential of networked clusters to

aggregate and visualise exceptionally large amounts of data. For example, Graser et

al. create an aggregate flow diagram of 3.9 billion records in 41 minutes.

2.6 Analysis of Animal Movement Data

The miniaturisation and improvement in accuracy of GPS sensors has led to an in-

flux of available data, with the big data revolution and repositories like Movebank

allowing researchers to access more data than ever before. This has led to rapid devel-

opment of analytical techniques in movement ecology, in turn leading to frameworks

to unify movement research. One of the most impactful is the framework proposed

by Nathana et al [NGR+08]. This framework identifies four fundamental questions

of animal movement: Why move? How to move? Where and when to move? and

What are the consequences of this movement? To answer these questions Nathana et

al. created a general conceptual framework for movement ecology, shown in Figure

2.6. This framework separates movement into differing components: the external

factors of movement, such as environmental variables; the navigation capacity of the

individual, the traits that enables an individual to orientate itself within space/time;

the internal state, the state of the individual made up of a multitude of physiological

and neurological states that effect the individual’s ability and readiness to move; the
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motion capacity, the individuals ability to execute or facilitate movement which re-

sults in the movement path, the resultant movement due to the previous components.

This unifying framework has led to a number of developments in movement research

for both animal movement ecology and human mobility research.

Figure 2.6: The redrawn movement ecology framework conceptualised by Nathan el
al [NGR+08]. The focal individual is described in terms of the internal state, the
motion capacity and navigation capacity (yellow ellipsoid) and the External factors
dictated by the environment (blue ellipsoid). Each of these components are linked
via processes that effect each component.

Recently, Williams et al. have also created a framework to unify research bi-

ologging sensor data called the integrated Biologging Framework [WTB+20]. This

framework highlights the interdisciplinary nature of biologging technology and the

data it creates, highlighting that due to this complex and multifaceted nature inter-

disciplinary collaborations are key for optimal study design. Williams et al. state

four areas critical to study design: Questions, Sensors, Data and Analysis. The order
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in which these are considered will change depending on either a question/hypothesis

or data driven route, referred to as pathways.

2.6.1 Movement Descriptors and Metrics for Animal Move-
ment Ecology

Even with the abundance of tracking data now available it is unusual to observe

the continuous, complete path of a tracked animal. As an alternative a discrete

number of observations along the path of the tracked animal is observed [CDRC09,

GS08, NGR+08]. These recorded relocations, ordered by the time of their creation,

result in a movement track or trajectory. The accuracy of this trajectory can be

influenced by a number of factors, such as sampling interval, the spatial accuracy of

technology used (GPS, VHF) and irregular sampling frequencies caused by either an

intentional decision to prolong the longevity of onboard sensors [BLK+12] or from

device malfunction and poor signal [FSF+18].

A common early step for the investigation of trajectory data is the calculation of

movement descriptors and metrics for path-level analysis [SDCG18]. These metrics,

also known as path-signals [ESB16] or stepwise characteristics [SDCG18], are typically

split into two classifications: Primary and secondary metrics [SDCG18]. Primary

metrics consist of descriptors that are directly derived from each relocation within a

trajectory. Due to this nature, primary metrics are highly sensitive to the sampling

interval of the underlying trajectory.

Primary metrics are not exclusive to the position of the tagged animal. As the

miniaturisation of sensors allow for more complex tagging data to be obtained other

metrics are also available. For example, accelerometers can be used in the calculation

of energy expenditure and have been used to provide an understanding of the smaller

scale movements of species, especially at a foraging level where the efficiency of energy

expenditure has an impact on survival. The calculation of energy expenditure has
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been investigated thoroughly throughout literature and is of significant importance

for research. While there are several methods of calculating energy expenditure, such

as doubly labelled water and heartbeat rate, these methods are either of low temporal

resolution or require invasive methods. Overall Body Dynamic Acceleration calculates

a proxy of energy expenditure using triaxial accelerometer data [WWQ+06]. ODBA is

calculated by summing the Dynamic component of the accelerometer data, as shown

in Equation 2.6.1, with the three axis recorded by the accelerometer denoted by Ax,

Ay and Az. There is one possible problem with this solution however, it assumes

that acceleration is not a vector. To correct this a vectoral approach was suggested

by Gleiss, Wilson et al. [GWS11]. This approach instead calculated the Vectoral

Dynamic Body Acceleration (VeDBA). This equation is shown within Equation 2.6.2.

ODBA = |Ax|+ |Ay|+ |Az| (2.6.1)

V eDBA =
√
A2

x + A2
y + A2

z (2.6.2)

Research into the comparison between VeDBA and ODBA has shown that while

theoretically VeDBA should be a more accurate proxy for energy expenditure, they

show very similar results. It was noticed however that VeDBA is a better estimation

in the rare case that consistent device orientation could not be guaranteed [QCW+12].

Secondary metrics include summary statistics that are calculated from primary

metrics or from a coarser temporal scale than the underlying trajectory data [SDCG18].

These metrics are used extensively in literature to facilitate the characterisation of

movement and changing of states within a trajectory. For example, net squared dis-

placement (NSD) is a metric that can be utilised for the identification of movement

strategies and patterns of an individual over time [BRPY+15a]. This is achieved by
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calculating the squared Euclidean distance between the starting location of an individ-

ual’s movement and each subsequent relocation along the trajectory. This can begin

to show common characteristics entailing to the type of movement of the individ-

ual, with literature often classifying movement into four distinct movement patterns;

sedentarism, dispersal, nomadism, and migration [BRPY+15a, SAE16]. NSD has re-

cently been used in tandem with non-linear mixed models to identify the beginning

and end of migrations, as well as classify movement modes of species [SAE16].

Figure 2.7: The different movement strategies that become apparent with the use
of Net Squared Displacement: migration, dispersal, nomadism and sedentarism
[BRPY+15a].
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First Passage time is another commonly used secondary metric that has been

used to differentiate between movement behaviours in animals [FT03, LCDC14]. It is

calculated by determining the time required to leave a certain radius. This metric has

been used by Webber et al. as a proxy for the amount of foraging occurring, stating

“Higher first-passage time reflects a slower linear movement rate … and presumably

more intensive local foraging. By contrast, lower first-passage time reflects a faster

linear movement rate and presumably less intensive local foraging” [WLB+20].

2.6.2 Segmentation, Event Detection and Behavioural Clas-
sification in Movement Data

The classification of behavioural modes and detection of events and characteristic

points within a trajectory has seen a significant rise in research due to the abundance

of data now being collected [ESB16]. These data streams not only use positional

data but also data from other onboard sensors, such as accelerometer data. These

metrics can then be used to infer the behavioural state of the animal at a given

time. Many methods to achieve this have been utilised in literature [Bat81, ME02,

PBS+18, CDRC09, DWL08, SAF+20]. These methods may include the use of spe-

cialised knowledge to threshold primary or secondary signals, such as pressure data,

to identify when an animal has dived underwater [Koo65].

More advanced methods of classification have seen use in recent literature, such

as the use of machine learning techniques. These include the use of KNN cluster-

ing techniques to classify behavioural modes [BCGL+14], Artificial Neural Networks

(ANNs) and Support Vector Machines (SVMs) to segment movement data into differ-

ent movement modes [SWQ+08, NSFR+12]. Other statistical methods have also been

used to process movement data, such as Hidden Markov Models (HMMs) and State

Space Modelling (SMM) for classification [PBBG09]. While these complex models

allow for accurate classification of movement, the merits of simpler methods are still
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apparent [CVB+20]. Williams et al. state that “The convenience of machine-learning

systems is that they require little specialist knowledge and information about the data

streams from the researcher” [WTB+20]. This lack of specialist knowledge could lead

to erroneous use of well established methods. Studies comparing the efficacy of these

complex methods to more simplistic methods have found that simpler models may

outperform more complex ones in certain situations [SAF+20, CVB+20].

Identification of turning angles, and thus possible decision points, is an ongoing

field of research. Recent developments by Potts et al [PBS+18] utilise the high res-

olution turning data of modern tags to identify significant turning regions in high

resolution movement data. The primary metric of heading is used to calculate the

Squared Circular Standard Deviation (SCSD) at each relocation using a sliding win-

dow. Let h1, ..., hn be the heading for each relocation within a trajectory, obtained

with a regular sampling interval at time points t1, ..., tn. A window size of W is used

about each relocation to calculate the SCSD si of each reallocation using the following

equations.

si = ln(
1

R̄2
i

) (2.6.3)

R̄i =

√
¯sin(hi)2 + ¯cos(hi)2 (2.6.4)

Where ¯sin(hi) is the average of sin(hi) over the window surrounding the relocation

and ¯cos(hi) is the average of cos(hi) over the same points. With the SCSD calculated

for each relocation spikes above this value may be flagged as turning points. These

flagged turning points can then be further filtered to include only those that are above

a desired threshold.
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2.6.3 Resampling of Movement Data

Due to the often unreliable nature of movement data collection a number of papers

investigating the resampling of trajectories to regular sampling intervals and the cal-

culation of missing timestamps have been published. These methods differ in their

methods due to the large variety of differing types of movement, with no one method

being more accurate in all cases than another [Lon16]. First, we define movement as a

set of relocations along a path with given time intervals z(t). An unknown relocation

that occurs between two known relocations is defined as z(tu), with the two known

relocations defined as z(ti) and z(tj), with ti < tu < tj.

A common method due to its simplicity is linear interpolation [SPFCC17, PDGM+21,

WHR+21, NLLS15]. This method assumes that the unknown movement between two

locations follows a straight path (beeline) at a constant speed and is calculated as

follows:

z(tu) = z(ti) +
tu − ti
tj − ti

(z(tj)− z(ti)) (2.6.5)

While this method is fast and simple to implement, it inaccurately assumes that

previous kinematic state of the trajectory has no impact on future relocations. Tech-

nologies utilising adaptive sampling however have used linear interpolation effectively,

with linear resampling having little effect on the geometry of the resultant trajectory

[WHR+21].

Random walks are an interpolation method that utilise random samples from

two distributions, the distribution of step lengths and the distribution of turning

angles. Originally designed to describe the irregular motion of particles [CPB08]

they have since been adjusted for use in ecology. These methods include Continuous-

Time Correlated Random Walks (CTCRW) [JLLD08], Drifted Random Walk (DRW)

[CBT10] and the Constrained Random Walk (CRW) [TOSW15]. The constrained
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random walk algorithm accounts for the sequential nature of movement by using

space time prisms as a way of constraining the possible relocations. The space time

prisms are then calculated using an upper bound on mobility vmax.

Spline interpolation methods have also been used throughout literature, with

Catmull-rom splines [YSK11], Bezier Curves [BBB95] and cubic Hermite splines

[LS73] being used for ecological applications [HPB10, PFG+21, TSF+06, DWA+16].

Cubic Bezier curves have been shown to be effective in interpolating the movement of

animal data within a fluid environment [TSF+06]. Bezier curves are calculated using

four control points, two of which are the known relocations z(ti) and z(tj) and two of

which control the curvature P2 and P3. These control points can be obtained using

the kinematic state at each of the known relocations [Lon16].

P2 = z(ti) + v(ti)
1

2
(tj − ti) (2.6.6)

P3 = z(tj)− v(tj)
1

2
(tj − ti) (2.6.7)

Catmull-Rom spline interpolation is a cubic spline that uses the directly observed

relocations as control points [YSK11]. Instead of inferring the control points using

the kinematic state at the points z(ti) and z(tj), the previous and subsequent points

z(ti−1) and z(tj+1) are used. These four points can then be used to interpolate the

position of z(tu). Hermite splines have also been used to interpolate maritime data

[HPB10]. This method uses the two known relocations as control points in tandem

with the control parameters of speed and heading.

Long J. implemented a method of interpolation of movement data, based on object

kinematics [Lon16]. By using the velocity at the two known relocations and solving

for a linear function of acceleration, the position and velocity at point z(tu) can be

inferred. This method is extended to two dimensions by solving the linear function



38

of acceleration in each dimension independently. The resampling and interpolation

of movement data is an ongoing field of research, with new methods utilising new

splines being proposed [CBM+21].

2.7 GPGPU Acceleration

Initially, Graphics Processing Units (GPUs) were used as a hardware accelerator for

3D graphics applications. These computationally complex tasks required substantial

parallelism to allow for interactive applications, and thus resulted in the develop-

ment of high performance, high throughput streaming processors. While initially

used exclusively for graphics applications, there were early attempts to utilise this

graphics pipeline for non-graphics applications. These were successful, but required

intimate computer graphics knowledge, requiring complex mapping of program data

to the available shader buffers. The term General Purpose Graphics Processing Units

(GPGPU) was coined by Mark J. Harris in the early 2000s [HLG+] and from this

early success led to GPU vendors creating unified shader architectures that could be

more easily programmable [LNOM08]. This later led to the development and release

of APIs that utilised higher level abstractions to facilitate the use of GPGPU pro-

gramming [Kir07, Mun09]. For example NVIDIA’s CUDA [Kir07], originally standing

for Compute Unified Device Architecture, allowed for the programming of NVIDIA

cards for general purpose computing, with AMD also releasing their AMD CTM

(Close to Metal). This was followed by OpenCL, a framework for GPGPU com-

puting regardless of GPU vendor [Mun09]. These frameworks allowed for a number

of heterogeneous computing systems that utilise both GPGPUs alongside CPUs to

accelerate computation.
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Figure 2.8: The GPU programming model of a CPU invoking a kernel with thread
blocks that are then assigned to Streaming Multiprocessors (SMs). Redrawn from
the CUDA documentation [Gui13].

2.7.1 The GPU Programming Model

While different API have differing terminology, the underlying GPGPU programming

model remains similar. Here we refer to the terminology used by NVIDIA due to

the techniques within this thesis utilising the CUDA API. GPGPU programming

utilises the Single Instruction Multiple Data (SIMD) model, meaning that multiple

threads run the same instruction on multiple data points simultaneously. To allow

for the programming of GPGPU applications independent of hardware, the stream

processing paradigm is used [BCL14]. This allows programmers to represent GPGPUs

at differing levels of abstraction. The CPU invokes a kernel, consisting of a group of

thread blocks that may be defined as 2 or 3 dimensional, containing a maximum of

1024 threads. The thread blocks are then assigned to a GPU core called a Streaming
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Multiprocessor (SM) by a thread block scheduler in a load balanced fashion. These

SMs contain their own L1 cache, read-only texture memory and shared memory.

During execution, the SM processes these thread blocks in groups of 32 (or 64 in the

case of AMD) called a warp, using the SIMD model.

Due to the unique hardware of GPGPU computing, specific design considerations

must be made to effectively utilise the massively parallel nature of the GPU. Due to

the SIMD model of warp execution, branching and divergence can cause significantly

slower execution times. During flow control instructions (such as if, for and while)

threads within the same warp may diverge, following different execution paths. These

differing execution paths must be completed sequentially, increasing the number of

instructions executed for that warp. Due to this, specific care must be taken to

minimise the amount of differing execution paths within the same warp.

With the nature of GPU memory access, care should be taken when attempting to

copy to or from memory. Memory is often the most important area for optimisation

[Gui13]. Due to the peak bandwidth between device memory on the GPU being sig-

nificantly higher than the bandwidth between host (CPU) and device (GPU) memory

care should be taken as to where and when memory transfers occur. Significant per-

formance increases can occur when intermediate results are calculated on the GPU.

Even if no performance gains are shown during the processing of the intermediate

data, avoiding unnecessary memory transfers between the host and device saves sig-

nificant amount of time. Care should also be taken when accessing global memory.

The shared memory that is allocated per thread block (48KB) has a much lower la-

tency than global memory (>1GB). Effective use of shared memory to avoid global

memory access can result in significant speedup [KWZ19, Gui13].

When access to global memory is required, it is best for threads to access con-

secutive memory locations. This allows for hardware optimisations to occur, with
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Figure 2.9: Abstraction of the main components of a NVIDIA GPU. Redrawn from
[vO11]. Here we see a Stream multiprocessor (SM), and its Scalar Processors (SP),
with the interaction between different GPU memory locations and the host (CPU).
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consecutive memory access being combined into a single request, and thus reducing

the number of memory operation that occur. This is known as memory coalescing.

The amount of shared memory used by a warp can have a significant effect on the

execution time of a kernel. If too much shared memory is used it could limit the

number of active threads. The number of active threads against the theoretical max-

imum number of threads is known as the occupancy, with high occupancy typically

indicating better execution times.

When designing GPU algorithms, care should be taken to optimise the algorithm

to best utilise the hardware: A high number of active threads should be achieved

at all times to maximise occupancy, warp divergence should be avoided through the

use of fine graded data parallelism, shared memory should be used to minimise the

use of the slower global memory and any reads or writes to global memory should

be coalesced whenever possible. These algorithms are typically split into the use of a

selection of parallel primitives. These include gather, scatter, scan and split [LLX19].

These parallel primitives are the building blocks of most parallel algorithms, allowing

for typically CPU bound techniques to be reimplemented to utilise the massively

parallel nature of the GPU.

While these considerations should be taken into account when writing performance

critical GPU applications, recent libraries have been released that are designed for

programmer productivity. with highly optimised common parallel algorithms and

primitives implemented. One example of this is the Thrust C++ template library

[BH12]. Use of libraries like these have allowed for the use of GPGPU computing in

new areas of research without the need for specialist knowledge of GPGPU program-

ming environment [OA18, WK13]. Due to this, GPGPU computing is now being used

in a wide variety of disciplines, both using these programmer productivity focused li-

braries and custom written kernels. These include ecological applications [OA18],
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computational biology, bioinformatics [NCTB17] and geospatial analysis.

2.8 Discussion and Research Gaps

While cartography and visualisation of movement data has a long and detailed liter-

ature, as can be seen from Section 2.3, the rise of big data and the larger datasets we

are now able to collect effect all fields of research. Previous visualisation methods that

rely on sequential processing, such as moveVis and DynamoVis [XD15, SRSW20], are

now struggling to render the entirety of these datasets in a timely manner. It has

been shown that real time interaction between multiple visualisation methods assists

in understanding and investigation into datasets [ARH+15, SWS+19, WSN19]. It

is here that GPGPU acceleration can be applied to allow for the processing of the

millions of datapoints that are standard within toady’s movement and environmental

datasets, enabling real time interaction. The real time visualisation of both movement

and ecological data could provide insights into the links between movement decisions

of birds and the energetic costs of flying under different environmental conditions.

The benefits of real time interaction not only apply to visualisation, but to anal-

ysis as well. While there are large amounts of R packages and methods that allow

for insights into the movement of a species, a large amount of these are sequentially

processed, despite the fact that many of these methods lend themselves well to paral-

lel processing. As datasets continue to grow these analysis methods will only require

longer computation time, furthering the disconnect between any changes to param-

eters and results. While some methods are now beginning to be aware of the need

for scalable solutions [PBS+18, HLZL20], the scalability of many methods (Section

2.6) can be improved. It is here that GPGPU computing can allow for the real time

parallel processing of millions of datapoints in real time.

Finally, as we begin to visualise more data, care needs to be taken to avoid issues
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in the readability of the visualisations we create. This is an issue especially prevalent

with space time cubes and trajectory data [AA07]. Aggregation has been shown to

allow for insight into the space utilisation of movement with success using networked

clusters to process billions of datapoints of maritime data [GWD20]. While this

allows for large datasets to be processed, there are significant hardware limitations

processing data with networked clusters. We believe that there is a middle ground

that can be achieved with far more available hardware through the use of GPGPU

computing.



Chapter 3

GPU Accelerated Globe Rendering
and Environmental Dataset
Switching

3.1 Introduction

Environmental context is an important factor in the investigation of movement data,

with resource availability significantly effecting the movement of species [DV10b].

Global datasets that describe these external environmental factors, such as land cover,

elevation, temperature and vegetation, are now available at high spatial and tempo-

ral resolutions [Did15, ZW15, MS19] but with the sizes of these datasets there is a

struggle to visualise the quantity of data points involved while also supporting visu-

alisation in real-time. As of writing there are few available packages to visualise and

investigate movement data interactively containing millions of data points on a sin-

gle workstation. Pre-rendered visualisations are available, but these have limitations.

For example, Schwalb-Willmann et al. [SRSW20] states that “rendering an anima-

tion of 500 frames with 25 frames per second, resulting in an animation duration of

20 s, takes approximately 25–35 min” for their R package moveVis. These visual-

isations, while animated, restrict the user’s view to a predetermined point of view

45
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without re-rendering, requiring repeated long computation times. This leaves a dis-

connect between the adjustment and resulting visualisation, in addition to extending

the amount of time required to investigate differing processes.

This is especially prevalent for the visualisation and investigation of large scale

movement data, such as migratory datasets. As a result of the distances involved

within these datasets, it is difficult to dynamically visualise and investigate the effect

that these environmental factors have on the movement of a tagged species over a

large area in real-time. The ability to interact with and investigate these datasets in

combination with global environmental data would allow for researchers to gain in-

sight into the decisions being made by the tagged species during a migration through

data driven approaches [WTB+20]. While most systems have enough memory to

accommodate these datasets to a suitable resolution, CPUs struggle with the compu-

tation required for real-time visualisation of millions of data points [SRSW20].

The techniques presented here achieve real-time visualisations via the use of GPUs

and the CUDA programming environment, processing the millions of points within

these global datasets at interactive speeds. Via the use of the CUDA parallel pro-

gramming platform it is possible to visualise a single timestamp of the MODIS/Terra

Vegetation Indices dataset (25,920,000 data points) [Did15] in only 5 milliseconds

with a NVIDIA GTX 980, allowing for rapid switching between datasets, or between

timestamps of the same dataset, to visualise the global changes in the desired datasets

overtime. This, in combination with tracking data of large scale migratory species,

enables the visualisation of the effect that environmental factors have on migratory

movement in real-time, rather than a pre-rendered video visualisation. This allows

for researchers to harness the power of their GPUs to allow for the exploration of

multiple studies on a global scale and provide insight into the movement of species

with environmental context.
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3.2 Methods

As discussed in Chapter 2.2 when visualising global environmental data, many on-

line mapping methods still use the Mercator projection [BFUY14], despite its issues

[Jen12]. With differing users preferring different projections for global visualisations

[SJWS15] care was needed in selecting the method of visualisation. To avoid the re-

projection of data, while still minimising distortion, a 3D globe visualisation is used.

The use of a 3D sphere has been used to more clearly represent the globe with less

distortion compared to a 2D projection [LHW20, GKD10]. This essentially creates an

orthographic projection, with the projection being recalculated in real time allowing

for the camera to be moved such that the area of minimal distortion (the focal point)

can be moved as the user desires.

To create the geometry a CUDA kernel is invoked, creating the ECEF sphere at

a given resolution, allowing for adjustment. The visualisation of height data is also

possible, however due to the exceptionally high resolution of today’s digital elevation

models (the STRM DEM has a resolution of 1 arc second [FRC+07]) a lower resolution

is used, with a smaller focus area being rendered at a higher resolution. The digital

elevation model is used to calculate the surface normal of the globe by first calculating

the normal as if the DEM was mapped to a flat plane, and then wrapping it around

the unit sphere. If the DEM is not desired the nature of a unit sphere allows for

the position to also be used as the surface normal, saving memory. While methods

for level of detail (LOD) rendering exist to allow for smoother and more efficient

rendering [BAB+17] it is not the focus of this research. Due to the differences in scale

between the diameter of the globe and the height of the terrain making visualisation

of height values difficult to see, an adjustable height multiplier is used to exaggerate

terrain features, with a CUDA kernel updating the geometry as needed when the

height multiplier is changed by the user. With the camera able to rotate and zoom
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to different parts of the globe this underlying geometry can then be used to visualise

both environmental data, digital elevation data and movement data.

3.2.1 Environmental Dataset Loading

Due to the significant increase in data availability from many different sources, a

large number of geospatial formats (such as HDF4, HDF5, NetCDF etc.) for vector

data now exist. These data formats vary massively, with many of these incompatible.

To allow for global datasets from multiple data sources to be visualised together,

without the need for specialised knowledge to convert formats, the Geospatial Data

Abstraction Library (GDAL) is used [War08]. GDAL is a translator library commonly

used in the GIS community that allows for the reading and modification of raster data

from many of the most popular geospatial data formats. More detail on environmental

dataset loading is found within Chapter 6.

Upon selecting a geospatial file containing the dataset to be loaded, for example

the MODIS 0.5-degree temperature dataset, all metadata is loaded and shown to the

user. This metadata contains the data type of the dataset, 16-bit integer in the case

of the MODIS temperature dataset, the size of the dataset and any other associated

layers. A prompt is then given to the user to input the metadata needed for the

visualisation. First is the timestamp of the dataset, with a temporal resolution if the

dataset layers describe differing timestamps. Next is the desired name of the dataset,

if one cannot be detected within the file, and finally the registration of the dataset,

either pixel or point. The user then selects the method of interpolation desired for

both spatial and temporal dimensions, with bilinear and nearest neighbour available

for the spatial dimensions. To allow for the visualisation of averaged data over a

specific time (such as the MODIS monthly NDVI [Did15]) the previous timestamp

can be selected if desired, with closest and linear interpolation also available for the
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temporal dimension.

Figure 3.1: The environmental dataset list data structure. The environmental dataset
list contains pointers to a set of datasets with assigned timestamps under a common
name. This allows for fast access of the requested environmental dataset. These
datasets can then be sent to the GPU for processing.

With this information, a list can is used to store each separate environmental

dataset, which in turn contains a vector storing the rasters for each timestamp in

chronological order to allow for faster access. As time advances within the visual-

isation this timestamp list can be queried to find the desired datapoints. The en-

vironmental dataset class makes use of C++17 std::variant to allow for datasets of

differing types to be within a single vector. This is combined with C++ templating

to allow for multiple different data types to be loaded, either as separate datasets or

as timestamps within the same dataset. This allows for the precision of the dataset to

remain unchanged during visualisation. By default, upon initially loading the geospa-

tial file, the data is not loaded onto system memory until specifically requested by the

visualisation, where it then remains. This is to allow for the loading of environmental

datasets that have a significant number of datapoints, too many to be stored onto

system memory. Single points can then still be queried without loading all of the

data (This is more important for annotation of movement data, covered in Chapter

4).
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Figure 3.2: Here we show the the ERA5 Temperature dataset [MS19], with a temporal
resolution of 6,483,600 datapoints per hour. The visualisation benefits greatly from
GPGPU acceleration, with less than 5ms required for switching between timestamps.
Due to the high temporal resolution dataset switching occurs frequently, but GPGPU
acceleration allows for a global visualisation of the environmental variables alongside
trajectory data.

3.2.2 GPU Accelerated Dataset Switching

Before creating the visualisation, a user selects the colour mapping desired for the

current dataset. This uses a modified version of the Spectrum C++ colour mapping

library by Roberts et al [RMAL18], enabling the use of a large number of different

colour mapping methods, such as diverging, sequential and qualitative colour maps,

with optional interpolation between colours. Before any visualisation can be created,

a colour mapping is needed. Upon loading the toolkit for the first time, a basic

rainbow colour map is provided. Users can then either adjust this colour map to suit

their needs or create an entirely different colour mapping. Any colour maps created

this way are saved to an external JSON file that is loaded the next time the user opens
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the toolkit. This allows for researchers to create a number of different visualisations,

either for different environmental datasets, or to highlight specific areas of the same

dataset. This JSON file can then be shared with researchers who also have this toolkit

to visualise the same data in the same way, aiding in collaboration.

During visualisation, if time advances past the next timestamp or the user man-

ually changes the current time, an update request is sent to the CUDA controller

class. This also occurs if the colour map of the visualisation is changed. Upon receiv-

ing the update request, the colour mapping is then sent, alongside the appropriate

environmental dataset metadata, to the CUDA controller class for processing. The

CUDA controller class handles all of the heterogeneous communication between the

sequential processing of the CPU and the high throughput mass parallel GPU.

To facilitate the real time rapid switching of global datasets GPGPU acceleration

was applied. The OpenGL CUDA interoperability is used to allow for the result of a

CUDA kernel to be applied directly to a texture. This avoids using a VBO to store the

environmental data and using the fragment shader to interpolate a colour mapping

across the globe every frame (the pitfalls of which are discussed in Section 3.3) or

using existing plot packages within R that rely solely on the CPU [Wic16, SRSW20].

Due to the time intensive nature of memory transfer when compared to pro-

cessing in large datasets, memory optimisations offer the largest improvement in

performance. To ensure the fastest possible transfer rate between the host and de-

vice memory pinned memory allocation is used for the environmental dataset list.

While the allocation of pinned memory, via the use of cudaMallochost, is slower than

the standard allocation of memory using malloc, the GPU can directly access this

pinned, also known as page-locked, memory. This added allocation time will only

affect the loading of environmental datasets, not the time sensitive dataset switching

of the visualisation. With direct access to the memory, the GPU can transfer the
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environmental dataset with minimal assistance from the CPU.

To further increase the speed of processing concurrent memory transfer and ex-

ecution is utilised, achieved via the use of the CUDA streams [Har12]. Due to the

use of pinned memory, allowing the GPU direct access to the data, this is possible.

First the data is split into equal parts that will be processed by different streams.

Each stream will then initialise transfer of their section of the dataset to be pro-

cessed, once the section of the dataset that the stream has been assigned has been

fully transferred execution of the colour mapping kernel begins. Once complete the

transfer to texture memory can be commenced. The hardware available does affect

this process, however. NVIDIA GPUs contain engines utilised for various tasks, such

as copy and execution engines. It is the use of these that allow for processing of data

in different concurrent streams. It should be noted that in the comparison of breadth

first and depth first execution it is usually assumed that all memory transfers and

kernel execution require the same amount of time. This is not the case here, as the

results of the CUDA kernel are copied to a texture, resulting in a device to device

memory copy, rather than to host memory. This is far faster than the transfer of host

to device. Here, depth first execution is used. It should also be noted that due to the

nature of transferring the results of the kernel to a texture rather than back to host

memory, there was little difference in performance between the scheduling methods.

Finally, to minimise the number of memory operations performed, a memory

buffer is created on application start that waits to receive the next set of environmental

data. This memory buffer is adjusted if the resolution, and thus the size, of the

environmental data is larger than the buffer. The buffer is initialised to a small size

and when a dataset with a higher resolution is added the buffer is adjusted and then

remains at this larger size. This ensures that the smallest amount of memory needed

is allocated, while still avoiding the continuous reallocation of memory.
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(a) (b)

(c) (d)

Figure 3.3: The MODIS/Terra Vegetation Indices dataset, containing 25,920,000 data
points per timestamp. Here four months are visualised: Feb (a), May (b), Aug (c)
and Dec (d).

3.3 Results

To assess the performance of GPU acceleration, three methods of loading and then

rendering the data are compared. The first method utilises the geometry CUDA

kernel to update the underlying geometry of the globe to match the resolution of the

desired dataset. This is done by first updating the size of the VBO that stores the

geometry of the globe so that there is enough memory and then calling the CUDA

kernel to calculate the positions on the unit sphere. The environmental data can then

be sent to the VBO, either as RGB values with the colour mapping already applied

by the CPU (this is done as a baseline to assess the speedup of GPU acceleration)

or as raw values which can then be mapped to a colour within the fragment shader
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Method Idle Framerate (fps) Dataset Switch (ms) Active Framerate (fps)
CPU 2254 184.4 5.43
SSBO 95 29.87 38.62
CUDA 2856 5.354 186.7

Table 3.1: Table comparing the idle (framerate of the visualisation with no cur-
rent environmental dataset switching) and active (framerate when the visualisation
is switching environmental dataset at the start of every frame) framerates of the three
visualisation methods, CPU only, SSBO with colour mapping fragment shader and
CUDA optimised colour mapping. The environmental dataset used for testing was
the MODIS/Terra Vegetation Indices dataset, containing 25,920,000 data points.

using the Spectrum library rewritten in GLSL. The an SSBO is uesd in an attempt

to avoid the large VBOs needed to store the vertex data. Here, the SSBO is instead

updated to allow for sufficient memory to contain the environmental dataset, which

is then sent to the newly allocated SSBO. The fragment shader then applies the

colour map. Due to the SSBO not being tied to vertex data the resolution of the

geometry can be far lower, with a significant amount of memory saved for larger

datasets. The final method uses the CUDA accelerated method with the OpenGL

CUDA interoperability to dynamically update a texture. The performance increase

of the memory optimisations are then compared. Finally, the impact of using a float

datatype and a short int (int16) on differing dataset sizes is compared. It should

be noted that the results for the CPU based methods do not make used of multi

threading for both this chapter, and subsequent chapters. This is due to the fact that

many R package implementations, both in R and C++ code called from R, do not

make use multi threading.

As can be seen from Table 3.1 significant performance increases can be seen from

the application of CUDA. The idle framerate is defined as the framerate of the vi-

sualisation when no dataset switch is occurring, with the active framerate measured

when the visualisation is continuously switching environmental dataset (this arises
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when the playback rate of the visualisation is high, or when the temporal resolution of

the environmental is very high). The environmental dataset used for testing was the

MODIS/Terra Vegetation Indices dataset, containing 25,920,000 data points. While

the CPU method has similar idle framerate as the CUDA optimised method, the ac-

tive framerate is much lower, owing to the expected increased computational time of

calculating the colour map on the CPU. The SSBO method increases performance for

dataset switching, reducing to 29.87ms, this is turn leads to a higher active framerate

of 38.6fps, allowing for the interactive investigation of these datasets. It should be

noted however, that due to the increased computation needed within the fragment

shader the idle framerate drops significantly. This is due to the recalculation of the

colour map every frame, even if the environmental dataset remains the same. While

this still allows for interactivity, the idle framerate will continue to reduce as larger

environmental datasets are used. The CUDA method allows for both idle and active

framerates to remain high, with the CUDA optimisations reducing the dataset switch

even further to 5.35ms, and maintaining a high idle framerate exceeding 2000fps.

Table 3.2 and Figure 3.4 show the effect of each optimisation step on the over-

all computation time for one timestamp of an environmental dataset, and compared

these to the initial CPU implementation. Here, four different GPUs were used for

testing, the RTX 2080, Titan Xp, GTX 1080 and GTX 980. The initial CUDA kernel

used showed significant speedup alone, with all four cards able to achieve a visualisa-

tion in one eighth of the time of the CPU equivalent, while still maintaining a high

idle framerate. Optimising the memory transfer via the use of pinned memory and

concurrent copy and execution allowed for further performance increases, with the

RTX 2080 creating the visualisation in 8.71ms. Finally, by managing the memory

buffer that receives the environmental dataset for processing, a further significant
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GPU Tested GPU Optimisation Step Time (ms) Step Speedup Total Speedup

CPU Only Sequential CPU
Initial CPU Benchmark 184.44

RTX 2080

Kernel 1
Sequential transfer from host memory 14.37 12.84x 12.84x

Kernel 2
Sequential transfer from Pinned memory 10.92 1.32x 16.89x

Kernel 3
Overlapping Kernel Execution and Data Transfers 8.71 1.25x 21.18x

Kernel 4
Pre-allocation of GPU buffer 4.51 1.93x 40.90x

Titan Xp

Kernel 1
Sequential transfer from host memory 15.88 11.61x 11.61x

Kernel 2
Sequential transfer from Pinned memory 12.23 1.30x 15.08x

Kernel 3
Overlapping Kernel Execution and Data Transfers 10.46 1.17x 17.63x

Kernel 4
Pre-allocation of GPU buffer 4.72 2.22x 39.08x

GTX 1080

Kernel 1
Sequential transfer from host memory 17.01 10.84x 10.84x

Kernel 2
Sequential transfer from Pinned memory 12.78 1.33x 14.43x

Kernel 3
Overlapping Kernel Execution and Data Transfers 10.01 1.28x 18.42x

Kernel 4
Pre-allocation of GPU buffer 4.87 2.06x 37.87x

GTX 980

Kernel 1
Sequential transfer from host memory 22.62 8.15x 8.15x

Kernel 2
Sequential transfer from Pinned memory 19.91 1.14x 9.26x

Kernel 3
Overlapping Kernel Execution and Data Transfers 15.52 1.28x 11.88x

Kernel 4
Pre-allocation of GPU buffer 5.05 3.07x 36.52x

Table 3.2: Speedup of colour mapping kernel compared to initial sequential CPU
implementation using the NVIDIA RTX 2080, Titan Xp, GTX 1080 and GTX 980
GPUs.
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Figure 3.4: Final results of the optimisation steps on the differing GPUs. With the
higher memory and clock speeds the RTX 2080 overtakes the other cards in earlier
optimisation results. With the full optimisation however, the lower end GPUs, such
as the GTX 980, are able to process one timestamp of the NASA MODIS vegetation
dataset (just below 26 million datapoints) in a similar time. With all optimisations
applied, all cards can achieve a real-time visualisation.

speedup is achieved, with all four GPUs able to create the visualisation in approx-

imately 5ms. It is here that the benefits of the optimisations used are highlighted,

even with lower performance GPUs, large amounts of environmental data can still

be visualised in real time. Adjusting the block and grid size had little effect on the

overall calculation time of the colour map, with the block size adjusted from 32 to

1024. A very minor speedup of 0.3ms was observed at a block size of 1024.

Finally, Table 3.3 shows the computation time required for global environmental

datasets at varying sizes. These environmental datasets were generated by resampling

the MODIS/Terra Vegetation Indices dataset to higher resolutions. Here we can see

that even with a global dataset that contains over 414 million data points, approxi-

mately a 1km resolution at the equator, a usable visualisation can be observed. The

method of storing this dataset can be seen to have an effect here, with datasets that

have been compressed to have all datapoints represented by a 16 bit integer requiring

less time than the larger, thus more computationally expensive, 32 bit floating point
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Resolution (deg) N Time (ms) FPS
int16 float int16 float

0.5 259200 0.13 0.23 7567 4351
0.1 6480000 1.46 2.23 680 447

0.05 25920000 5.35 8.81 186 113
0.025 103680000 20.54 34.89 48 28

0.0125 414720000 83.08 138.29 12 7.2

Table 3.3: The time required to switch environmental dataset, calculate the colour
map and render at varying resolutions and data types of global data using the NVIDIA
Titan Xp.

number. It should be noted that even with these exceptionally large datasets, the

idle framerate was not significantly affected.

3.4 Conclusion

Environmental context is an important factor to consider during the investigation

into movement of animal species [DBC+15]. Visualisations of global environmental

datasets allow for researchers to investigate the effect of the environmental context

for species that cover large sections of the globe, such as migratory studies. These

studies, however, struggle to visualise the vast amount of data involved in real time.

The ability to interact with a dataset in real time has been shown to improve com-

prehension [PM15], and allowing researchers to visualise their movement data in an

interactive environment with these larger environmental datasets could allow for re-

searchers to gain insight into the movement of tagged species.

Here we present a GPGPU accelerated visualisation method that allows for re-

searchers to visualise the large global environmental datasets used to investigate

the movement of migratory animals. Researchers can load multiple environmental

datasets, each with multiple timestamps, and switch between them freely, either to a

different timestamp as the visualisation progresses, or to an entirely different dataset.
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Users can apply a multitude of differing colour maps, which can be applied to any

number of environmental datasets and save them to an external file to allow for col-

laboration between researchers. Through the use of CUDA optimisations, such as

pinned memory, concurrent copy and execute and buffer management, the toolkit is

able to create a visualisation of the MODIS/Terra Vegetation Indices dataset that

contains over 25 million datapoints in under 5ms. This visualisation is not restricted

to high spec GPUs, with lower end GPU able to perform with similar results. This

is in significant contrast to current visualisation packages that require 25-35 min to

create a comparable visualisation [SRSW20]. It is hoped that researchers will be-

gin to use this interactive visualisation method to investigate the effect of differing

environmental variables have on the movement of tagged species.



Chapter 4

GPU Accelerated Resampling,
Analysis and Event Detection for
Migratory Datasets

4.1 Introduction

As the amount of data we collect increases, the methods that we use need to evolve

to handle the larger dataset sizes of today. It is no longer uncommon to have millions

of datapoints for a single tracked animal within a study, with a study made up

of a multitude of different animals. This is especially the case for migratory studies,

where the distances travelled and their annual nature creates datasets that span large

distances over long periods. For example, the eastern flyway spring migration of adult

white storks dataset from Rotics et al. [RKT+18] contains 1.2 million relocations for

only 36 tracked animals. This data not only contains positional data, but also the

data from other sensors, such as accelerometers used to estimate energy expenditure.

As we begin to investigate the world around us, and the effect we have on both the

environment and the differing species within, these datasets will only continue to

grow. It is thereby crucial that researchers from differing disciplines collaborate to

ensure that the toolsets we use are able to process these larger datasets effectively

and accurately.

60
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Recent methods have begun to use the power of distributed computing and net-

worked clusters to process these datasets [Mro18, GWD20]. While effective, these

methods do not lend themselves to single workstations. As geographic information

systems continue to evolve, and with open source solutions becoming more popular,

these methods, while effective, are limited by the complexities of working within a

distributed system environment. Here, we propose moving away, at least partially,

from processing datasets using distributed systems. While they are proven to be ef-

fective in processing even billions of datapoints in a timely manner, the development

of toolsets and methods that allow for a single workstation to process data is a benefit

to both those who have access to the networks clusters and those who do not. The

recent rise of GPGPU computing is now allowing researchers to analyse their data us-

ing a single workstation faster than ever before, while still allowing for these methods

to be scalable for networks. GPGPU accelerated analysis also allows for the analysis

of datasets that may be too small for distributed computing to be efficient but are

larger than the conventional CPU to handle in a timely manner. The limits of CPU

based methods become particularly apparent when the analysis being performed has

a number of different parameters. As researchers attempt to explore their data via

data driven methods [WTB+20], the amount of computation time can significantly

increase, as even with domain specific knowledge, parameters may need adjustment

multiple times to achieve the intended result. Waiting for results of similar analysis,

especially for the same analysis with different parameters, can cause a disconnect

between the parameter adjustment and its effect on the results.

Here we present a number of methods that are commonly used in the field of

movement ecology, accelerated with GPGPU computing to allow for interactive cal-

culation of both first and second order movement metrics. We also perform more

involved methods, such as the resampling of data to a common time interval, the
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detection of migratory periods, turning point detection and movement metric thresh-

olding to detect ‘event points’, relocations within a trajectory that may provide some

insight into the movement of tagged species. While GPGPU programming may be

intimidating to those without a computer graphics background, we present these

methods as a collection of parallel algorithms and primitives. This provides a level of

abstraction, allowing for researchers to think in terms of manipulating the underly-

ing data, rather than the complexities of GPGPU computing. We then compare the

computation time required for CPU based methods with their GPGPU counterparts.

We allow for users to perform these metric calculations in real-time, visualising the

results alongside the underlying trajectory, made possible by a heterogeneous com-

puting environment. This coupled with the environmental context visualised from

Chapter 3, allows researchers to glean insights into the movement of tagged species,

and then consider these movement metrics with environmental context in real-time.

4.2 Parallel Primitives and Algorithms

In this chapter, we make extensive use of commonly used parallel algorithms and

primitives to enable GPGPU acceleration of methods used in movement ecology. Lit-

erature shows that parallel primitives have been used as the building blocks for more

complex algorithms, from eco-evolutionary simulations [OA18] to the calculation of

NDVI [ACHLRZ14]. Due to the methods within this thesis using the CUDA pro-

gramming environment, the thrust library is used. Modelled after the C++ standard

template library, thrust is a template library for CUDA that emphasises programmer

productivity via the use of pre-optimised parallel algorithms. The boost compute

library does allow for users without an NVIDIA card, due to being developed with

OpenCL [Szu16] and has many of the same parallel functions available. To allow for

others to reproduce the results, we present all analyses performed as a set of parallel
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Parallel Function Description Relevant Papers

Transform
(Elementwise operation,
Embarrassingly parallel)

The simplest of parallel primitives.
Takes one or more inputs of the same length and
outputs an array of equal length according to
the function given.

[Gui13]

Reduction
Combine each element within the array to a single value.
For example, the sum of all elements within the
array, or the minimum and maximum elements of an array.

[San02, RT04]

Scan (inclusive scan,
exclusive scan, prefix sum)

For each value within an array, calculate
the sum of all preceding elements
(including the current value in the case of inclusive scan).
This is also known as a prefix sum. This operation does
not have to be a sum however.

[SHZO07, SHG+08]

Partial Reduction
(reduce by key)

Similar to reduction, instead of reducing to a single
value, instead use an array of equal
length containing a key. The resulting array contains
separate reductions of values that had the same key.

[HGP+18]

Stream Compaction
(copy if)

Remove all values from an array that do not pass a defined predicate.
Often used to retrieve sparse data from large datasets. [BOA09, BM13]

Merge Merge two arrays, such that the length of the resultant
sorted array is the sum of the length of input arrays. [GMB12, BM13]

Table 4.1: Table containing the parallel algorithms used within this chapter.

primitives and algorithms commonly included within these libraries. Table 4.1 shows

each of the parallel functions used with a brief description and papers that contain

further detail on the algorithms used.

4.3 Metric Calculation

A number of different metrics that describe the movement of a tagged species are

currently implemented. While the calculation of these metrics would usually require

the trajectory to be sent to the GPU for processing, we already visualise the tra-

jectories by transforming the points to whichever visualisation method is preferred.

This means that the trajectories are already stored within device memory, available

via the OpenGL interoperability. This allows for the contents of the VBO to be

used directly within a kernel, with only the timestamps to be sent to the GPU if

required. The results of these metrics can then be immediately placed within a VBO

for visualisation. The currently implemented metrics are shown in Table 4.2.
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Metric Description Relevant Papers

Daily Distance
The total distance travelled by
an individual each day. Returns
one value for each day.

[SAF+20]

Daily Net Distance
The distance between the first and
last relocations of each day. Used
for migration detection.

[SAF+20]

Step Distance
A first order metric where the distance
between each relocation is calculated
using the haversine formulae.

[DWL08, SAF+20]

Time Step The time duration between each successive
relocation. [DWL08]

Step Speed

The assumed velocity of the tagged species
assuming constant speed between each
relocation. Calculated using step speed
and time.

[CDRC09, DWL08]

Net Squared
Displacement

The distance between the first and each
subsequent relocations. Used to estimate
diffusion behavior and migration patterns.

[SAE16, SAF+20, BRPY+15b]

First Passage Time

The time required for crossing an endpoint
defined by a circle around each relocation
and a given radius, both forwards and
backwards in time.

[MLM09]

Turning Angle The relative turning angles between
each relocation. [Bat81, ME02, PBS+18]

Pseudo-Azimuth

The Azimuth value between each relocation
that is clamped between the values of 0 and
360. Used to identify parallel movement
such as migratory corridors.

[LGWK13]

Table 4.2: The movement metrics currently implemented within the Global Animal
Movement Toolkit (GAMT). More details on GAMT in Chapter 6.
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4.3.1 Transforms

The first of the metrics covered here are known as being ‘embarrassingly parallel’,

where the the calculation lends itself exceptionally well to being processed in parallel,

with little or no communication between threads necessary [HSLS20]. These met-

rics are a common occurrence in movement ecology and lend themselves well to the

throughput nature of GPGPU computing. These initial transformations are usually

used as an input for other methods. For example, net square displacement (NSD)

has been used to classify migratory behaviour using latent state models [BRPY+16].

NSD is obtained by calculating the straight line distance between the initial point of

a trajectory and each relocation. This is done by placing the starting point within

constant memory, allowing for fast access to each thread, and each thread calculat-

ing the distance between its given relocation and the starting point within constant

memory. Other metrics can be calculated using an element wise transformation as

well, such as turning angles, step distance and time step. Here, each thread processes

the assigned relocation by accessing the current relocation and the one preceding it.

These metrics can then be used to calculate others. For example, the time step and

step distance metric can then be used to calculate the step speed.

Turning angles of a trajectory are commonly used to describe the changes in the

direction of movement [Bat81, ME02]. This stepwise metric is used in a large number

of methods, such as correlated random walks [TOSW15] and detecting decision points

[AA11, PBS+18]. To calculate the turning angles between two points Vincenty’s

formulae are used. This transforms a vector containing the trajectory with size N

to a vector of size N1 that contains the sub trajectories between each relocation,

represented by the starting and final azimuths for each step within a trajectory. From

here, turning angles can then be calculated in parallel by calculating the difference

between the azimuths. The starting and end points are assumed to have a turning
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angle of zero. The Pseudo-Azimuth of each point can also be calculated from this

array.

The pseudo-azimuth metric has been used in the identification of parallel move-

ment, most notably migratory corridors, either within the same trajectory or between

different trajectories [LGWK13]. Instead of calculating the difference between suc-

cessive azimuths, the pseudo-azimuth is calculated by adding 180 to the azimuth of

the relocation, then multiplying this value by two. Then, if the value is above 360,

subtracting 360 to clamp the value. This is performed to each relocation using a

parallel transformation, with the final point assumed to have the same azimuth as

the preceding point, thus returning a vector of size N . These values can then be used

to identify migratory corridors.

Not all metrics have a one to one mapping, processing only the immediate relo-

cation. For example, First Passage Time is a measurement of the length of time a

trajectory remains within a given radius for each relocation and is often used as an

indicator for foraging behaviour [MLM09, FT03, LCDC14]. This metric can be cal-

culated by first performing a backwards pass, calculating the distance from the initial

relocation and each relocation preceding it, stopping and noting the time difference

when the distance threshold is passed. Once complete, the threads are all synced,

and a forward pass is performed, again noting the time required to pass the threshold.

The two are then added to obtain the FPT. While this may cause some issues for

warp divergence due to each thread passing the threshold independently, each warp

of 32 threads processes successive relocations within the trajectory. This means that

unless there is a significant gap in the trajectory with large amounts of movement, or

if there is the beginning of a stopover at the beginning or end of a warp, each thread

will process a similar amount of data. The methods described here use a modified

version of the adehabitatLT R package by Calenge C [Cal06] to calculate FPT on the
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GPU in parallel.

It should be noted here that to avoid warp divergence, all distance calculations are

done using the haversine distance measurement by default. This is due to Vincenty’s

formulae being iterative, converging to the solution. Each calculation of distance

or turning angles, while more accurate, may require a variable number of iterations

within a warp, causing warp divergence.

4.3.2 Reduction

The next metrics make use of the reduction and partial reduction parallel functions.

A common use of reduction is the calculation of summary statistics, such as the

mean, median, standard deviation, minimum and maximum of any desired movement

metric. This is achieved by using a slightly modified summary statistics example

from the thrust library [BH12] that uses the formulae from Chan et al. to combine

arbitrary sets [CGL]. Partial reduction is also used to calculate metrics over specific

predefined periods. For example, the distance travelled over a day is calculated by

first transforming the relocations into step distances, which are then partially reduced

using the timestamps as a key.

This can be modified to allow for the net distance between the first and last

relocations of the day to be calculated. Instead of using a sum reduction on the step

distances using the daily timestamp as a key, the positions of each relocation are

first transformed into a struct that contains the earliest and latest timestamps. As

the points are reduced, the minimum and maximum timestamps and their current

positions can then be updated. With the partial reduction complete, the output

contains the first and last timestamps that occur within the same day. These are

then transformed to distances using the haversine or Vincenty’s formulae.

For spatial analysis, reduction can also be used for the calculation of the centre
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point of a set of relocations. This is calculated by first transforming each point to

ECEF geocentric coordinates using Equations 4.3.1 - 4.3.3. Here, the geodetic point

P (λ, ϕ) has a longitude λ, latitude ϕ, and is transformed into its geocentric point

p(x, y, z). We then perform a sum reduction, this sum is then used to obtain the

average point of all geocentric points p(x̄, ȳ, z̄) (Equation 4.3.4). While this point

will most likely not land on the ECEF sphere, during reprojection back to geodetic

coordinates we can assume that there is an altitude of 0 to obtain the centre point in

geodetic coordinates. This is shown within Equations 4.3.5 and 4.3.6. An example

showing each variable can be found in figure 2.3.

x = cos (ϕ) cos (λ), (4.3.1)

y = cos (ϕ) sin (λ), (4.3.2)

z = sin (ϕ), (4.3.3)

p(x̄, ȳ, z̄) =
1

n

∑
(xi, yi, zi), (4.3.4)

ϕ̄ = atan2(z̄,
√

x̄2 + ȳ2), (4.3.5)

λ̄ = atan2(ȳ, z̄). (4.3.6)

4.3.3 Annotation of Movement Data

Annotation of movement data is an important step in a number of studies that link

the surrounding environment of a species to movement behaviour. Acquiring the en-

vironmental variables at each relocation within a trajectory is performed so often that
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online repositories of movement data are now allowing users to annotate their data

before downloading it [DBW+13]. For example, the Movebank data repository has

released the ENV-Data tool that allows users to annotate their data from a number

of data sources, such as ASTER and MODIS. This system, however, does not support

environmental datasets created by the user and requires a stable internet connection.

To allow users to annotate their movement data with any number of environmental

datasets, including those of their own creation, we implement an annotation system

that can annotate movement data using all loaded environmental datasets with a

chosen interpolation method.

Before annotation can be performed, the user is required to select a method of

interpolating between datapoints. For spatial interpolation, nearest neighbour and

bilinear interpolation is available. Nearest neighbour simply annotates the relocation

with the closest datapoint for each environmental dataset. Bilinear interpolation

uses the four surrounding points p1, p2, p3, p4 and their associated values v1, v2, v3, v4

to interpolate the desired value, Vu, at the point, Pu, using the following equations:

f1 =
x2 − x

x2 − x1

v1 +
x− x1

x2 − x1

v2, (4.3.7)

f2 =
x2 − x

x2 − x1

v3 +
x− x1

x2 − x1

v4, (4.3.8)

Vu =
y2 − y

y2 − y1
f1 +

y − y1
y2 − y1

f2. (4.3.9)

For points that lie within two timestamps of a dataset, there are three methods

to select the appropriate data; nearest neighbour, previous timestamp and interpola-

tion. Nearest neighbour selects the timestamp of data that is closest to the desired

datapoint. The previous timestamp method selects the timestamp that directly pre-

cedes the desired datapoint, as shown within Figure 4.1. This is useful for datasets
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(a)

(b)

Figure 4.1: When annotating trajectory data with underlying environmental data
interpolation can be applied. When this is desired, interpolation is first applied
spatially (a). If a point lies within two timestamps, the spatial interpolation method
is applied to both, and then a linear interpolation is applied between these two points
(b).

that describe an average over a period of time, such as the MODIS average NDVI

dataset. Finally, interpolation obtains the two timestamps and applies the chosen

spatial interpolation method. Linear interpolation is then performed to obtain the

desired datapoint. To avoid null data interfering with the annotation process, if any

of the four surrounding points contain a null value denoting missing data, the interpo-

lation will not be applied. The value returned will instead be the null value denoted

by the file type of the underlying environmental dataset.

4.4 Event Detection

The identification of significant points within a trajectory has been investigated

throughout literature [AAH+13, PBS+18, SAF+20, ESB16, HLZL20]. Each of these

event detection methods has one or more parameters that can be adjusted, which

can have a significant effect on the resulting events. During data driven exploration
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Event Detection Method Description Literature

Metric thresholding
Uses a previously calculated metric selected
by the user and checks for any values
that are either above (or below) a certain threshold.

[SFA19]

Daily event detection Determines the first and last relocation of each day
to be events. [SFA19]

Spatial thresholding
Migration detection

The relocation that passes a user defined longitude
(or latitude) threshold is determined to be the beginning
of a migration. The relocation that passes a second user
defined value is determined to be the end of migration.

[SAF+20, MGS+18]

Absolute displacement
Migration detection

An extension of spatial thresholding where the start of a
migration is then defined as the first day in which the
animal moved the minimum daily distance that crossed
the starting threshold, with the end of migration defined
as the last day the animal moved the minimum daily
distance after passing the second threshold.

[SAF+20, BCD17]

Squared Circular Standard
Deviation (SCSD) turning
point detection

A turning point detection algorithm that uses circular
statistics to determine ’spikes’ of the distribution of
headings across discrete line segments.

[PBS+18]

Table 4.3: A table containing the five different event detection methods.

and analysis of movement data, the ideal parameters are often unknown and are

obtained through a combination of expert knowledge and experimentation through

data driven methods [WTB+20]. With the increasing sizes of datasets, these meth-

ods require longer computation times. While performing the computation once may

have acceptable waiting times for computation to finish, the repeated computation

required for experimentation can quickly become cumbersome. This delay can leave

a disconnect between the results and the adjustment of parameters. To alleviate this,

the performance increase given by GPGPU acceleration would allow for the rapid

recalculation of these results, allowing for researchers to experiment with parameters.

This section presents five GPGPU accelerated methods of detecting events; metric

thresholding, daily event detection, absolute displacement migration selection, spatial

thresholding migration selection and Squared Circular Standard Deviation (SCSD)

turning point detection.
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4.4.1 Metric Thresholding and Daily Events

The first method to detect events is metric thresholding. This method uses a pre-

viously calculated metric selected by the user and performs stream compaction to

identify relocations when a certain threshold is met. This threshold can detect ei-

ther points within the trajectory that either pass above or below the threshold. For

example, as an initial analysis for the migratory pattern of a species, the user could

calculate the turning angles for each point within a trajectory using a transform, re-

duce the turning angles to obtain the mean and standard deviation of the turning

angles, and then threshold the turning angles based on these summary statistics to

detect turning points of possible interest. Stopovers and regions of high foraging can

also be detected by thresholding the FPT of a tagged animal. The radius of the

FPT metric and the threshold can then be adjusted to allow for differing foraging

periods to be highlighted. A threshold can also be applied to the step speed, iden-

tifying points that lie beneath a certain threshold could identify stopovers. While

this method is basic in principle, in combination with other methods could highlight

interesting behaviour.

Daily event detection places an event at the first and final locations of each day.

To achieve this, stream compaction is performed that checks the timestamp of each

relocation within a trajectory to see if the previous point occurs on a different day.

This results in an array that contains the first and last point of each day, which are

then transformed into events and returned.

4.4.2 Migration Selection

Migration phenology, the study of movement between breeding and non-breeding

sites, continues to be a highly investigated area of movement ecology. As human
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behaviour and climate change continues to transform the world around us, its ef-

fect on migratory timings becomes more substantial. To this end, the identifica-

tion of migratory periods allows for researchers to further investigate these effects.

Soriano-Redondo et al. have noted that while migratory timings are often identified

in a number of different studies, the methods used can vary significantly, with ex-

pert knowledge playing a significant factor in their development and use [SAF+20].

To allow for researchers to identify migratory periods for large movement datasets,

we implement two GPGPU accelerated migration detection methods highlighted by

Soriano-Redondo et al; spatial thresholding and absolute displacement. With the re-

sults of these migration detection methods being particularly sensitive to parameter

adjustment, the real-time detection of these points allows for researchers to adjust and

investigate the effect of different parameters. While these methods lack the robust

statistical backing of more complex methods, such as change point analysis or model

fitting, recent literature has shown that these simpler methods have advantages over

their more complex counterparts [CVB+20, SAF+20].

Spatial thresholding is implemented by first defining longitude and/or latitude

thresholds that describe the beginning and ending of a migration. This is achieved

by first applying a mask to the entire dataset, flagging the valid elements that cross

the migratory threshold. Stream compaction is then used to reduce the dataset

to contain only the points in which the threshold is passed. If they lie within the

migratory threshold, the first and last points are then identified as migratory periods.

If the trajectory needs to be segmented into differing migratory periods, an inclusive

sum scan can be performed. This annotates the trajectory such that each migratory

period will have an ID associated with it, allowing different migratory periods to be

visualised.

Absolute displacement is a method of identifying migratory periods similar to
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Figure 4.2: The main step of absolute displacement migration detection. Each relo-
cation is first transformed into a day structure containing a value for the first and
last relocation of a day. These are then partially reduced, such that if a relocation
occurs on the same day with its neighbour it is reduced to a single value together
with the first and last timestamps updated. A flag is also set if a relocation crossed
the threshold defined by the user. This results in an array that contains each day
and if the threshold was passed in that day. Due to the drastically decreased size
of the array this is then transferred to the CPU for sequential processing. Here we
sequentially check if days previous to the start of migration (in this case D2) or days
after the end of migration travel further than the specified distance. Here, D1 is the
day proceeding the migration and the minimum distance is travelled, so t1 is returned
as the start of the migration.
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spatial thresholding. Instead of just having parameters for the starting and ending

thresholds, absolute displacement also takes the minimum daily distance as a param-

eter. The start of a migration is then defined as the first day in which the animal

moved the minimum daily distance that crossed the starting threshold, with the end

of migration defined as the last day the animal moved the minimum daily distance

after passing the ending threshold. To find these points on the GPU, each point

within the trajectory is transformed into an intermediate format that contains the

timestamp, its associated position, and if the point crosses the threshold. A partial

reduction is then performed, using the timestamps as a key to partially reduce to

one value per day. This returns a struct containing the first and last timestamps of

each day, with their associated positions, and if the threshold was crossed that day.

With the number of points now vastly reduced, one for each day, it is transferred

back to the CPU where the trajectory is sequentially processed to identify if any of

the days, before or after the initial migration thresholds, have a distance moved more

than the minimum daily distance parameter. Again, similar to spatial thresholding,

if an annotated trajectory is desired, rather than just the migration dates, a sum scan

can be performed. This is shown in Figures 4.2 and 4.3

4.4.3 Turning Point Selection (SCSD)

With the efficacy of tagging technology improving significantly over the last decade,

techniques that process this higher relation data are needed. Potts et al. have noted

that many existing techniques that analyse movement data were designed for lower

temporal resolutions [PBS+18]. To account for this, they implement a turning point

algorithm that uses the high resolution data available to detect turning points from

heading, rather than position. The formulae for their Squared Circular Standard

Deviation (SCSD) implementation is covered in Chapter 2.6.2. While Potts et al. have
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Figure 4.3: The results of absolute displacement migration detection for a group
of while storks between 2016 - 2019. Here we see three distinct migrations, with
outbound migrations highlighted in blue, return migrations in green and the final
outbound migration in white.

optimised their implementation to allow for large amounts of data to be processed

on the CPU, there is a limit to sequential processing. They state in their paper

that the algorithm “can process 100,000s of data points in a few seconds” and that

“even tracks of a billion locations (40Hz for a year) would be analysable in only a few

hours” [PBS+18]. We suggest that this algorithm, with some minor changes, is ideal

for the throughput nature of GPGPU computing, allowing for large datasets of high

resolution data to be processed in a timely manner.

To begin, the cosines and sines of all headings are calculated using a parallel

transform. These two arrays are then passed to a kernel that calculates the SCSD

for each point within the trajectory with a given window size. Due to each thread

calculating the SCSD for each point in turn, all access to the sine and cosine arrays are

coalesced. A sum reduction is then used to calculate the average SCSD for the entire

trajectory. The average SCSD is then used as a threshold in a stream compaction
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Figure 4.4: The main steps of detecting turning points using the Squared Circular
Standard Deviation (SCSD) method by Potts et al. [PBS+18]. (a) The headings
are first transformed into sine and cosine arrays to avoid recalculation during the
transformation (b) of the sine and cosine arrays into SCSD for each relocation. A
parallel sum reduction (c) is then performed to calculate the average SCSD s̄ over
the entire trajectory. s̄ is then used in a stream compaction step to obtain each of the
points that pass this value, which is then compacted again to obtain the centre point
of each region that passes over the mean SCSD value. Sum scans are then performed
on the Sine and Cosine arrays for post processing to remove any points that do not
pass the user specified threshold.
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step that returns an array containing the points within the trajectory that pass the

average SCSD, either passing above or below. This compacted array is then reduced

further to calculate the centre index between each turning point pair, returning the

final turning points. An inclusive sum scan is then performed on the sin and cosine

arrays, which are used for post processing to remove any turning points where the

change in direction is less than the given threshold. To reduce the amount of data

needed on the host memory for post processing, a permutation iterator is used to

only copy the turning points from the sum scans of the sin and cosine arrays. This is

shown within Figure 4.4.

4.5 GPU Accelerated Resampling of Movement Data

Due to the often unreliable nature of data collection, and with various analytical meth-

ods requiring a regular sampling interval, resampling of movement data is commonly

performed on movement datasets. As covered in Chapter 2.6.3, there are a number

of different methods in literature to obtain a regular sampling interval throughout

the trajectory. Here, we implement a parallel resampling algorithm that allows for a

number of resampling methods to be implemented using the power of GPGPU com-

puting. We then apply this method to two resampling methods common in movement

ecology, linear interpolation and Catmull-Rom splines. The method takes three pa-

rameters, the initial trajectory p0, ..., pn−1, the initial timestamps t0, ..., tn−1 and the

desired sampling interval ∆t. First, the desired timestamps are calculated by trans-

forming a counting iterator (in essence, an array containing the values 0, ..., N − 1)

and multiplying each element by ∆t. This array T0, ..., TN−1, is then merged with the

initial timestamps, with a mask being applied using merge_by_key such that this

results in two arrays, C0, ..., CN+n−1 the combined timestamps from the initial trajec-

tory and the desired timestamps, and M0, ...,MN+n−1 containing the mask, a 1 if the
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timestamp is from the original trajectory and a 0 otherwise. An inclusive sum scan is

then performed on the mask array M. This results in an array that contains the index

of the next point within the initial trajectory for each relocation within the desired

trajectory. Stream compaction is then performed on this array using the initial mask

M to remove any indices of the original trajectory. This stream compaction step

can also be used to filter out unwanted relocations. For example, using the index of

the approaching relocation from the original trajectory, the time difference between

the current timestamp and the previous timestamp from the original trajectory can

be calculated. If the time difference is too great, the timestamp can be removed.

This final array contains an index of the next relocation within the initial trajectory.

This can then be used with thrust permutation iterators to perform the method of

resampling desired in parallel.

The first of the resampling methods we implement is linear interpolation. This

is implemented by sending four permutation iterators to a thrust transform func-

tion. This results in the previous and following recorded relocations and timestamps

being available to each thread quickly in parallel. A linear interpolation can then

be performed using these values and the desired timestamp for each relocation. To

implement a Catmull-Rom spline resampling, the same data is used as the linear

interpolation, with the addition of the two extra control points. These are obtained

by having another pair of permutation iterators, giving each thread access to the

two elements directly preceding the relocation, and the two relocations and times-

tamps following each point. The Catmull-Rom implementation is calculated using the

glm::catmullRom function. While we only show resampling using these two methods,

other methods (such as Kinematic interpolation by Long [Lon16] or Bezier curves) can

be implemented using this method. Any other variables needed can be obtained using

the array containing the index of the next recorded point to obtain any information
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Figure 4.5: The three main steps of resampling movement data on the GPU. (a) First
the timestamps generated and the timestamps from the initial trajectory are merged
together, with a mask being applied. (b) An inclusive sum scan is then performed,
denoting the index of the approaching relocation that lies within the initial trajectory.
(c) Stream compaction is then performed using the initial mask array to remove any
points from the original trajectory and any invalid points (such as time step being too
large to sensibly apply interpolation). This final array can then be used to implement
a resampling method of choice.
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N GPU (ms) CPU (ms) Speedup
37317 29.3064 843.38 x29
49114 35.0629 1404.72 x40
59996 52.6564 1874.19 x36
66973 52.6653 2617.02 x50
81856 95.744 3912.42 x41

105243 151.131 6416.74 x42
184175 349.306 20809.7 x59

Table 4.4: The timing results for first passage time calculation, with an input radius
was 5Km. The CPU times are taken from the adehabitatLT package.

needed. This is shown within Figure 4.5.

4.6 Results

The data used for all testing was collected by my secondary supervisor Aldina Franco

from 2016 - 2019 and compiled on Movebank [FCRA19]. To obtain differing sizes of

trajectories for testing, a subsample of differing trajectories were used to test datasets

of smaller sizes. The effect of a higher sampling interval was also tested by resampling

a trajectory to a higher temporal resolution. To test the SCSD turning point algo-

rithm, the test data supplied within the supplementary materials was used [PBS+18].

All testing was performed 100 times, using a system running Windows 10 with an

Intel i7-8700 CPU @ 3.2GHz, 32Gb RAM and an NVIDIA Titan XP, and an aver-

age runtime is presented. All timings presented for GPU methods include sending

relevant data to the GPU, the kernel execution, and then subsequent transfer back

to CPU memory. It should be noted that some methods do not require this transfer

to and from host memory when utilised, as the position data for each trajectory is

already located on the GPU for visualisation. We present these methods with host

to device transfers so that these timing can be more easily replicated in isolation.
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N GPU (ms)
1661 0.80

41726 0.81
70839 0.80

280738 1.25
422771 1.35
431377 1.48
433375 1.60
479980 1.45
522426 1.77
552523 1.90
554465 1.79
889657 2.23
983429 2.51

1029193 2.29

Table 4.5: The time required to calculate the summary statistics of a previously
calculated movement metric. In this case, the standard deviation, mean, minimum,
maximum, variance, median and skew with a single reduction.

4.6.1 Metrics

Due to the nature of most metric calculations, speedup was observed. Due to met-

ric calculation lending itself exceptionally well to the nature of parallel processing,

a trajectory containing 589,606 relocations only requires 14 milliseconds to calculate

the distance for each step. Other stepwise metrics, such as time step and step speed,

require a similar amount of time to process. While these speedups are useful when

dealing with exceptionally large datasets, these transformations are typically per-

formed as part of a more involved process, such as event detection. Where GPGPU

acceleration becomes particularly apparent when calculating metrics that process mul-

tiple relocations, such as FPT. As can be seen from Table 4.4, there is a significant

speedup when compared to the CPU implementation within the adehabitatLT pack-

age. As the sampling interval decreases or the size of the radius is increased, more

points lie within the threshold. This causes the computational complexity to tend
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N GPU (ms)
1840 0.45

25377 0.80
35311 0.87
39088 0.87
41618 0.89
60651 1.036

109284 1.27
187159 1.60
230811 2.013
281848 2.49
348284 2.70
371216 3.38
589606 6.06
686129 7.51

Table 4.6: The computation time required to threshold a metric for a specific value
to determine event points. For example, this can be used in combination with metric
calculation and summary statistic reduction. For example, thresholding step speed
for the identification of flight modes.

towards O(n2). This makes the computation time of FPT calculation particularly

sensitive to sampling interval and search radius. The adehabitatLT package has also

been implemented using RCpp. This requires the conversion of a trajectory in R to

an array or vector in C++. This added conversion requires a significant time for

larger datasets. This results in a speedup of up to 50 times. With the GPU accel-

erated method requiring an order of magnitude less time, the search radius of the

FPT calculation can be adjusted and the results examined to investigate the foraging

levels at differing scales.

Via the use of parallel reduction, summary statistics of these metrics can be calcu-

lated very quickly. As shown in Table 4.5, calculating the standard deviation, mean,

and minimum and maximum of 1 million step distances requires 2.3 milliseconds,

allowing for the summary statistics of an entire study to be calculated quickly for use

in more advanced analysis. Furthermore, partial reduction of trajectories into daily
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N Time (ms) GPU Time (ms) CPU Speedup
42665 1.57 2154.40 x1371
63998 2.57 3227.52 x1255
79997 2.80 4854.42 x1732

106663 3.63 8355.35 x2296
159994 4.97 19658.58 x3948
213325 6.11 35880.81 x5870
255989 7.20 52472.32 x7288
319987 8.51 85394.68 x10023

Table 4.7: The computation time required for the identification of the beginning
and end of migrations using spatial thresholding. We compare the R code from the
supplementary material from Soriano-Redondo et al [SAF+20] labelled as CPU and
our new GPGPU based method.

distances requires 16 milliseconds for a trajectory containing 589,606 points.

4.6.2 Event Detection

As can be seen from Table 4.6, with the rapid calculation of metrics covered in

the previous section, the use of stream compaction to detect events allows for real-

time investigation movement metrics. For a trajectory containing 589,606 points, the

calculation of step speed and thresholding these values, such that all relocations below

flight speed are marked as events, requires 6 milliseconds on the GPU. This method

can be combined with the reduction of metrics to calculate summary statistics, with

the standard deviation and mean used to create a desired threshold. The detection

of the first and last points of each day via partial reduction requires a similar time

to the calculation of daily distances, due to using a similar reduction method that

instead returns the indexes of the first and last points of each day, instead of the

distance between the two.
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N Time (ms) GPU Time (ms) CPU Speedup
42665 3.421 125.12 x36
63998 5.585 116.83 x20
79997 5.878 219.77 x37

106663 7.326 114.18 x15
159994 17.41 275.85 x15
213325 13.56 128.64 x9
255989 18.23 132.48 x7
319987 22.16 213.48 x9
639972 38.37 311.56 x8

1279944 79.46 721.34 x9

Table 4.8: The timing results for absolute displacement migration detection. As can
be seen, the speedup trends towards 9 times when compared to the R code from
Soriano-Redondo et al [SAF+20].

Migration Detection

Here, we compare our GPU accelerated migration detection implementation with the

CPU method obtained via the supplementary material within the paper by Soriano-

Redondo et al 4.8. As can be seen from Tables [SAF+20] and 4.7, migration detection

has seen a significant increase in performance when compared to their original CPU

counterparts. Absolute displacement thresholding on the GPU has seen a speedup

of 35 times at lower datasets sizes, and trending towards 9 times faster for larger

datasets. The main speedup for this method is the GPU reduction step, where each

position is reduced to days. This results in better timing when the resolution of the

dataset is increased, with more points for each day, rather than just increasing the

duration between the start and end dates of the trajectory. The spatial migration

thresholding has seen the largest performance increases, with a speedup of up to

four orders of magnitude when compared to the R code by Soriano-Redondo et al

[SAF+20]. Table 4.7 shows that the GPU method scales significantly better than the

CPU method in R, with the CPU method requiring 85 seconds to process a trajectory
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N Time (ms) GPU Time (ms) CPU Speedup
73989 2.0 80.2 x40

144000 1.9 120.5 x63
216000 2.1 270.7 x129
432000 2.8 410.4 x147

2219670 16.8 2450.2 x146
8878680 35.6 13180.1 x370

Table 4.9: The computation time required to determine turning points using the
Squared Circular Standard Deviation (SCSD) method by Potts et al. The code used
for the CPU method was obtained via the supplementary materials [PBS+18].

containing 319,987 points, and the GPU method able to process the same in 8.5 mil-

liseconds. This is due to the R code simply sequentially checking each individual point

for passing the threshold within a loop. With R loops being notoriously slow, due to

being an interpreted language, this has a significant effect of performance, whereas

the GPU method uses stream compaction. Migration detection is sensitive to pa-

rameter adjustment, from both the thresholds and the minimum daily distance. This

significant reduction in computation time allows for interactive adjustment of these

parameters without the disconnect of having to wait for results. This is particularly

prevalent as our studies increase in size to containing millions of datapoints.

Turning Point Detection (SCSD)

The turning point detection algorithm designed by Potts et al. was designed for very

high resolution data [PBS+18]. It has therefore been optimised for rapid processing on

the CPU. Here we compare the CPU implementation provided within the supplemen-

tary materials of their paper. As shown in Table 4.9, the calculation of SCSD lends

itself well to the throughput nature of GPGPU computing. A trajectory containing

8,878,680 points, with a window size of 40 and a turning threshold of 30◦, required 35

milliseconds to process. This is two orders of magnitude faster than the CPU method,

requiring 13 seconds. With a sampling interval of 40Hz, this data would cover just
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Sampling Interval (s) Output size Points Added Time (ms)
900 91484 -444099 17.27
600 137226 -398357 18.63
480 171533 -364050 19.67
360 228710 -306873 22.21
300 274452 -261131 24.47
120 686129 150546 38.27
60 1372257 836674 60.58
30 2744514 2208931 105.61

Table 4.10: The computation required to resample a single trajectory containing
535,583 points to differing regular sampling intervals. If the Points added is negative
it indicates a down-sampling, when it is positive it is being up-sampled.

over two and a half days. With migratory periods typically spanning months or even

years, these trajectories would contain billions of datapoints. Potts et al. state that

this “would be analysable in only a few hours” [PBS+18]. With GPU acceleration,

this computation time would be significantly reduced. However, it should be noted

that memory may become an issue at these dataset sizes. The memory requirement

for a trajectory that spans one year at 40Hz would require just over 10GB of space.

While this is feasible for most systems to contain in RAM, to fit the entirety of the

trajectory onto the GPU, alongside other system critical processes and visualisations,

is only feasible with a high performance GPU. Movement datasets of these sizes and

resolution are rare, however.

4.6.3 Resampling of Movement Data

The throughput nature of GPU computing lends itself well to the resampling of move-

ment data. To assess the performance of the methods used, we first compare the com-

putation time required to resample a single trajectory to multiple sampling intervals

(Table 4.10). We then compare the computation time required to resample multiple

trajectories of differing sizes (Table 4.11). First, a white stork trajectory containing
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N Output Size Points Added Time (ms)
60651 374317 313666 16.89
25377 563695 538318 22.01
42008 575169 533161 22.17
29723 577833 548110 21.67

109284 639973 530689 26.57
35311 696567 661256 27.39
39088 699345 660257 26.28
46898 715918 669020 26.98
37317 736697 699380 27.24
41618 739287 697669 28.60
43373 742431 699058 29.68

230811 1186209 955398 47.75
589606 1311239 721633 59.20
535583 1372257 836674 62.59

Table 4.11: The computation time required to resample each trajectory within a
single study. The study used was the migratory data of white storks.

535,583 points, recorded between Jan 13th 2017 and Aug 24th 2019, was resampled

to a regular interval. With an interval of 30 seconds, the resampling required 105 mil-

liseconds to output a trajectory containing just over 2.7 million datapoints. Both the

Catmull-Rom spline and linear interpolation required similar times, with the kernel

execution of Catmull-Rom requiring approximately 2ms longer for the same output.

This shows that while the Catmull-Rom spline kernel is more complex than linear

interpolation, the algorithm is mostly dependent on the size of the output trajectory.

As the size of the output trajectory increases, the number of resampling operations

and memory operations increases. As is shown in Table 4.10, downsampling is much

faster, requiring 17 milliseconds to output 91,484 points. This is due to the lower

amount of resampling and memory operations performed.

As is more likely in a real world study, Table 4.11 shows the effect of up sam-

pling the temporal resolution of the initial trajectory, thus increasing the size of the

output array. These trajectories describe the migration of white storks for the years
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of 2016 - 2019, varying in length from a single migration to multiple years. Here we

can see that the output trajectory size effects the computation time. A trajectory

initially containing 60,051 points resampled to 374,317 points required 16.9 millisec-

onds, whereas another trajectory initially containing 535,583 resampled to 1,372,257

points (approximately 3.7 times the amount) requires 62 milliseconds (3.7 times the

execution time). Regardless, all resampling was completed in under 70 milliseconds.

This real time result allows for researchers to resample their data at a multitude of

resolutions, using multiple interpolation or spline methods to investigate their effects

on the data.

4.7 Conclusion

Due to the nature of spatio-temporal data, with each point discretely describing a

relocation within a trajectory, it lends itself exceptionally well to GPGPU comput-

ing. Some common metrics and methods are ‘embarrassingly parallel’ with a natural

adaptation to parallel programming, such as measuring the speed and turning points

of each relocation, where each relocation can be processed individually, reading only

the current and previous relocations. Other more complex methods, such as turning

point detection, can also be adjusted to allow for the use of GPU hardware. As the

sizes of movement datasets continue to increase, both from more tags being deployed

and tagging efficacy allowing for more detailed trajectories with higher temporal res-

olutions, the need for scaleable solutions to process this big data is needed.

Here we have implemented a number of common early processing methods used by

movement ecologists when investigating the migratory behaviour of long lived birds,

such as calculating movement metrics that describe each relocation within the trajec-

tory. These commonly used movement descriptors, such as step speed, step length

and turning angles, can be used in other more involved data driven methods. We have
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also facilitated the real-time detection of event points that describe regions of interest

within a trajectory. These events can be selected by thresholding movement metrics

to highlight relocations. For example, thresholding first passage time can highlight

regions as an indication for foraging behaviour [FT03]. We have also implemented

GPGPU accelerated migration detection, based on the methods described by Soriano-

Redondo et al [SAF+20]. This allows for researchers to quickly identify migratory

regions in large amounts of movement data. Finally, we have implemented GPGPU

accelerated resampling of movement data, implementing both bilinear interpolation

and Catmull-Rom splines. The resampling method can also be extended to imple-

ment other resampling methods. This method also allows for selective resampling,

with the adjustable stream compaction step able to limit the amount of resampling

performed. We then tested these methods on white stork data for the years 2016 -

2019 [FCRA19] and have shown that real-time calculation of metrics, event detection

and resampling is possible.

While networked clusters and distributed computing solutions allow for larger

dataset sizes to be processed [GWD20], we argue that there is still merit in processing

on a single workstation, with methods that are easier to be reproduced by a single

researcher. We propose that researchers begin to utilise their GPUs’ power to process

more data, more quickly on a single workstation than with sequential CPU-based

methods. With the real-time processing of movement data, we hope that this new

interactivity will enable researchers to glean insights into their data faster and easier

than before. While GPU methods for a single workstation are unable to handle

the sheer amount of data that a networked cluster can, we believe that there is a

middle ground that is achieved, with gigabytes of data able to be processed by a

single workstation in a real-time environment, with larger terabyte, or even petabyte

datasets being processed by networked clusters.



Chapter 5

GPGPU Accelerated Flow
Diagrams and Spatially Filtered
Space Time Cubes

5.1 Introduction

Exploration and investigation mark an important prerequisite for the development

and adjustment of hypothesis and data driven models, with development of visual-

isation methods allowing for more effective communication of information between

researchers and engagement of public outreach. In today’s ‘big data’ environment

the sheer volume of data can cause problems in the creation of visualisations [GG13].

Pre-rendered visualisations are available, but these have limitations. For example,

Schwalb-Willmann et al. [SW19] states that ’rendering an animation of 500 frames

with 25 frames per second, resulting in an animation duration of 20s, takes approxi-

mately 25–35 min’ for their recent R package moveVis. These visualisations, while an-

imated, restrict the users view to a predetermined point of view without re-rendering,

requiring repeated long computation times if other views are desired. This leaves a

disconnect between the adjustment and resulting visualisation.

An overabundance of data also creates a number of issues not tied to the compu-

tational complexity of the visualisation. Occlusion of data is also an issue for large

91
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datasets, where multiple data points overlap, causing some parts of the data to be-

come obscured. The high rate of data change also causes issues when monitoring large

amounts of data [GG13]. A number of aggregation techniques have been implemented

to solve this issue, with density maps very prevalent in literature [DV10a, BND+20].

More involved aggregation techniques are beginning to be developed, allowing for

the visualisation of not only where movement is happening, but also what direction.

Andrienko [AA11] developed a method of aggregation that creates a number of flows

between ‘characteristic points’. Recent developments by Graser et al. [GWD20] im-

proved upon this by creating flow maps for large maritime vessel movement datasets.

This method however utilises the power of a distributed computing environment. We

argue that with the adjustments described within this chapter to the original meth-

ods used by Andrienko, it can be made more suitable for processing large amounts

of data utilising the massively parallel processing of the GPU, without the need for

networked clusters.

Here we present a GPGPU accelerated aggregate flow method, used to aggregate

the millions of datapoints found in today’s ecological movement datasets. We adapt

the sequential method of Andrienko [AA11], making it more suitable for the GPU

architecture. This allows for interactive adjustment of parameters used in creating the

aggregate flow map, removing the disconnect of adjustment and results that occurs

when long computation times are required. We then apply this to space time cubes,

allowing for further levels of generalisation interactively available to the user. This

creates a fully interactive environment that can be used to investigate large amounts

of movement data that can be used to examine phenomena at multiple scales.
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Figure 5.1: An example of the Canopy Clustering Algorithm by McCallum et al
[MNU00]. As can be seen, a point is selected from the dataset and the points within
the loose distance are obtained. The centroid is then calculated and the points within
the loose distance are removed. This is repeated until no more points remain.

5.2 Flow Map Calculation

Much like the method implemented by Andrienko and Andrienko [AA11], the creation

of aggregate flow diagrams is divided into three distinct steps: The detection of

‘characteristic points’, the clustering of these event points to create the centroids

used to generalise the data, and finally the segmentation of trajectories into flows. It

is assumed that the tag event detection from Chapter 4 has already taken place and

these points are used as ‘characteristic points’.

5.2.1 Clustering of characteristic points

With characteristic points identified, the clustering of these points can begin. These

centroids act as nodes, with flows occurring between them. It is here that the level

of generalisation is dictated, with clusters of a desired radius being created that

drastically effect the level of detail of the resultant flow map. The initial method
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used by Andrienko and Andrienko is covered in Section 2.5.2, but some of the issues

addressed within this chapter are highlighted here. The main issue with the current

clustering method used by Andrienko is the continuous recalculation of centroids. As

each point is inserted into clusters using the regular grid, the centroid needs to be

recalculated with this new point. While the search for the closest centroid is optimised

with the use of a regular grid, this recalculation can cause significant computational

complexity. This is especially apparent during the worst case, where all characteristic

points are grouped within the same centroid, causing a time complexity of O(n2).

Another issue stems from the construction of the regular grid used to optimise

clustering. The algorithm contained within Andrienko and Andrienko’s 2011 paper

[AA11] contains no reference to the coordinate system used to create the regular

grid. It is assumed that the method is performed using standard GPS coordinates

of longitude and latitude. While this is suitable for smaller regions, issues begin

to appear at a global scale. Without reprojection of coordinates to an equal area

projection the initial method breaks down as points reach the poles and cause grid

cells to become distorted. Reprojecting the points to the Albers equal-area conic

projection could solve this issue, however this itself is an expensive operation and

would require significant processing for millions of points.

To avoid the drawbacks associated with the use of a regular gird, while also opti-

mising for the large number of points, the canopy clustering algorithm by McCallum

et al. [MNU00] is applied using GPGPU acceleration. Originally designed as a

pre-clustering algorithm for use with large, high dimensional datasets, its use here

allows for the efficient clustering of large amounts of data while also adjusting the

radius of the resulting clusters. This allows for adjustment of the level of generali-

sation. Pseudo-code is shown within Algorithm 1 and an example is shown within

Figure 5.1. There are three inputs: the dataset to be clustered, the loose distance T1
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and the tight distance T2, with T2 < T1. These distances are then used to create

canopies over the dataset as follows. Beginning with the entire dataset to be clus-

tered, a selected datapoint becomes the centre of a new canopy (this can be done

either randomly, or simply the next point in the dataset). For each point remaining

within the dataset assign it to the canopy cluster if the distance to the first point is

less than T1. Furthermore, if the distance is less than T2, remove it from the dataset.

Repeat the previous steps until no more points remain within the dataset.

Algorithm 1 Canopy Clustering CPU
1: procedure CanopyClusterCPU(P, T1, T2)
2: C = ∅ ▷ The set of canopies.
3: while |P | > 0 do ▷ While points remain in the dataset
4: S = ∅
5: pc = P [0] ▷ Next point as the start of canopy.
6: for all p ∈ P do
7: if distance(p,pc) < T1 then
8: S = S ∪ p ▷ Add point to canopy.
9: if distance(p,pc) < T2 then

10: p ̸∈ P ▷ Remove point from dataset.
11: C = C ∪ S

This method has some advantages over the initial implementation used by An-

drienko [AA11]. First, each centroid needs only be calculated once. This avoids the

recalculation of the centroid that occurs whenever a point is added to a cluster. Fur-

thermore, due to the method relying only on distances rather than grid cells, the only

conversion of coordinates needed is for centroid calculation. This is done by convert-

ing to ECEF, averaging the points then converting back. The distance calculations

can also further be optimised by the use of a faster distance calculation for the initial

comparison to the loose distance T1, which will be performed on the entire dataset. A

more accurate but costly distance calculation for the comparison to the tight distance

T2 can then be used. With adjustment this method also lends itself exceptionally

well to the architecture of GPUs and parallel processing. It is this method that is
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used to calculate the clusters, and thus centroids, of the flow map.

The GPU accelerated method is comprised of three steps: The canopy gather

step, centroid reduction and point removal. For use in the creation of flow maps we

are not interested in the specific members of each canopy, only the centroid. This

allows for the removal of points from the dataset once processed without explicitly

assigning them to a centroid.

To implement this, two pointers are used to track the creation of centroids and

points removed by the dataset, the P1 and P2 pointers. They are both initialised

to be the first point in the dataset. The distance for each point from the value at

the P2 pointer is calculated and stream compaction is used to partition the values as

such that all points that are within the loose distance precede all others. Due to the

more numerous points within this step a less accurate but faster Haversine distance

metric is used. The P1 pointer is then placed at the end of the points within the loose

distance. This gathering operation obtains all points that will make up the canopy.

It is here that the centroid calculation takes place. A parallel reduction is used to

calculate the centroid of all points within the P1 and P2 pointers. The centroid is

calculated by first converting all points to ECEF coordinates (Earth-Centred Earth-

Fixed), covered in Equations 4.3.1 - 4.3.3. The sum of all points is then calculated

during the reduction and the centre point of the ECEF coordinates are calculated.

The centroid is then converted back to longitude and latitude. Another partition is

then performed once more on all the points within the P1 and P2 pointers with all

points within the tight distance preceding the points within the loose distance. It

is here that a more expensive distance algorithm, such as the Vincenty distance, is

used. The P1 pointer is then placed after the last point within the tight distance,

removing them from the dataset. The process then repeats until P1 and P2 are at

the end of the dataset. This method of implementation allows for control of not only
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Figure 5.2: The steps required to calculate the centroids of a given set of events
p0, ..., pn. First, the T1 partition is applied to obtain the events that make up the
cluster which are then used in a parallel reduction to obtain the centroid. Next the
T2 partition is applied to these event points to remove points from the dataset that
are within the tight distance. This is repeated until no points remain.
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the number of centroids via the adjustment of the T2 (tight distance) parameter, but

also the effect of other outside points with the adjustment of T1 (loose distance).

This is shown in Figure 5.2 and Algorithm 2.

Algorithm 2 Canopy Clustering GPU
1: procedure CanopyClusterGPU(P, T1, T2)
2: C = ∅ ▷ The set of centroids.
3: P1 = 0
4: P2 = 0
5: while P1 ̸= |P | and P2 ̸= |P | do ▷ While points remain in the dataset
6: p = P2 + 1 ▷ Start with next available point.
7: P1 = partition(P2, |P |, T1, p) ▷ Place all points within T1 before others.
8: c = reduce(P2, P1) ▷ Calculate centroid from valid points within T1.
9: C = C ∪ c ▷ Add centroid to set.

10: P2 = partition(P2, P1, T2, c) ▷ Place all points within T2 before others.

5.2.2 Trajectory segmentation

With the clustering of characteristic points now complete, the segmentation of trajec-

tories can begin. The initial method by Andrienko and Andrienko utilises Delaunay

triangulation to create Voronoi cells, with added points to create cells of a more even

size and shape. The current cell for each relocation in each trajectory is then ob-

tained. The trajectory is then represented as a sequence of cells visited, which is then

used to calculate the number of transitions between each cell. Other statistics, such

as length of the path within the cell and time within the cell, can then be calculated.

More detail is given in Chapter 2.

Instead of implementing a Voronoi diagram, we make use of GPU parallel primi-

tives to accelerate distance measurements. To check for transitions between centroids

each trajectory is processed in turn. With the trajectories already stored on the GPU

for visualisation the OpenGL interoperability is used to send the trajectory data to

the kernel, which is faster than copying from host memory. A child kernel is then

invoked for each relocation within a trajectory. This child kernel performs a parallel
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Figure 5.3: The main steps of trajectory segmentation and annotation. First, the
closest centroid for each relocation in the trajectory is found. A mask is then applied
identifying flow transitions. A parallel stream compaction is then used to extract the
flow transitions followed by an exclusive sum scan to annotate the trajectory with the
index of the approaching flow transition for visualisation. A permutation iterator is
then used to annotate the trajectory with the approaching flow.

reduction on the centroids, calculating the distance from the centroids to the current

relocation and reducing to the minimum distance. The resulting array contains the

index of the closest centroid for every relocation.

This array, which we refer to as the annotated visits array, can then be used

to calculate statistics of each visit to a centroid using segmented reduction. For

example, the total time for each visit can be calculated by reducing each visit to its

minimum and maximum timestamp elements, which can then be used to calculate the

total time spent within that centroid. Total distance moved can also be calculated
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Figure 5.4: GPGPU acceleration enables for large scale movement datasets to be
processed. Here a dataset by Sherub et al [SBWW16] that contains over six million
datapoints can be processed in three seconds. The resulting flow map is then displayed
in global view.

by first transforming each relocation to the distance moved for that relocation then

performing segmented reduction on the result. The annotated visits array is used to

then count the number of flow transitions that occur.

To store the flow counts, the number of transitions between each centroid, a

Nc*Nc matrix is created, with Nc being the number of centroids. This allows for

counting of flow transitions between centroids in both directions. Stream compaction

is performed on the annotated visits array, with relocations where the next point

contains a different centroid being flagged as a flow transition. The index of this

transition within the flow count matrix is equal to ci ∗Nc+ cj, where ci is the current

closest centroid and cj is the closest centroid of the next point. The flow count

matrix is incremented during the stream compaction using atomics. While this may

cause issues as the number of flow transitions approaches the size of the trajectory,

in most cases the number of flow transitions will be much smaller than the number
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of relocations. The compacted array is then used to annotate the trajectory with

the approaching flow using a scan operation. This annotates the trajectory with the

index of the approaching flow, with the final relocations assumed to be part of the

previous flow transition. This is shown within Figure 5.3. With these steps complete

for all trajectories, the visualisation can now be built.

5.3 Flow Map Visualisation

Using the flow count matrix, centroids of characteristic points and trajectory data

annotated with the approaching flow three distinct visualisation methods can be

constructed: On the surface of the interactive globe, on a detailed patch of height

data and a spatially filtered space time cube. Each method is interchangeable, with

the visualisation constructed as necessary to allow for minimum resources used and

interactive switching between different views.

5.3.1 Global view

The first method of visualisation is the global view. This view allows for global

patterns to be visualised. It is the initial view upon creating a flow map, allowing

the user to investigate the flow map as a whole, allowing for an overview of the level

of generalisation so that adjustments can be made. It is useful for identification of

migratory corridors, common paths that a migratory species travel, and excels in the

visualisation of flow maps that have a high level of generalisation. To create the

points on the globe each centroid is converted to ECEF coordinates using Equations

4.3.1 - 4.3.3 in Chapter 4. The flow count matrix is then checked for any values above

zero, creating the geometry needed between the appropriate centroids.
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(a) (b)

(c)

Figure 5.5: The visualisation of a flow map calculated from white stork migration
data. Initially calculated within global view (a), then within the detail view with
the ETOP01 digital elevation model (b) and finally using the flow map to create a
spatially filtered space time cube (c).
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5.3.2 Detail view

Digital elevation models are commonly viewed with environmental datasets to assist

in determining the reasoning behind movement patterns. With the globe being ren-

dered as a 3D model applying a digital elevation model to the geometry is possible,

however maintaining a real-time framerate can become unfeasible for large Digital

Elevation Models. For example the ETOP01 Digital elevation model contains over

233 million points [Ama09]. To facilitate the visualisation of smaller scale movements,

as well as investigation of low maps with lower levels of generalisation a detail view

is implemented. This detail view allows for visualisation of height data over a smaller

area, with the focus to be moved across the globe as desired, with geometry updating

in real time.

During inspection of an environmental dataset, tag or flow map a centroid may be

selected by the user, this point may also be selected automatically during tag playback

to follow the tag. A patch size is then determined by the user and the toolkit will

select the appropriate boundaries around the selected point. The appropriate digital

elevation model values and a desired height multiplier (used to exaggerate height

features) will then be sent to the GPU for processing. A kernel is then invoked that

creates the geometry required for the detail view.

With the height data plotted and normal calculated the flow map can then be

placed over the detail view. Any centroids that lie outside of the current view are

filtered out and any flows connecting to invalid centroids are not shown. When the

initial detail view is created the user can move it across the globe, either by switching

back to the global view or using the arrow keys to move or following a tag that is play-

ing. An advantage of using CUDA to render the environmental variables to a texture

is that the detail view can also visualise the environmental variables from Chapter

3 without needing to recalculate values. With only texture coordinates calculated
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within the geometry kernel the detail view can also visualise the environmental data

at a smaller scale. This means that during playback the detail patch will be updated

continuously to allow for the real-time visualisation of both a digital elevation model

and environmental datasets surrounding a tracked tag.

5.3.3 Spatially Filtered Space Time Cube

With the global view allowing for the visualisation of large scale migratory patterns

and the detail view allowing for the investigation of low levels of generalisation and

small scale movements the space time cube allows for the investigation of not only

where relocations take place, but also when. Space time cubes have a long and de-

tailed literature that is covered within Chapter 2.5, but a brief overview is given here.

Initially hand drawn by Hägerstraand [H+68] space time cubes allow for the visual-

isation of spatiotemporal data. The position of each relocation is plotted normally,

in our case the longitude and latitude of each relocation, but with the height of each

relocation being dictated by the time in which the trajectory reached that point, with

higher points occurring after relocations below. While this method has advantages in

being able to quickly identify patterns such as stopovers quickly, it has been found

that they can become difficult to use as the number of points increase. Similar to the

use of density maps to aggregate map data [DV10a, BND+20] space time densities

can alleviate the issues of large amounts of data. This does however obfuscate the

data somewhat, with direction of each of the trajectories being lost. Recent develop-

ments, such as the time mask by Andrienko et al. [AAC+17a], have looked at filtering

space time cubes to only display meaningful data. This level of control allows for the

interactive investigation of multiple processes.

To allow for the interactive adjustment of generalisation, as well as the preserva-

tion of direction while reducing the amount of visual clutter for large datasets, we
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apply a similar filtering technique to space time cubes, using the flow map calculated

to filter for direction and position in space. First, a space time cube is created that

can then be filtered. Instead of passing the start and end dates of the space time cube

to the shader and performing the calculations for the height of each vertex within the

vertex shader, a CUDA kernel is invoked. This is done to avoid the unnecessary

recalculation of the trajectories within the space time cube. While this may have

little effect on smaller datasets, as the trajectories increase in both number and size

the, frame rate will decrease when a shader is used to compute height values. The

use of CUDA allows for the advantages of GPU acceleration without recalculation

every frame, only updating the space time cube when desired. The shader can then

discard any vertices that do not lie within the specified bounds of the space time cube.

Further filtering can then be performed, using the annotation of each trajectory with

the approaching flow. Via the use of a shader storage buffer object, the index of each

selected flow is sent to the shader. If the relocation within the trajectory is not ap-

proaching a selected flow the shader discards that element, leaving only the unfiltered

trajectory that is desired. This can be seen in Figure 5.5 (c).

5.4 Results

All testing was performed using a system running Windows 10 with an Intel i7-7700K

CPU @ 4.2GHz, 16Gb RAM and NVIDIA GTX 1080. The dataset used for testing is

the migratory white stork dataset from Acácio el al. [FCRA19] and was downloaded

directly from Movebank [Mro18].

The clustering step has seen an increase in performance due to GPU acceleration.

Andrienko states that “the computing time was 265 milliseconds for the 36,328 points”

for clustering “54 groups” using their sequential CPU method, with our GPU canopy

clustering method able to cluster 299,371 event points in 241 milliseconds creating 318
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centroids. This performance improvement increases as more event points are added,

especially with datasets with centroids that contain a large number of points. This

is due to avoiding the recalculation of centroids for each point added, with the GPU

method performing a single parallel reduction.

The adjustment of the tight and loose distances allows for a number of varied flow

maps. As the value of the tight distance decreases the number of centroids increases,

this in turn lowers the level of generalisation. The adjustment of the T1 allows for the

adjustment of centroids based on nearby points, rather than just the points making

up the centroid. As the difference between the T1 and T2 increases the effect of other

clusters on centroid calculation also increases. As the value of T1 approaches the

value of T2 a more regular set of centroids with even spacing is created, making the

result more similar to the clustering method by Andrienko and Andrienko.

It should be noted that with this method the worst case has a time complexity

of O(n2). This occurs when each tag event makes up a cluster containing only the

single tag event, resulting in the partition step being performed n times with a time

complexity of O(n). This is in contrast to the worst case of the clustering method

by Andrienko and Andrienko. In their case, the worst case would involve every tag

event being within a single cluster. This results in a computational complexity that

approaches O(n2) as the number of events within each centroids increases.

As the radius parameter, and thus the amount of generalisation, is increased, the

number of points within each centroid also increases, thus resulting in longer compu-

tation times for the CPU sequential method. On the other hand, the computational

complexity, and thus the computation time, is reduced in this case for our GPU

method. We argue that this is more intuitive when investigating large amounts of

movement data, with higher levels of generalisation requiring less computation time

than visualisations with higher levels of detail.
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N GPU Annotation Time (ms) CPU Annotation Time (ms) Speedup
359 6.89 4.69 x0.6
914 8.24 12.06 x1.5

1204 7.82 15.91 x2
2190 8.03 30.16 x4
4410 7.96 65.79 x8
5675 7.81 74.50 x9
7811 8.47 108.91 x13

35311 21.02 371.09 x18
63116 79.95 1148.94 x14
83514 99.99 1592.88 x16

110632 116.48 2020.73 x17
262248 175.47 3240.21 x18
353997 331.86 6526.05 x19
414493 396.90 7620.22 x19
554788 609.65 11257.8 x18
617222 561.62 11335.8 x20
869502 769.67 15995.2 x20
927100 829.96 17067.5 x21

Table 5.1: Time required to segment and annotate a trajectory of a white stork
with the closest centroid and to calculate visit descriptors, such as time duration and
movement distance.

As can be seen from Table 5.1 trajectory segmentation also benefits from GPU ac-

celeration, with a trajectory of 3 million data points being annotated and flow counts

updated in under one second. This calculation time includes all cell calculations of

time duration and distance moved. This allows for the creation of multiple flow maps

with differing amounts of tag data, highlighting the movement of different studies or

a select number of tags within each study. Comparing to the CPU implementation,

a trajectory containing 1 million event points requires 20 seconds to annotate, with

the GPU implementation still under 1 second. As the number of points increases the

speedup observed compared to the CPU method plateaus to about 20 times. With to-

day’s datasets containing millions of data points for a single tag this increase in speed

significantly effects the total computation time of a complete dataset of migratory

animals.

As can be seen from Tables 5.2 and 5.3 the detail view and spatially filtered space
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N Detail View Update Time (ms)
360000 2.13
518400 2.43
705600 3.08
921600 3.73

1166400 4.53
1440000 5.59
1742400 6.27
2073600 7.25
2433600 8.29
2822400 9.65
3240000 10.90
3686400 12.01
9000000 28.05

12960000 40.24

Table 5.2: Time required to update the detail view mesh with data points from the
ETOP01 digital elevation model.

time cube view can rendered in real time. For the detail view, selection from the

ETOP01 digital elevation model that contains over 230 million data points can occur

in real time. A detail view containing 360,000 points can be created and updated in

2 milliseconds. This allows for the detail view to update during playback, following

a desired tag. The user can also playback multiple tags and adjust the position

of the detail view as desired. Space time cube creation has also benefited greatly

from GPU acceleration. To update the trajectory containing just under one million

data points only requires 4 milliseconds. This allows for the creation of space time

cubes containing large amounts of data. This alone would not be of use to most

researchers due to the abundance of data causing the visualisation to become difficult

to interpret. With the use of spatially filtered space time cubes these visualisations

become usable, with variable levels of generalisation available. This is shown within

Figures 5.6 - 5.8 With a set of trajectories containing 7.5 million relocations and a

flow map containing 57 centroids, the space time can be created in 85 milliseconds
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N Time (ms)
2071 0.66

30088 0.67
81621 0.88
89428 0.96
97653 1.37

143135 1.19
189057 1.29
225867 1.38
252465 1.41
273303 1.49
355933 1.98
366262 2.02
599915 2.69
714586 3.25
831513 3.70
906160 4.57

Table 5.3: The time required to create the visualisation of a trajectory on a space time
cube. This time includes the transformation of the geodetic coordinates, calculation
of trajectory height using each relocations timestamp and filtering of data that lies
outside of the current visualisation.

and maintain a framerate of 300fps. This allows for the interactive adjustment of the

position and time thresholds of the space time cube.

With all of these optimisations combined a user can create a flow map with 300,000

event points, clustering to 318 centroids and generalise 20 trajectories totalling 7.5

million relocations in just over one second. This flow map can then be visualised in real

time using three methods, a global view ideal for large scale and high generalisation,

a detail view for visualisation of digital elevation models and a low generalisation and

finally spatially filtered space time cube, allowing for users to visualise not only where

trajectories interact but when while avoiding the pitfalls of visualising large amounts

of data.
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Figure 5.6: The flow map generalisation of a white stork dataset, with a cluster size
of 60Km.

Figure 5.7: The flow map generalisation of a white stork dataset, with a cluster size
of 80Km.
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Figure 5.8: The flow map generalisation of a white stork dataset, with a cluster size
of 120Km.

5.5 Conclusion

With both tag event detection of characteristic points and level of generalisation

significantly effected by their parameters, any resultant flow map calculated from

the data will have significantly diverse results. With long waiting times between

each flow map there can be a disconnect between parameter adjustment and the

resultant visualisation. Here we have presented a GPGPU accelerated clustering and

segmentation method for the creation of flow maps that allow for the interactive

generalisation of large movement datasets.

The resultant flow maps can then be visualised in a number of ways: A global

visualisation allowing for the investigation of migratory studies that cover large dis-

tances, a detailed view that allows for the generalisation of smaller scale movement

visualised along side the ETOP01 digital elevation model, and a filtered space time

cube visualisation, a novel method that allows for the visualisation of trajectories

within a space time cube with real time adjustment of the level of generalisation.
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As noted by Gorodov et al [GG13], there are five common issues when attempt-

ing to visualise a large amount of data. By utilising GPGPU acceleration, the high

performance cost is reduced, with millions of datapoints able to be processed inter-

actively. Through the use of aggregate flow maps, rather than just density surfaces,

the obfuscation of data is reduced, with directional information still available. The

filtering of a space time cube also allows for the reduced obfuscation of data within

areas of interest, with the selected parts of the flow map showing the underlying tra-

jectories. This filtering of data, alongside the flow map, vastly reduces the amount of

visual noise when investigating large scale movement studies.



Chapter 6

R Package Integration and Case
Studies

6.1 Introduction

Within this thesis we have presented a number of GPGPU accelerated techniques for

visualising and analysing large amounts of movement data. While these methods may

be computationally efficient, the development of these methods is of no use to the

wider field without reproducible results that are accessible to movement ecologists.

To this end, throughout development, communication between researchers of differing

disciplines has been at the forefront. This interdisciplinary nature has driven the

research throughout this thesis from the beginning. The development of the Global

Animal Movement Toolkit (GAMT) has been an iterative process over the last 4

years, with development influenced by not only the technical capabilities of GPGPU

technology but current visualisation and analytical techniques useful to movement

ecologists.

Within this chapter we present the toolkit in its entirety. Developed with C++

and OpenGL, it can load both environmental and movement data, allowing re-

searchers to use the techniques described in Chapter 3 to visualise their movement

data with ecological context. We show that this movement data can be visualised

113
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alongside its movement metrics calculated using the methods described in Chapter 4

in real time, allowing for interactive graphs to be used to investigate the effect that

the parameters have on the results. GPGPU acceleration also allows for the toolkit

to seamlessly switch between different visualisation methods of the same data. For

example, between the aggregated flow diagrams of Chapter 5, spatially filtered space

time cubes and the global environmental visualisation of Chapter 1.

R is an interpreted programming language that is commonly used in movement

ecology and other statistical fields [Xie13, SFA19, Sou11, MS18, HRBP15]. Due

to R being an interpreted language, it does not lend itself easily to the techniques

throughout this thesis. Its use throughout movement ecology and current research

workflows, alongside the ease of integration of packages from other researchers, merits

integration with the techniques within this thesis. To this end we will also show the

R package that has been developed to enable download of commonly used global

environmental datasets, then transfer them to GAMT ready for visualisation. The R

package also handles the transfer of movement data from a standard R dataframe to

a set of CSV files ready for visualisation. Finally, we show the R package and toolkit

being used within a case study with Jethro Gauld.

6.2 The Global Animal Movement Toolkit (GAMT)

The global animal movement toolkit is a C++ based desktop application for use by

researchers to investigate and visualise large scale animal movement data. Using the

OpenGL interoperability with CUDA, the toolkit provides a pre-built heterogeneous

computing environment for NVIDIA GPUs. The toolkit allows for all analysis from

Chapter 4 to be performed without the need for the user to explicitly handle the

data transfer from host to device. The toolkit handles these transfers via the CUDA-

Controller class. This class acts as a mediator between the CPU and the GPU, with
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the CUDA compiler only compiling functions that lie within the CUDAController

and any included headers. This allows for an expandable heterogeneous computing

environment, with the only requirements for a new function being its inclusion in

the CUDAController class and an appropriate UI element added. The ease of ex-

pandability allows for new methods to be implemented with relative ease, with each

new metric calculation or analysis technique able to be implemented in a separate

development environment and added to the tool when ready. Due to the toolkit

also processing the visualisation of the trajectory data, the CUDAController is also

able to utilise the OpenGL interoperability with CUDA to optimise the transfer of

data between the toolkit and CUDA kernels. With the geodetic coordinates used

for visualisation, contained within a vertex buffer object, metric calculations can be

performed using this data directly, rather than including another redundant memory

transfer.

Due to being initially designed to handle Movebank datasets, the toolkit reads and

exports comma separated values (CSV) files. CSV files, however, are loosely defined,

with each study defining their headers in differing orders with differing names. To

circumvent this, the toolkit asks for user input upon loading a group of CSV files. This

UI allows for users to define the contents of their data. It should be noted however

that there are four required headers: longitude, latitude, altitude and timestamp.

These basic headers are used to create the different visualisations. These columns are

also used to filter out erroneous data and missing values when loaded. As each CSV

is loaded, if a longitude or latitude value is missing it is removed from the dataset. If

an altitude value is missing it is instead replaced with a zero value. Whenever either

of these cases is found it is reported to the user after the file is loaded. To allow for

more flexibility when loading multiple trajectories, the toolkit treats each CSV file

within a folder as a single trajectory. This is done to allow for selective loading of
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Figure 6.1: The Global Animal Movement Toolkit allows for the real time calculation
and visualisation of movement metrics alongside raw trajectory data. Here, the net
squared displacement of a migrating white stork from 2019, has been calculated while
the trajectory (cyan line on globe) is visualised. The current position of time is
highlighted on the graph in red.

trajectories within a study. When a study is compiled into a single CSV file it can

be separated via the use of the R package shown later in this chapter.

When exploring large amounts of data, filtering out data not currently under

investigation can be useful to reduce the amount of visual noise within the visuali-

sation. Here, the study explorer has been implemented to allow for the filtering of

data. Upon loading, each trajectory is placed within the default study. A study is

defined as a set of trajectories that are to be processed and visualised together. The

user can then use the study explorer UI to selectively group trajectories into separate

user defined studies, with the trajectories that make up a study being visualised and

processed together. At any point the user can select the default study to process and

visualise all trajectories if desired. This level of interaction and control over which

trajectories are being processed is applied to all of the previous methods within this

thesis. Here we see the advantage of rapid processing of datasets enabled by the use
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of GPGPU computing, the user can interactively change between studies and any

visualisation is updated in real time to show the new study, with any analysis only

being performed on the selected study, saving memory transfer time. If desired, a

user can also visualise and analyse a single trajectory at a time within a study.

With movement metrics being calculated for entire studies, it may be useful to

have an interactive graphing environment to visualise the different metrics together, or

the same metric over an entire study. To this end the toolkit utilises the ImGui library

alongside the ImPlot plotting library to create a user interface that allows for users to

graph their data [Cor]. As shown in Figure 6.1 the user can visualise their trajectory

data alongside any movement metrics calculated, with the current timestamp of the

visualisation being shown on the graph as well. To assist in visualising movement

metric thresholds for event detection, this too can be shown on the graph.

A key contribution of this toolkit is its ability to change visualisation methods and

entire environmental and movement datasets in real time. Enabled by the GPGPU

accelerated methods described in earlier chapters, the user can interactively investi-

gate their data via different methods and switch between them with minimal delay.

For example, a user can calculate a set movement metrics for their data and visualise

it on the globe. They can then change to the space time cube view to investigate if

movements are occurring at a similar time, with the environmental data still being

visualised. With too much data being visualised the space time cube becomes too

noisy, so a separate study can be used to filter out unwanted data. This can then

be further refined by calculating a flow map for the remaining data that can then

be adjusted for differing levels of generalisation. The user can then select individual

flows in which the user intends to investigate. In total this can be performed on a

movement study containing millions of data points interactively, and at any point

the user can perform analysis on the trajectories, such as step speed and identifying
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migratory segments, and graph their movement metrics alongside the visualisation.

6.3 R Package

While the Global Animal Movement toolkit provides a number of useful visualisation

and analytical methods, its bespoke nature as a C++ application leaves it isolated

from other techniques implemented within the field of movement ecology. Joo et al.

have investigated these packages in detail and have seen that many of these R packages

have also been developed in isolation [JBC+19]. In order for users to maximise their

workflow in an accessible manner, we have developed an R package that allows for

communication between the R session and the Global Animal Movement Toolkit.

This allows for the user to utilise the toolkit within their workflows alongside other

packages.

While there are now robust wrapper R packages that support the creation of

visualisations using OpenGL [ANZ03] and the development of CUDA kernels in R

[DPS+10], creating an optimised toolkit that can utilise the OpenGL CUDA inter-

operability without dedicated IDE support would be impractical. Due to this, the

toolkit was implemented as an isolated application that communicates with an R

session via the use of an intermediate file. This allowed for dedicated debugging tools

to be used during development of GPGPU accelerated methods, while still allowing

for the toolkit itself to be a part of the ever growing library of R packages used

by movement ecologists. To implement this, the cereal library was used to create a

JavaScript Object Notation (JSON) file. This file contains each instruction that is

called by the R session that requires an output from the C++ application. The JSON

file is structured such that it contains a list of each of these instructions, with each

instruction containing any information needed for it to be completed. To begin, the

user first specifies the installation directory of the toolkit so that the R session can
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find the relevant files and open the JSON instructions file. JSON was used for its

readability so that if there are any errors in the construction of an instruction the user

can open the instruction file directly to see the error and correct their parameters.

With the installation located and the instruction file opened the R session can begin

sending instructions to the toolkit. When running, the toolkit periodically checks for

the last write time of the JSON file and if the file has been updated since the last

read the toolkit will follow the last instruction in the file.

6.3.1 Dataframe Loading

One such instruction is the separating of a single R data frame that contains a set of

trajectories to be visualised into separate CSV files for visualisation. In order for the

toolkit to load a set of trajectories, each must first be separated into individual CSV

files that each contain a single trajectory. This is done to minimise the amount of data

loading on subsequent uses if only a partial subset of the data is desired. This also

allows for studies to be pre-defined by the file structure of the CSV files. Within the

import folder if a set of CSV files are within a sub folder they are automatically placed

within a study. The only requirement being that all CSV files within the import folder

must have the same format, as the toolkit assumes that the format defined by the

user applies to all CSV files. To separate an R data frame into separate CSV files,

the R package first requires the user to specify a column within the dataframe that

uniquely identifies each trajectory. This is then used to separate the data frame using

the split function in R. Each of the data frames are then written to a CSV filed named

after the unique identifier within the specified column. Any other columns within the

data frame are also saved alongside each trajectory, allowing for the user to perform

a step-wise function in R and export it to the toolkit if desired.
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6.3.2 Environmental Dataset Loading

The other main function of the R package is the automation of downloading and

loading large amounts of environmental data into the toolkit for visualisation. As

stated in Chapter 3, the toolkit utilises the Global Data Abstraction Library (GDAL)

to support a multitude of differing global data formats. While this allows for a certain

amount of automation when loading environmental datasets, the slight changes in

formats and naming conventions between datasets requires a level of user input to

ensure a correct visualisation is achieved. This can significantly delay the loading of

large amounts of data that are split across a multitude of files. To speed up the input

of large amounts of data, the environmental file list structure is used. To create a file

list, each GDAL compatible file directory (HDF4, HDF5 NETCDF, etc) that makes

up each desired timestamp is placed within a JSON list with its desired timestamp.

Both the list of filenames and timestamps are passed to the envDataLoad function as

parameters. Any other associated data are also added to this instruction, such as data

type, pixel registration, dataset name and the time difference between timestamps if

multiple timestamps are within the same file. This JSON save file is then placed

within the same directory as the environmental dataset files. An instruction pointing

to this file can then be created to inform the toolkit that a set of files are to be

loaded. This file structure allows for researchers to create a single file that can then

be used repeatedly to load the same datasets with the same timestamps for each

environmental dataset between sessions.

When investigating movement within an ecological context there are common

environmental factors that are considered. These include temperature, vegetation

and wind [MS19]. This has given rise to global dataset repositories for environmental

data, such as the Copernicus Data Store (CDS) [MS19]. To simplify the process of

obtaining and visualising these datasets, the GAMT package uses the ecmwfr package
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Figure 6.2: Systematic outline of the environmental dataset loading within GAMTr.
The user can use GAMTr to access the CDS API to request commonly used en-
vironmental variables, such as temperature and vegetation indices. This will then
download the requested dataset and create a save JSON file that contains each of
the separate files used. The instruction JSON is then updated, GAMT will then au-
tomate the loading of all desired environmental data to the output the visualisation
using the methods from Chapter 3.

[HSC19] and the CDS API to automate the download of common environmental

datasets. First, the user logs into their CDS account via the usual ecmwfr function

calls. Next, the user designates which environmental dataset is desired via any of the

showERA5X functions. The time range is then defined, and a sequence of calls to the

CDS API are then performed to download all the data within the designated time

range, with one file for each month. If the file has been previously downloaded, then

the file is skipped to save downloading time. Once all the environmental data files are

downloaded the R package then creates a JSON environmental list, described earlier,

and then sends an instruction to the toolkit to load the environmental data. This

implementation of the environmental dataset list allows for users to define a set of

compatible user created environmental files for quick visualisation within the toolkit.

The GPGPU accelerated visualisation methods outlined in Chapter 3 can then be
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used to switch between these datasets, or timestamps of the same dataset, in real

time. For users just beginning to visualise their data, the CDS API wrapper allows

for commonly visualised environmental datasets to be easily downloaded and sent to

the toolkit for visualisation.

Once the user has completed their visualisation and analysis of their data within

the toolkit, the user can utilise the annotation method outlined within Chapter 4 to

output their data, with any movement metrics appended, into an R dataframe. First,

the user selects which data they want to export using the study explorer. Once the

annotation is complete the R session can read the export folder within the installation

directory and load each into an R data frame. With the data back into the same

format as the data frame initially used the user can then perform any further analysis

on the entire study within their R session.

6.4 Case Study: Using The Global Animal Move-
ment Toolkit To Assist With Predictive Mod-
elling Of Bird Sensitivity To Wind Farms And
Power Lines.
Co-author Jethro Gauld.

As we transition to a zero carbon electricity grid by rapidly expanding renewable

energy generation capacity, there is a danger that we may neglect the biodiversity

crisis in the name of solving the climate crisis [KBMK+19, RCS+19]. This will also

require significant investments in the electricity transmission and distribution net-

work. One way in which poor spatial planning of wind turbines and power lines can

negatively affect bird populations is by increasing the risk of mortality from collision

[KBMK+19].

It is most optimal to consider potential wildlife impacts at the site selection and
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scoping stages of new wind farm developments as this can help avoid additional costs

related to mitigation later in the development pipeline and public perception of the

project [KBMK+19]. Analysis of GPS movement data of birds to produce sensitivity

maps can assist with this by helping us understand where and when birds are most

at risk from new developments at the flyway or landscape scale [BBB+18, TRK+18].

Sensitivity maps are therefore a potentially important tool to aid final site selection

and site-based surveys to inform the layout of the development and any specific

mitigation requirements to reduce risks to birds.

A limitation to this approach is the availability of tracking data [GSA+ng]. While

costs of GPS loggers are becoming more economical, other costs associated with

deploying loggers such as labour, data costs, training and time are likely to remain

significant barriers [HHH+19] resulting in gaps in the available trajectories where

sensitivity cannot yet be assessed by directly analysing the GPS tracking data. Here

we demonstrate a method for how we can fill these gaps in the data using simple

predictive modelling. Firstly we seek to understand the key environmental predictors

of flight height in white storks Ciconia ciconia using tracking data from Portugal. We

then use this to produce a raster surface with predicted probabilities of birds being

present at danger height or not in a given grid cell and visualise this using the Global

Animal Movement Toolkit (GAMT) and methods developed within this thesis.

6.4.1 Methods
Data Search

We used high resolution GPS telemetry data for white stork Ciconia ciconia sourced

from the White Stork Adults 2018 data set via Movebank [WM19], which provides

location and altitude of the birds (Movebank, 2019). This soaring species is a useful

subject for this analysis because it is prone to colliding with wind farms and power



124

(a) (b)

Figure 6.3: Visualisation of raw bird movements within Iberia using GAMT. (a) The
raw trajectory data highlights that without a predictive model we would only be able
to assess sensitivity for regions where we have tracking data. The visualisation used
is the global view with each relocation marked with a single point. (b) Visualisation
of bird movements in space and time using a 3D space-time cube with wind speed in
GAMT. The space time cube allows for the timings of migrations to be compared.

lines [MSH+20, DMÁM+19] and the known distribution of this species in Iberia is

well represented by the available GPS tracking studies. As summarised within Table

6.1, a number of environmental variables were used to annotate the trajectory data

using the annotation method described within Chapter 4. These include land cover,

orthographic uplift, tree cover, distance from the coast , NDVI, and weather variables.

Height of the land surface was derived from the 30m resolution, 5m vertical accuracy

STRM-GL1 digital surface model (DSM) available to download in height above av-

erage sea level (ASL) and height above ellipsoid (HAE) from the Opentopography

Portal [NN00, Nat19]. We use data from [DSTE20] and the Open Infrastructure

project (Garret, 2018) to create the infrastructure density layer.

Data Handling

Bird tracking data was prepared for analysis in R using the Tidyverse package to

check for duplicates, filter out lower precision GPS locations and remove GPS loca-

tions outside the study area [HFHM15]. Terrain data (roughness index (TRI), aspect

and slope) was processed using the Raster Package [HvE12] and then GAMT was
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used to visualise the result and annotate the trajectory data. Infrastructure data

was processed in QGIS ; this was used to create a proximity raster allowing dis-

tance from wind turbines, roads, rivers and power lines to be appended to each data

point and two rasters containing the density of wind turbines or power lines in each

pixel (5x5km). Displacement between GPS locations was calculated both using the

Geosphere package [HWV15] and the GPGPU accelerated method within Chapter

4. This was done as to compare the outputs. Speed was calculated for each fix per

individual bird by dividing the distance between GPS locations in metres by the time

in seconds to yield a speed estimate in m/s. GPS locations were then filtered to a

minimum 5 minute fix interval before further analysis to ensure independence of the

GPS locations included in the analysis. We calculate height above ground by sub-

tracting the height of the ground from the altitude for each GPS location. Where this

is in HAE, we use a DSM in that reference. Where the altitude is measured relative

to ASL we use a DSM in ASL [PFD+17]. Each GPS location was then categorised

as breeding season, migratory or non-breeding season using the migration detection

methods outlined in Chapter 4.

Defining Height

There are numerous methods used to determine whether a bird is in flight, or not.

These generally rely on some measure of the bird’s behaviour such as flight height

or speed at the time a GPS fix is recorded. In defining a fix as in flight we need

to acknowledge the potential errors associated with measuring speed and altitude

above the ground [PDH+18]. These errors are related to the number and position

of satellites used by the GPS device to measure altitude this vertical error given by

many GPS devices is typically in the region of 1.5m but can be as large as 31m

[MSH+20]. There is additional error arising from the DSM (±5m) used to determine

the height of the ground surface [PCD+20]. This can result in erroneously negative
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Figure 6.4: Illustration of the danger height bands for different infrastructures. Any
bird flying within this zone is potentially at risk of collision.
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GPS locations relative to the ground which are more likely to occur when the bird

is perched or flying near the ground [PCD+20]. To minimise our reliance on a single

metric to define flight we use speed (>1.39m/s) to classify each fix as in flight (1) or

not (0) and then exclude outlier GPS locations which fall outwith the 95% confidence

interval for height relative to ground. This does not eliminate all GPS locations with

a negative flight height however many of these GPS locations will be associated with

low altitude flights near ground level and are therefore of relevance to understanding

where and when birds are most likely to be at danger height. We then classified

all GPS locations in flight at heights between 4m and 135m as within the danger

height for collision with contemporary wind turbines [KHKC+18] and power lines

[MSH+20, DMÁM+19]. This is shown in Figure 6.4. These were appended to the

CSV file before importing to GAMT so that these variables could be seen during

visualisation.

Flight height behaviour in relation to landscape factors

To understand how biophysical factors in the landscape influence the likelihood of a

bird flying at danger height for each species, we use a generalised linear model (GLM)

approach [FRW10] in R. We treated presence at danger height (1) or not (0) as a

binomial distribution. Initially we refined the model with a Pearson-Rank coefficient

correlation table (Hmisc R package, R Version 4.1.0, [Har18]) to determine most in-

fluential factors as measured by Akaike information criterion (AIC) and eliminate

co-linear variables as measured by a Variance Inflating Factor analysis (“VIF”) index

[TRK+18]. In the model we included the following variables as predictors: NDVI

[MS19], terrain roughness index (TRI) at 90m resolution derived from STRM-GL1

30m DSM [(SR13], the Land U Component of Wind [MS19] as well as distance (km)

from transmission power lines, coastlines, wind turbines, rivers and major roads cal-

culated using a distance raster produced in QGIS using the raster processing toolkit.
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Figure 6.5: Distribution of flight heights across the seven individual storks after
removal of outlier heights and locations not in flight associated with speeds less than
1.39m/s.
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Figure 6.6: Comparison between step speed calculated in GAMT with that calculated
in R using the Geosphere package. There is some variation among individuals but
there is strong agreement between both methods of calculating step speed. This
variation is caused by rounding errors and the use of the faster, but more inaccurate,
CUDA trigonometry functions.

Although found to be significant predictors of presence at danger height height, we

were unable to include Orographic Uplift or habitat variables at this stage due to

issues with Movebank ENV-Tools during our attempts to append the data to the

random points further highlighting the potential for GAMT to provide a more reli-

able method for appending environmental variables onto bird movement data. Going

forward for the full flyway scale analysis we will compile our own uplift and habitat

raster layers for use with GAMT.
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Individual ID Mean Height (m) Height 2.5
Percentile (m)

Height 97.5
percentile (m)

Total GPS
Locations

Total Locations Associated
with Negative Height (m)

Percent at Negative
Altitude

O584_Barlavento 185.48 -5 498 5919 445 7.52
O585_Lagos 101.28 -5 434.625 1415 99 6.99
O586_Zambujeiro 71.22 -7 434 3371 605 17.95
O587_Odiaxere 100.44 -6 453.55 2857 340 11.9
O588_Rasmalho 65.31 -7 389.8 2749 456 16.59
O590_Grandaco 121.44 -7 467.8 1528 280 18.32
O591_Bernie 151.98 -9 487 3116 614 19.7

Table 6.2: Summary of individual flight heights relative to ground level for the storks
included in this analysis.

Comparison of GAMT and R Packages

Through the use of the R package shown earlier within this chapter, or the GUI within

the toolkit itself, it is possible to obtain a number of measures of bird movement

regardless of trajectory size. Of key relevance to this work is flight speed as this is

important for classifying a record as in flight or not. Here we used a linear regression

to compare the flight speed calculated in GAMT with that calculated by using the

Geosphere package in R [HWV15].

Point Surface

We use the output from the binomial GLM to predict the proportion of GPS locations

at danger height for each grid cell for each month within the study area. To achieve

this, we constructed a matrix of random points at a density of 50 points per 5 × 5

km grid cell (25km2). We appended the variables used in the final model to these

points using the Global Animal Movement Toolkit before using the predict function

in R (‘stats’ package version 4.1.0) to calculate the likelihood of them being at danger

height on a scale ranging from zero to one. We then calculated the proportion of these

points in each grid cell predicted to be at danger height. To produce the sensitivity to

collision risk score we combine this with a morpho behavioural conservation status risk

index (MBRCI) which accounts for the avoidance ability of the species and the relative

impact on the population in terms of their conservation status of a collision mortality
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Variable Estimate Std. Error z value Pr(>|z|)
Intercept -1.68E+00 3.66E-02 -45.756 <2e-16 ***
Elevation of Ground Surface
Relative to Se Level (m) -1.13E-03 1.68E-04 -6.749 1.49e-11 ***

TRI 2.10E-02 3.14E-03 6.688 2.26e-11 ***
ERA5 Land U Component of Wind -2.37E-02 1.45E-03 -16.373 <2e-16 ***
Distance to Transmission Lines -1.51E-03 3.37E-04 -4.462 8.11e-06 ***
Distance to Wind Turbines 1.25E-03 3.86E-04 3.231 0.00123 **

Table 6.3: Results for illustrative Binomial GLM relating environmental factors to the
likelihood of storks being present at danger height. Statistical significance is shown
as the following: * p < 0.1, ** p < 0.05, *** p < 0.01.

occurring [GSA+ng]. We then visualise this sensitivity surface using GAMT. The

results were rasterised using GDAL tools in QGIS [QGI19] and padded out with

NoData values to allow for visualisation in GAMT which requires a global extent for

raster data inputs.

6.4.2 Results

For the seven adult storks present in the trial dataset used for this case study, linear

regression (R2 = 0.94, F(1, 317,564) = 5.335e+06, p = 2.16 * 10-16) reveals that

step speed calculation in GAMT compares favourably with using the distHaversine

function from the geosphere package to calculate distance between subsequent loca-

tions in R and then calculate speed using the time step (Figure 6.6). The reason for

the minor differences between the two methods is that the GPU transform uses the

lower precision trigonometry functions for performance. These can be changed to the

standard trigonometry functions if more accuracy is required at the cost of slightly

slower processing time. The key advantage of using GAMT for this is the ease with

which primary movement metrics can be calculated for movement data sets, with

the ability for users to either do this as part of an R script or in the graphical user

interface.
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(a) (b)

(c)

Figure 6.7: Predicted proportion of flights at danger height for each 5 × 5km grid cell
in Portugal over three different months: (a) Feb, (b) June, (c) Oct). As can be seen,
there is a higher predicted proportion of flights at danger height nearer the coasts
and at higher elevations (darker colours).
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(a) (b)

(c)

Figure 6.8: Predicted sensitivity to collision for each 5 × 5km grid cell in Portugal
over three different months: (a) Feb, (b) June, (c) Oct). As can be seen, there is a
higher sensitivity to collision risks at the coasts and at higher elevations, denoted by
darker colours.
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GAMT allows bird movements to be rapidly visualised to help understand bird

behaviour at different locations, Figure 6.3a displays the raw tracks and Figure 6.3b

displays a space time cube providing a 3D visualisation of the bird movements as

they move between breeding and over-wintering areas. For locations classified as in

flight, the mean flight height of the 7 individuals ranged between 65.3m and 185.5m

(Table 6.2) and the distribution of flight heights is visualised in Figure 6.5.

The correlation table (Appendix A) allowed us to identify the key variables to

include in the model while avoiding the use of auto-correlated variables. We included

these variables in a binomial GLM (Table 6.4). Unfortunately it was not possible to

utilise all of the significant variables because of issues relating to appending variables

form Movebank ENV Tools to the random points surface due to server unavailability.

We were only able to apply the variables in Table 6.3 to the produce the prediction

rasters.

The prediction maps (Figures 6.7 and 6.8) display the predicted proportion of

flights at danger height and the predicted sensitivity to collision risks for the months

of February, June and October. Based on the variables included in the model these

maps highlight how sensitivity to collision is generally higher near the coast and

in higher altitude areas. The distribution of sensitivity to collision risk from wind

turbines also appears to be similar across different months (Figures 6.9 – 6.11, Table

6.5) however, at this stage these prediction surfaces do not include the likelihood

of the birds being present for a given month so do not represent true sensitivity to

collision.

6.4.3 Discussion

Here we have shown how GAMT can be used to aid data analysis of large movement

data sets by way of the ability to rapidly append relevant environmental variables
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Figure 6.9: A: Distribution of the proportion of flights at danger height for each grid
cell in Portugal for the month of February. B: A Distribution of Pseudo-Sensitivity
scores across across all grid cells for the month of February calculated by combining
the proportion of in flight locations at danger height with the MBRCI score for White
Stork Ciconia ciconia.
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Figure 6.10: A: Distribution of the proportion of flights at danger height for each
grid cell in Portugal for the month of June. B: A Distribution of Pseudo-Sensitivity
scores across across all grid cells for the month of June calculated by combining the
proportion of in flight locations at danger height with the MBRCI score for White
Stork Ciconia ciconia.
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Figure 6.11: A: Distribution of the proportion of flights at danger height for each grid
cell in Portugal for the month of October. B: A Distribution of Pseudo-Sensitivity
scores across across all grid cells for the month of October calculated by combining
the proportion of in flight locations at danger height with the MBRCI score for White
Stork Ciconia ciconia.
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Variable Estimate Std. Error z value Pr(>|z|)
Landcover_LCCS1Dense herbaceous -2.26E+00 1.15E-01 -19.62 <2e-16 ***
Landcover_LCCS1Evergreen broadleaf forests -1.32E+01 1.97E+02 -0.067 0.946396
Landcover_LCCS1Evergreen needleleaf forest -1.28E+01 1.97E+02 -0.065 0.948299
Landcover_LCCS1Fill -2.23E+00 1.00E-01 -22.264 <2e-16 ***
Landcover_LCCS1Sparse forests -2.29E+00 4.92E-01 -4.648 3.36e-06 ***
Landcover_LCCS1Sparse herbaceous -9.03E-01 1.01E+00 -0.898 0.369108
Landcover_LCCS1Sparse shrublands -1.16E+01 1.97E+02 -0.059 0.953085
Land Surface Elevation above Sea Level (m) -9.69E-04 2.07E-04 -4.679 2.88e-06 ***
Movebank Orographic Uplift 5.10E-01 1.48E-01 3.435 0.000592 ***
TRI 2.42E-02 3.81E-03 6.337 2.35e-10 ***
Percent Tree Cover 2.53E-02 4.23E-03 5.99 2.10e-09 ***
ERA5 Land U Component of Wind -1.78E-02 1.82E-03 -9.744 <2e-16 ***
NDVI_0_05 7.01E-09 1.82E-09 3.854 0.000116 ***
Distance from Rivers 1.92E-02 4.48E-03 4.275 1.91e-05 ***
Distance from Transmission Lines -1.84E-03 4.39E-04 -4.196 2.71e-05 ***
Distance from Wind Turbines 3.45E-03 5.21E-04 6.618 3.64e-11 ***
Distance from Coasts -2.21E-03 6.42E-04 -3.435 0.000592 ***

Table 6.4: Results of the initial Binomial GLM. Statistical significance is shown as
the following: * p < 0.1, ** p < 0.05, *** p < 0.01.

and visualise the results. This approach is particularly powerful when combined with

statistical packages in R and helps users avoid some of the issues encountered when

appending environmental variables using other tools such as Movebank ENV-Tools

or sequential CPU processing. The results of this case study also highlight how the

movement metrics calculated using GPGPU accelerated methods (step speed in this

case) compare well to the results form calculating this via other means with the

advantage of being less limited by data set size.

A major limitation of the analysis in this case study was our inability to include

all the relevant significant predictors of presence of the birds in flight at danger height

such as uplift. As such our results should not be taken as final but more as an example

of how GAMT can be used to perform this kind of analysis and then visualise the

results. Going forward we plan to produce our own uplift and other raster surfaces

to allow them to be appended to data quickly using GAMT. We will also combine

the predicted sensitivity to collision with our understanding of the population density
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Month Mean Percent Flights
at Danger Height SD Min Percent

at Danger Height
Max Percent
at Danger Height

Mean
Sensitivity SD Min

Sensitivity
Max
Sensitivity

February 0.13 0.05 0.03 0.37 0.07 0.03 0.02 0.21
June 0.13 0.05 0.03 0.4 0.07 0.03 0.02 0.22
October 0.13 0.04 0.03 0.36 0.07 0.03 0.02 0.21

Table 6.5: Summary table for the predicted proportion of locations at danger height
and sensitivity to collision for each grid cell. Aside from some variation around the
maximum, the results are broadly similar between months for the predictions for each
grid cell.

for the species used in the analysis to create a spatial data set which can be used by

planners and developers in the early stages of site selection for new wind farms to

prioritise lower risk areas for birds.



Chapter 7

Conclusions

7.1 Discussion and Conclusions

As the amount of data we collect continues to grow at ever faster rates, it becomes

increasingly important that the methods that we apply evolve with this new influx of

data. The scalability of the methods we use has become vital. While previous methods

that have been optimised for sequential processing have been sufficient in the past,

parallel processing has begun to surface to allow for the scalability needed for the new

movement datasets now being collected. Other areas of research, such as maritime

trajectory visualisation, have begun to capitalise on this [GWD20, HLZL20]. This

has led to networked clusters becoming popular to process larger datasets [GWD20].

Within this thesis we have shown that this is not the only avenue for movement ecology

to expand. Via the use of GPGPU computing, we have shown that the specialised

hardware of distributed computing is not a requirement as we transition to this new

era of data collection. While some datasets that contain billions of datapoints may be

infeasible to fit onto a single GPU, there is merit expanding the amount of data that

a single workstation can process. This enables researchers to visualise and analyse

their data in real time, with interactivity playing a large part in the interpretation

of these results. We have shown that not only can the visualisation of these larger

141
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movement datasets benefit from GPGPU acceleration, but that with minor changes,

existing analytical methods can benefit significantly from this acceleration.

We began by optimising the visualisation methods used by movement ecologists to

visualise both trajectory and spatial data. Previous methods relied on CPU sequential

rendering methods [SW19] or overlaying of trajectories on a google map interface

[XD15]. While suitable for small scale studies, these methods struggled to render

large amounts of movement data. MoveVis in particular requires long computation

times to complete a single pre-rendered visualisation that needs to be completely

recalculated if a change is required [SRSW20]. While standard OpenGL methods

may be able to render the large environmental and movement datasets, through the

use of GPGPU computing, we have shown that it is possible to interactively render

environmental datasets containing millions of datapoints in real time. CUDA streams

also enable us to dynamically switch between multiple global environmental datasets,

allowing for a multitude of datasets to be considered together. This can also be used

to switch between timestamps of the same dataset, allowing for changes over time

to be considered. These optimisations also allow for lower end GPUs to be used,

with them performing similar to high end ones. There are limits to this approach,

however. While not an issue for higher end GPUs, the smaller memory available

to GPUs when compared to RAM can become an issue as the resolution of global

environmental datasets becomes too high. Also, as of writing there is no tiling support

for environmental datasets. While this can be solved by first combining the tiles

through the use of an outside package, it is an inconvenient extra step when visualising

large amounts of data.

With interactive frame rates achieved for visualisation, in Chapter 4 we move to

accelerating the analysis of the trajectory data. With repositories of trajectory data

growing ever larger [Mro18] we apply GPU accelerated parallel methods to enable
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interactive computation. This interactive computation vastly reduces the disconnect

between parameter adjustment and results, with the effect of parameter change being

immediately available. While it may be more intuitive to design analytical methods

that utilise sequential computing, we show that with only minor adjustments the same

results can be achieved with more efficient scaling to global datasets. With a number

of GPU programming APIs now available [WLB+20, Gui13], it is now possible for

the application of parallel primitives to be used in the design of parallel methods

without the necessary computer graphics or GPU programming background. We

show this by first implementing a number of primary and secondary order movement

metrics [SDCG18] that describe the basic parameters of movement. These movement

metrics can then be reduced to calculate summary statistics of movement. With

these movement metrics calculated in a fraction of a second, they can be used in

more involved techniques to analyse the movement of a species.

We first apply this by utilising stream compaction to threshold metrics to identify

when a movement metric passes a user defined threshold. This allows for the detection

of events within a trajectory that may indicate a decision within movement. We also

show that partial reduction can be used to detect the start and end of days, that

can then be used to calculate a number of daily statistics, such as daily movement,

daily net movement and placing an event at the start and end of each day. We

further this by then implementing a GPGPU accelerated version of the turning point

detection algorithm by Potts et al [PBS+18]. While this method has been optimised

for sequential processing on the CPU, GPU acceleration allows for even more efficient

processing of large amounts of data. With this method specifically designed for high

resolution data, the GPU accelerated version allows for higher scalability when these

high resolution datasets are recorded for longer periods of time. We also implemented

two migration detection algorithms highlighted by Soriano-Redondo et al [SAF+20],
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spatial thresholding and absolute displacement. Through a combination of parallel

primitives it is possible to detect the beginning and end of a migration in real time.

It should be noted that these methods are highly sensitive to parameter adjustment,

with the ideal parameters likely unknown before processing. The real time calculation

of these methods allows for researchers to perform these algorithms multiple times in

quick succession to experiment and investigate the parameter adjustments made.

Some of these methods require a regular sampling interval however [PBS+18].

It is unrealistic to assume that there are no gaps during data collection. For ex-

ample, canopy cover, hardware malfunction and lack of signal have been shown to

cause significant gaps in data collection [Lon16]. Resampling of trajectory data is

therefore an important step when pre-processing data. There are a large number of

different interpolation techniques used when resampling data [Lon16]. We implement

a GPGPU accelerated parallel resampling algorithm for trajectory data that can be

used to apply a resampling method of choice. We implement both linear interpolation

and Catmul-Rom splines as examples. By calculating these in real time they can be

used as a pre-processing step for other algorithms. It is also possible to resample the

same dataset to differing sampling intervals and investigate the effect. It should be

noted that the amount of memory available on a GPU does limit the amount of data

that can be processed and output, with system memory typically able to hold more.

With newer cards, however, if a single trajectory is processed at a time, there should

be more than enough memory. For example, each relocation of a trajectory requires

40 bytes in memory, 24 bytes for the position (double precision longitude, latitude

and altitude) and 16 bytes for the timestamp. This means that if 1 Gigabyte of GPU

memory is free (not in use by the visualisation) it can store approximately 26.6 mil-

lion relocations. Assuming a sampling interval of 1 minute, this results in 51 years of

trajectory data that can be stored. This is plenty for a single trajectory, however if
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multiple trajectories that contain multiple years of data are processed simultaneously,

memory could become an issue.

With large amounts of data being processed and visualised together, it becomes

impractical to attempt to visualise the large amounts of trajectory data simultane-

ously. Occlusion of data and other issues begin to arise if we attempt to do so. To

rectify this, in Chapter 5 we have implemented a flow map generalisation method

by Andrienko and Andrienko [AA11]. While similar methods have recently been

developed for large scale maritime visualisation [GWD20], these methods often use

networked clusters. By modifying the method by Andrienko and Andrienko to bet-

ter suit GPGPU computing, we have shown that these flow maps can be calculated

interactively. With the sequential CPU method, the clustering of event points tends

towards O(n2) as the number of points within each cluster increases. Conversely, we

implement a GPGPU accelerated canopy clustering method that tends towards O(n)

as the number of points within each cluster increases. This has the effect of higher

levels of generalisation requiring more computation with the CPU method, and less

so for the GPGPU accelerated methods, which we argue is more intuitive. We then

combine the output of these flow maps with other visualisation techniques to filter

out unneeded data. For example, space time cubes suffer from confusing visualisa-

tions as the number of trajectories increases. By filtering the visible trajectories to

only the selected flows large amounts of the visual clutter is cleared, while also clari-

fying the position of the trajectories to the selected areas. This allows for the control

of obfuscation that typically occurs when generalising large amounts of data [GG13].

These space time cubes, again calculated using GPGPU acceleration, can be adjusted

in real time. Both the camera position and the parameters of the space time cube

(position, start date and end date) can be adjusted to assist in investigation. These

flow maps can also be visualised with digital elevation data to show height data, or
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on the surface of a globe to minimise distortion of distances over large areas.

With the repositories of R packages continuing to grow, more diverse methods

are beginning to be integrated into the work flow of movement ecologists [JBC+19].

It is important that any new methods published can be used in tandem with existing

packages, both for ease of learning and for ease of integration into existing studies.

To this end, within Chapter 6 we implement the Global Animal Movement Toolkit

(GAMT) and GAMTr. GAMT is a C++ desktop application allowing researchers to

utilise the GPGPU accelerated methods without the need to understand the intri-

cacies of GPU programming. We show that the GUI within GAMT allows for the

import of CSV files containing trajectory data that can then be visualised in real

time using all of the previous methods described within this thesis. Researchers can

separate their movement data into studies to allow for clearer visualisations and to

process data together. With a GUI interface the user can immediately see the results

of their analysis, be it metric calculation or event detection. Any annotation that

occurs can then be exported for use within other R packages.

To facilitate the integration of GAMT with current and future studies, we have

also implemented GAMTr. GAMTr is a R package that acts as an intermediate

between the C++ application and R environment. This R package enables for a visual

analytics interface for their data as they process it. Any dataframe that contains

trajectories can be imported via an R command, instead of the GAMT GUI, which

will then be converted to a suitable format. This can then be visualised and explored

as if the user had imported a CSV file. Any visualisation and analytical methods

can then be performed, with any metrics and environmental variables appended to

the dataframe upon export. This exported dataframe can then be used with any

other of the R packages desired. GAMTr also supports the automated download of

commonly used environmental datasets. This is implemented using the Copernicus
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Data Store (CDS) API within R. At any point the user can specify an environmental

variable, for example surface temperature, and the desired timestamps and GAMTr

will download and immediately visualise the data within the toolkit. Researchers can

also create their own environmental dataset raster and import it into the toolkit for

visualisation. With both environmental and movement datasets able to be imported

with ease, researchers can visualise and explore their data with minimal delay.

Throughout the development of methods within this thesis, the school of envi-

ronmental sciences at UEA have had extensive input. All of the methods contained

within have been in response to ongoing research into the movement ecology of a

number of different species [GCS+16b, GSA+ng, GCS+16a, SAF+20]. While a dedi-

cated user study chapter was not possible due to lockdown restrictions due to COVID,

feedback and improvement of the visualisation and analysis methods has guided de-

velopment throughout, for example the case study within Chapter 6.

While maritime data is beginning to utilise the power of GPU acceleration, with

many of the techniques also applicable to other movement datasets [HLZL20], it is

hoped that the culmination of this research results in more GPU application within

the field of movement ecology. With dataset sizes on the rise, it is important that we

begin the switch to more scalable methods to ensure efficient processing. While there

are now online repositories that allow for networked processing of movement data

[Mro18, DBW+13], these can fail, or simply be unavailable. With GPU programming

APIs becoming more commonplace [Sil86, MGM+11], we can begin to utilise the

power of the hardware locally available to process data in real time. Through the

use of GPU parallel primitives, most algorithms can be implemented and processed

significantly faster, often with minor adjustments, resulting in processing times orders

of magnitude quicker.
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7.2 Future Work

With a number of GPGPU accelerated methods now available, there is room for

further implementation to allow for the ease of accessibility to these methods and

further studies that could benefit from GPGPU acceleration. These are as follows:

7.2.1 Integration of methods with existing GIS.

While there are features lacking in terms of previously implemented methods, such as

tiling support, the focus of this research was more for GPGPU accelerated techniques

than reimplementing a GIS for movement ecology in its entirety. With the rise of open

source GIS, such as QGIS, and the ability for plugins to be shared, the methods here

could instead be implemented as a series of plugins, rather than a stand alone toolkit.

This would enable researchers to integrate these GPGPU accelerated methods within

their workflows with ease. CUDA plugins have begun to be developed for QGIS,

such as CUDA Raster [FKH], but these are early in development. The combination

of GPGPU accelerated techniques, alongside a highly developed GIS environment

would be a powerful tool for movement ecologists. This would also avoid the need

to reimplement any underlying methods that are already available within QGIS as

standard, while also allowing for support of future datasets with minimal changes to

the GPGPU accelerated methods.

7.2.2 GPGPU acceleration of Data cleaning and other Move-

ment ecology techniques.

There are still a plethora of movement ecology techniques that can benefit from

GPGPU acceleration. These include, but are not limited to, Habitat selection analysis

and its extension integrated step selection analysis [APLB16]. Many data cleaning
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methods, such as those included within the amt package within R [SFA19], could lend

themselves well to GPGPU acceleration that alongside the resampling method within

Chapter 4 would allow for large amounts of data to be cleaned before visualisation

and analysis. Many home range estimation techniques could be accelerated. GPGPU

accelerated kernel density based methods already exist within literature [ZZH17], and

with some minor adjustment to compensate for geodetic distances, could allow for

the home range estimation [FC17], migration detection [SAF+20], and visualisation of

event points. As methods within movement ecology progress, it is hoped that newer

methods being developed make use of parallel processing through the use of parallel

primitives, with scalability of these newer methods being considered.
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