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Abstract. Phylogenetic networks are a generalization of evolutionary or phyloge-
netic trees that are commonly used to represent the evolution of species which cross
with one another. A special type of phylogenetic network is an X-cactus, which is
essentially a cactus graph in which all vertices with degree less than three are labelled
by at least one element from a set X of species. In this paper, we present a way
to encode X-cactuses in terms of certain collections of partitions of X that naturally
arise from X-cactuses. Using this encoding, we also introduce a partial order on the
set of X-cactuses (up to isomorphism), and derive some structural properties of the
resulting partially ordered set. This includes an analysis of some properties of its
least upper and greatest lower bounds. Our results not only extend some fundamen-
tal properties of phylogenetic trees to X-cactuses, but also provides a new approach
to solving topical problems in phylogenetic network theory such as deriving consensus
networks.

keyword X-cactus, poset, bound, consensus network, supernetwork, phylogenetic
network

1. Introduction

In this paper, we let X denote a finite, non-empty set. An X-tree T = (T, φ) is
a graph theoretical tree T = (V,E) together with a map φ : X → V whose image
includes all vertices in T with degree two or less. In case φ is a bijection onto the leaf-
set of T , T is called a phylogenetic tree. X-trees naturally arise in evolutionary biology
where they are commonly used to represent the evolution of a set X of species [14]. A
fundamental property of X-trees is that a partial order ≤ can be defined on the set
T (X) of X-trees (up to isomorphism) by defining T ≤ T ′ for two trees T , T ′ ∈ T (X)
precisely if a subset of edges in T ′ can be contracted so as to obtain T [14, Section
3.2]. The poset (T (X),≤) has several interesting structural properties, some of which
have proven useful in developing new insights and methodologies in phylogenetics. For
example, lower bounds in (T (X),≤) correspond to consensus trees [14, Section 3.6],
which are used in phylogenetics to summarise large collections of phylogenetic trees [3].

Recently, there has been a great deal of interest in phylogenetic networks, a general-
ization of phylogenetic trees that are used to represent the evolution of species which
cross with one another, such as plants and viruses [13]. An important class of such
networks is the collection of X-cactuses [10] (also known as 1-nested networks [9]),
which contains the well-known subclass of level-1 networks [8]. A cactus is a connected
graph N such that any two distinct cycles in N share at most one vertex; an X-cactus
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N = (N, φ) is a cactus N = (V,E) together with a map φ : X → V whose image in-
cludes all vertices in N with degree two or less (e.g., see Figure 1). Note that an X-tree
is simply an X-cactus whose underlying graph is a tree. In this paper, we show that by
considering edge-contractions for X-cactuses we can obtain a partial order ≤ on the set
G(X) of X-cactuses (up to isomorphism) that naturally extends the edge-contraction
ordering on X-trees. As well as studying structural properties of the poset (G(X),≤)
we show that, as with X-trees, we can use the ordering to define consensus networks for
X-cactuses, a problem that is of topical interest in the theory of phylogenetic networks.
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Figure 1. Three X-cactuses N1,N2,N3 on the set X = {1, . . . , 9}.
N3 ≤ N1 as N3 can be obtained from N1 by contracting two cut edges
and an edge in the top-right cycle. Also, N3 ≤ N2 as N3 can be obtained
from N2 by contracting a cut edge.

We now describe the contents of the rest of this paper, at the same time giving
an overview of our main results. After presenting some preliminaries in Section 2,
in Section 3 we describe a way to encode X-cactuses. To help put this statement
into context, we first recall that a fundamental property of an X-tree T is that it
is completely determined by the set Σ(T ) of bipartitions on X that is obtained by
removing precisely one edge from T for each edge in T . More precisely, the Splits-
Equivalence Theorem for X-trees states that if Σ is a set of bipartitions of X, then there
is an X-tree T such that Σ = Σ(T ) if and only if Σ satisfies a certain pairwise condition
called compatibility, in which case T is the unique such X-tree up to isomorphism [4]
(see also [14, Thoerem 3.1.4]).

To obtain our encoding for X-cactuses, we consider the removal of either a cut edge
or of all edges in some cycle in an X-cactus. The first removal results in a bipartition
of X, just as with X-trees (e.g. removal of the interior cut edge in the cactus N1 in
Figure 1 gives the bipartition {{1, 2, 3, 4, 5}, {6, 7, 8, 9}}). The second removal results
in a partition of X whose size is the length of the cycle – clearly, the ordering of
the vertices in the cycle is also important, and so we define the concept of a circular
partition or a partition with a circular ordering, to capture this fact (e.g. removal of
the edges in the top right cycle in the cactus N2 in Figure 1 gives the circular partition
({1, 2, 6, 7, 8, 9}, {3}, {4, 5})). In Theorem 3.3, we show that an X-cactus N is encoded
by its corresponding set C(N ) of circular partitions, and characterise when an arbitrary
collection of circular partitions corresponds to a (necessarily unique) X-cactus. As with
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X-trees, this characterization is given in terms of a pairwise condition arising from the
notion of strongly compatibility, a concept that was introduced in [6].

In Section 4, we define an order ≤ on the set G(X) of X-cactuses G(X) (up to
isomorphism). As with X-trees, this is essentially defined via edge contraction, where
one network is less than another if it can be obtained by contracting a subset of edges
in the first (see e.g. Figure 1). Some care is needed however in case an edge in a 3-cycle
is contracted; we define a so-called triple contraction to deal with this situation. In
Theorem 4.1, we show that (G(X),≤) is a poset, and present some of its structural
properties. In particular, we show that G(X) is a graded poset with a unique minimal
element (the X-cactus whose underlying graph is a single vertex), and characterize its
maximal elements (Theorem 4.1). In Section 5, we show that the poset (G(X),≤) can
also be given in terms of X-cactus encodings. In particular, we show that N ≤ N ′
holds for any two N ,N ′ ∈ G(X) if and only if C(N ) can be mapped in a special way
into C(N ′) (Theorem 5.1).

In Sections 6 and 7, we consider upper and lower bounds in the poset (G(X),≤). In
general, these bounds have a more complicated behaviour than upper and lower bounds
in the poset (T (X),≤). Indeed, unlike the poset of X-trees, there may exist non-unique
least upper and greatest lower bounds. Even so, we are able to characterize upper and
lower bounds in (G(X),≤) (Corollary 5.6). In addition, we shed some light on least
upper bounds for pairs of X-cactuses (Theorem 6.2), and characterize greatest lower
bounds for arbitrary sets of X-cactuses (Theorem 7.2). We expect that this latter result
could be a useful starting point for developing methods to find consensus networks for
collections of X-cactuses. In Section 8, we conclude by presenting some open problems
and new directions.

2. Preliminaries

2.1. Graphs and X-cactuses. All graphs in this paper are undirected and simple,
that is, they contain neither loops nor parallel edges. Let G be a graph. A leaf in G is a
vertex with degree one and an internal vertex of G is a vertex that is not a leaf. A path
in a graph G is a sequence of distinct vertices v1, v2, · · · , vm such that vi is adjacent to
vi+1 for 1 ≤ i < m− 1. If, in addition, v1 and vm are adjacent, then the subgraph of G
whose vertex set is {v1, · · · , vm} and whose edge set consists of {v1, vm} and {vi, vi+1}
for 1 ≤ i < m− 1 is a cycle. A cycle is called tiny if it contains precisely three vertices.
A block of G is a maximal subgraph of G not containing a cut vertex, and the set of
blocks of G is denoted by B(G). A graph is trivial if it contains only one vertex, and
nontrivial otherwise. Note that the trivial graph is defined as having no blocks.

A cactus is a connected graph such that any two distinct cycles in it share at most
one vertex. Equivalently, a cactus N is a connected graph in which each edge belongs
to at most one cycle so that, in particular, N is a cactus if and only if each edge in N
belongs to one and only block in B(N). Note that each block in a cactus is either a cut
edge or a cycle, and that the trivial graph is the only cactus that does not contain any
block.
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Now, for X a non-empty finite set, an X-cactus, is a pair N = (N, φ) where
N = (V,E) is a cactus and φ : X → V is a labelling map, i.e. a map from X to
V such that every vertex of degree at most two in N is contained in its image. To
help reduce notational complexity, in case there is little chance for confusion we shall
just extend graph theoretical concepts and notations to X-cactuses in the natural way.
As mentioned in the introduction, an X-tree is an X-cactus whose underlying graph
is a tree. Two X-cactuses N = ((V,E), φ) and N ′ = ((V ′, E ′), φ′) are isomorphic
if there exists a bijective map f : V → V ′ such that (i) {u, v} ∈ E if and only if
{f(u), f(v)} ∈ E ′ and (ii) for all x ∈ X we have f(φ(x)) = φ′(x). The set consisting
of all X-cactuses up to isomorphism is denoted by G(X). An X-cactus N = (N, φ) is
called trivial if N is trivial and it is called binary if every internal vertex of N has degree
3. A phylogenetic X-cactus is an X-cactus in which the labelling map is a bijection
onto its leaves.

We shall use two basic graph operations in this paper which are defined as follows.
Given a graph G = (V,E) and a subset E ′ ⊆ E, we let G − E ′ be the graph with
vertex set V and edge set E − E ′. In case E ′ = {e} we denote G − E ′ by G − e.
In addition, if v ∈ V , we let G − v be the graph obtained from G by deleting v and
all the edges incident with v. Finally, for a vertex v in G with degree two, the graph
G′ = (V ′, E ′) obtained from G by suppressing v has vertex set V ′ = V − {v} and edge
set E ′ = (E−{{u1, v}, {u2, v}})∪{u1, u2}, where u1 6= u2 are adjacent to v in G. Note
that suppressing a degree two vertex v in a cactus decreases the number of its edges
either by one or by two; the latter occurs if and only if v is contained in a tiny cycle.

2.2. Circular orderings. Given a finite set Y with m ≥ 2 elements, and a lin-
ear order θ = (y1, y2, · · · , ym) of Y , we let s(θ) = (y2, y3, · · · , ym, y1) and r(θ) =
(ym, ym−1, · · · , y2, y1). Two linear orderings θ and θ′ are (circular) equivalent, denoted
by θ ∼ θ′, if either θ = θ′ or there exist k + 1 linear orderings θ0 = θ, θk = θ′ (k ≥ 1)
such that for 0 ≤ i < k, we have θi+1 = r(θi) or θi+1 = s(θi). Using the fact that
sm(θ) = θ = r2(θ), it is straightforward to check that ∼ is an equivalence relation on
the set of linear orderings of Y .

A circular ordering of Y is an equivalence class of ∼. In particular, if θ is a linear
ordering of Y , then [θ] is the equivalence class consisting of the distinct linear orderings
of Y that are equivalent to θ. For example, for Y = {1, 2, 3, 4},

[(1, 3, 2, 4)] = {(1, 3, 2, 4), (3, 2, 4, 1), (2, 4, 1, 3), (4, 1, 3, 2),

(1, 4, 2, 3), (4, 2, 3, 1), (2, 3, 1, 4), (3, 1, 4, 2)}.
Intuitively, in case m ≥ 3, a circular ordering of Y is a labelling of the vertices of a
regular m-gon by the elements in Y . Indeed, the operations s and r can be seen as
the generators of the dihedral group Dm acting on an m-gon (s a rotation and r a
reflection), and the equivalence classes of ∼ describe the orbits of this action.

2.3. Circular partitions. Recall that a partition π of set X with |X| ≥ 2 is a set
consisting of at least two nonempty pairwise disjoint proper subsets of X whose union
is equal to X. Each element in π is called a part of π and the size of π is its number
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of parts. For example, π = {{1, 3}, {2}, {5}, {4}} is a partition of {1, 2, 3, 4, 5} with
four parts; we shall also denote partitions such as π by 13|2|5|4, where the order of
listing the parts does not matter. We refer to a partition as a split if it is of size two
and a proper partition otherwise. The set of partitions of X is denoted by Π(X). Two
partitions π and π′ in Π(X) are compatible (also known as strongly compatible [7]) if
there exists a part A ∈ π and a part B ∈ π′ such that A ∪ B = X, and incompatible
otherwise. Note that it follows that a split is compatible with itself while a proper
partition is incompatible with itself.

A circular partition of X is an ordered pair σ = (π, τ) where π is a partition of X
and τ a circular ordering of the parts in π. We often use [A1|A2| · · · |Ak] to denote a
circular partition consisting of the partition π = A1|A2| · · · |Ak, k ≥ 2, of X and the
circular ordering τ = [(A1, A2, · · · , Ak)]. Note that if |π| = 2, i.e. π is a split, then there
exists only one possible circular ordering of π, and so we shall just call such a circular
partition a split. We call a circular partition [A1|A2| · · · |Ak] proper if k ≥ 3, and we call
a collection of circular partitions proper if every partition in the collection is proper.
Given a circular partition σ = (π, τ) of X we let σ = π and call σ the partition induced
by σ. For example, σ1 = [13|2|5|4] and σ2 = [2|13|5|4] are two distinct circular partitions
of {1, 2, 3, 4, 5} because [({1, 3}, {2}, {5}, {4})] 6= [({2}, {1, 3}, {5}, {4})]. Note however
that σ1 = σ2 = 13|2|4|5. For a set C of circular partitions, let Π(C) := {σ : σ ∈ C}
be the set of partitions induced by C. We shall also let C(X) denote the set of circular
partitions of X, Cb(X) the set of splits of X, and Cp(X) the set of proper circular
partitions of X.

Given a proper circular partition of X, we can merge any two adjacent parts into
one part to construct another circular partition of X. For example, merging the two
adjacent parts {2} and {5} in σ1 = [13|2|5|4] results in the circular partition [13|25|4].
Given two circular partitions σ and σ′ of X we set σ′ � σ, if either (i) σ = σ′ or (ii) σ′

is proper and σ′ can be obtained from σ by applying a (necessarily finite) sequence of
merges. Furthermore, let σ′ ≺ σ denote σ′ � σ and σ 6= σ′. Note that if σ′ is a split
and σ′ � σ or σ � σ′, then σ = σ′. Also, if σ′ is not a split, |σ| = 3 and σ′ � σ then
σ = σ′. Moreover, σ ≺ σ′ implies that σ and σ′ are incompatible. It is straight-forward
to check that � is reflexive, antisymmetric, and transitive, and so (C(X),�) is a poset.

Two circular partitions σ and σ′ of X are compatible if σ and σ′ are compatible, and
incompatible otherwise. Note that this definition implies that a circular partition σ on
X is compatible with itself if and only if σ ∈ Cb(X). A set C of circular partitions is
compatible if each pair of distinct circular partitions in C is compatible. Here we use
the convention that the emptyset of circular partitions is compatible. Note that the
circular orderings of two compatible proper partitions are ‘consistent’ in the following
sense.

Lemma 2.1. Suppose that two proper circular partitions σ1 and σ2 of X are compatible.
Then there exists a circular partition σ′ in C(X) with σ1 � σ′ and σ2 � σ′.

Proof. Since σ1 and σ2 are compatible, there exists a part A1 in σ1 and B1 in σ2 such that

A1∪B1 = X. Without loss of generality, we may assume that σ1 =
[
A1|A2| . . . |At

]
and
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σ2 =
[
Bk|Bk−1| . . . |B1

]
for some t, k ≥ 3. Since A1 ∪ B1 = X, it follows that Bi ⊆ A1

for 2 ≤ i ≤ k and Ai ⊆ B1 for 2 ≤ j ≤ t.

Now assume first that A1∩B1 6= ∅. Then σ′ =
[
Bk|Bk−1| . . . B2|B1∩A1|A2| . . . |At

]
is

a proper circular partition of X, and it is straightforward to check that σ1 � σ′ and σ2 �
σ′. In caseA1∩B1 = ∅, the same relationships hold for σ′ =

[
Bk|Bk−1| . . . |B2|A2| . . . |At

]
.
�

2.4. Tree representations of partitions. For later use, we recall some definitions
and results on tree representations of partitions developed in [7]. To this end, we
need to generalize the concepts for X-cactuses to semi-labelled X-cactuses. Formally,
a semi-labelled X-cactus N = (N,ψ) is an ordered pair where N = (V,E) is a cactus
and ψ : X → V is a map such that every leaf in N is contained in ψ(X). Note that a
semi-labelled cactus N = (N,ψ) is an X-cactus if and only if every degree two vertex
in N is contained in ψ(X). Note that if N is a tree, the pair (N,ψ) is also referred to
as a semi-labelled X-tree. See Figure 2 for two examples of semi-labelled X-trees.

T1
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2

v1

v2

v3e1

T2

1

5

3

6

7

4
2

v1 v2 v3e1

u1 u2

Figure 2. Two semi-labelled X-trees T1 and T2. For the set Π =
{π1, π2, π3, π4} with π1 = 1|2|7|3456, π2 = 127|3|456, π3 = 12367|5|4,
π4 = 1237|645 and κj(πi) = vi for 1 ≤ i ≤ 3 and j = 1, 2 and κj(π4) = e1
for j = 1, 2, the pair (T1, κ1) is a semi-tree representation of Π and the
pair (T2, κ2) is the perfect semi-tree representation of Π. In each case
Im(κ) is indicated in grey. Furthermore, h(e1, κ1) = 2 and h(e1, κ2) = 1.

Given an unlabelled cut vertex v ∈ V in a semi-labelled X-cactus N = (N =
(V,E), φ) (i.e. some cut vertex v of N not contained in φ(X)), let π(v) be the partition
of X induced by N− v. In other words, A is a part in π(v) if and only if for all pairs
of (not necessarily distinct) vertices x, x′ ∈ A, no path between x and x′ in N contains
v. Similarly, for any cut edge e of N , let π(e) be the split of X induced by N − e.
For example, For example, in Figure 2 the partition induced by T1 − v2 is given by
127|3|456.

We define a semi-tree representation of a collection Π of partitions of X to be an
ordered pair (T, κ) consisting of a semi-labelled X-tree T = (T = (V,E), ψ) and a
(necessarily injective) map κ : Π→ (V −ψ(X))∪E such that for each partition π ∈ Π,
the image κ(π) is either an unlabelled vertex of degree at least three or an edge, and
π = π(κ(π)) holds. If Π = ∅, then we use the convention that κ is the empty function,
that is, the image Im(κ) of κ is the empty set. Note that if Π 6= ∅ then T must contain
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at least one edge. For each edge e = {u, v} ∈ E, let h(e, κ) be the number of partitions
π in Π with κ(π) ∈ {u, v, e}. Note that 0 ≤ h(e, κ) ≤ 3. The representation (T, κ) is
perfect if h(e, κ) = 1 for all edges e in T and κ(π) is an edge in T if and only if π is a
split (see e.g. Figure 2). We use the convention that a semi-tree representation whose
underlying X-tree is trivial is perfect.

We now prove a simple but useful extension of [7, Theorem 4] concerning semi-tree
representations.

Theorem 2.2. Suppose that Π is a collection of partitions of X. Then Π is compat-
ible if and only if there exists a semi-tree representation (T, κ) of Π. Moreover, if Π
is compatible, then there exists a (necessarily unique) perfect semi-tree representation
(T, κ) of Π.

Proof. Clearly if there exists a semi-tree representation of Π, then Π is compatible.

Conversely, suppose Π is compatible. If Π = ∅, then the theorem holds since (T, κ)
is a semi-tree representation for Π, where T is the semi-labelled trivial X-tree and κ
the empty function on Π. So, assume Π 6= ∅.

In [7, Theorem 4] it is proven that, up to isomorphism, there exists a unique semi-
tree representation (T, κ) of Π for which T = ((V,E), φ) is an X-tree with |E| ≥ 1
and h(e, κ) > 0 holds for all every e ∈ E (see e.g. Figure 2). We now describe how to
obtain a perfect semi-labelled representation (T′ = ((T ′, φ′), κ′) of Π from (T, κ) which
will complete the proof of the theorem. The fact that (T′ = ((T ′, φ′), κ′) is perfect is
straight-forward to verify and so we omit this.

The tree T′ is obtained from T by inserting h(e, κ)− 1 additional unlabelled degree
two vertices into each edge e ∈ E. The labelling map φ′ is the same as φ, i.e., for
each x ∈ X, we let φ′(x) = φ(x). The map κ′ is derived from κ as follows: For π ∈ Π
with |π| ≥ 3, κ(π) is a vertex in T and we set κ′(π) = κ(π). For π ∈ Π with |π| = 2,
κ(π) is an edge e = {v1, v2} ∈ E ′. We define κ′(π) depending on the value h(e, κ). If
h(e, κ) = 1, then e is also an edge in E, and we let κ′(π) = κ(π) = e. If h(e, κ) = 2,
then we subdivide e into two edges e1 and e2, where the indices are chosen in such a
way that e2 is not incident with a vertex in κ(Π) and we let κ′(π) = e2. If h(e, κ) = 3,
then we subdivide e into three edges e1, e2, and e3, where the indices are chosen in such
a way that e2 is not incident with a vertex in κ(Π) and we let κ′(π) = e2. �

3. Encoding X-cactuses

In this section, we introduce an encoding for X-cactuses that is given in terms of
circular partitions of X We begin by describing a natural way to associate a collection
of compatible circular partitions to an X-cactus N = (N, φ).

Given an X-cactus (N, φ), define a vertex in N to be terminal if it belongs to one
and only one block of N . Each terminal vertex in N is of degree two or one, and hence
contained in φ(X). Now suppose N has at least two vertices, and that v is a vertex in
a block B of N . Let (N −B)v be the connected component in N −E(B) that contains



8 ANDREW FRANCIS, KATHARINA T. HUBER, VINCENT MOULTON, AND TAOYANG WU

v. Then (N − B)v contains at least one element in φ(X) because it contains at least
one terminal vertex.

Now, to each block B in N , we associate a circular partition τ (B) ∈ C(X) as follows.
Let v1, · · · , vk, k ≥ 2, be a labelling of the vertices in B so that {vi, vi+1} is an edge
in the block for each 1 ≤ i ≤ k, where the indices are given modulo k. Let Vi be the
vertex set of the connected component (N − B)vi for 1 ≤ i ≤ k. Then by the previous
paragraph it follows that Vi contains at least one element in φ(X). Furthermore, it is
straightforward to check that Vi ∩ Vj = ∅ for 1 ≤ i < j ≤ k, and V (N) =

⋃
1≤i≤k Vi.

Hence τ (B) := [φ−1(V1)|φ−1(V2)| · · · |φ−1(Vk)] is a circular partition in C(X). Note that
if k = 2, then B is a cut edge and τ (B) is a split. Furthermore, in general τ (B) is
determined by B, but not by the labelling that we chose for its vertices, since any other
labelling of this form induces the same circular partition.

Let C(N ) = {τ (B) : B ∈ B(N)}. In case N is the trivial X-cactus (i.e. N is a
single vertex), we define C(N ) to be the emptyset. Clearly, C(N ) is the (necessarily
disjoint) union of Cb(N ) = Cb(X) ∩ C(N ) and Cp(N ) = Cp(X) ∩ C(N ). In particular,
|C(N )| is the number of cycles in N plus the number of cut edges. We now show that
the set C(N ) is compatible.

Lemma 3.1. Suppose that N is a X-cactus. Then there is a perfect semi-tree repre-
sentation of Π(C(N )). In particular, C(N ) is a compatible set of circular partitions.

Proof. Let Π = Π(C(N )) and put N = (N, φ). If N is the trivial X-cactus, then
C(N ) = ∅ = Π(C(N )). The lemma then follows since C(N ) is compatible and (T, κ)
is a perfect semi-tree representation for Π(C(N )), where T is the semi-labelled trivial
X-cactus and κ is the empty function on Π(C(N )).

Now, assume N is not the trivial X-cactus. We first construct a semi-tree repre-
sentation ((T, ψ), κ) of Π (see e. g. Figures 2 and 3). Let Bp(N) be the set of blocks
of N that are cycles, and Bb(N) be the set of blocks of N that are cut edges. Then
B(N) = Bb(N)

∐
Bp(N), and Cb(N ) and Cp(N ) are precisely the set of circular parti-

tions induced by the blocks in Bb(N) and Bp(N), respectively.

We now construct T : For every block B in Bp(N), add a new vertex vB, a new edge
{vB, v} for each vertex v in B, and remove all edges in B. Note that the vertex set V (T )
of T is the disjoint union of the vertex set V (N) of N and the set V ∗(T ) =

⋃
B∈Bp(N){vB}

of new vertices. Furthermore, a vertex v in N is a leaf in T if and only if v is a terminal
vertex in N . Finally, the set E(T ) ∩ E(N) consists of all cut edges in N , one for each
of the blocks in Bb(N).

Let ψ be the labelling map from X to V (T ) induced by φ, that is, we have v = ψ(x)
for vertex v in T and x ∈ X if and only if v ∈ V (N) ⊆ V (T ) and v = φ(x). Note
that each leaf in T , as a terminal vertex in N , is necessarily contained in ψ(X), and
V ∗(T ) ∩ ψ(X) = ∅.

We now define the map κ : Π→
(
V (T )−ψ(X)

)
∪E(T ). If π ∈ Πp = Π(Cp(N )), then

there exists a unique circular partition σ in Cp(N ) with π = σ and we let κ(π) = vB,
where B is the unique block B in Bp(N) with τ (B) = σ. Otherwise, π ∈ Πb = Π(Cb(N ))
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N
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Figure 3. Example of an X-cactus N on X = {1, . . . , 7}. The cactus
contains four blocks: cyclesB1, B2 andB3 (from left the right) and the cut
edge B4. The set C(N ) contains four circular partitions σ1 = [1|2|3456|7],
σ2 = [127|3|456], σ3 = [4|5|1236], and σ4 = [1237|456], where σi = τ (Bi)
for 1 ≤ i ≤ 4. Putting σi = (τi, πi) for all 1 ≤ i ≤ 4, we have πi = σi for
all such i, and the perfect semi-tree representation of Π(C(N )) = {σi :
1 ≤ i ≤ 4} is depicted on the right of Figure 2.

and so there exists a unique split σ in Cb(N ) with π = σ. In that case, we let κ(π) = eB
where B is the unique block B in Bb(N) with τ (B) = σ and eB is the unique edge in
B (which is a cut edge and hence contained in E(T ) ∩ E(N)).

We show that ((T, ψ), κ) is perfect. Since κ(π) is an edge if and only if π is a split,
we only need to show that h(e, κ) = 1 for each edge e = {u, v} in T . To this end,
it suffices to establish that there exists one and only one partition π in Π such that
κ(π) ∈ {u, v, e}. This clearly holds if e is contained in E(T )∩E(N) (i.e., e is a cut edge
in N). Indeed, neither u nor v is contained in V ∗(T ) = κ(Πp) and κ(π) = e holds if and
only if π = τ (Be), where Be is the block consisting of the cut edge e. The other case is

e ∈ E(T )− E(N). Swapping u and v if necessary, we may assume that u is contained
in V (T )∩V (N), while v is contained in V ∗(T ). Hence v = vB for a (necessarily unique)
block B in Bp(N). Then neither u nor e is contained in κ(Π), and κ(π) = v if and only
if π = τ (B).

The last statement of the lemma follows immediately from Theorem 2.2. �

We now describe a way to construct an X-cactus from a collection C ⊆ C(X) of
circular compatible partitions, i.e., the reverse of Lemma 3.1. We first construct a
labelled graph N (C) = (N(C), φ) from C. In case C = ∅, we define N (C) to be the
trivial X-cactus. Otherwise, for C 6= ∅ we proceed as follows (see Figure 4):

(i) Let (T = (T, φ), κ) be the perfect semi-tree representation of the set Π = Π(C)
of partitions induced by C that is given by Theorem 2.2.

(ii) For every vertex v in κ(Π(Cp)), consider the proper circular partition σ ∈ C
with π(v) = σ. Give the vertices adjacent to v a circular ordering λv =
[(v1, v2, · · · , vm)], m ≥ 3, that is consistent with the ordering of σ, delete v,
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and add the edges {vi, vi+1} for 1 ≤ i ≤ m, taking indices modulo m. Denote
the resulting graph by N = N(C).

(iii) Define the labelling map φ : X → V (N) to be the one naturally induced by the
map φ : X → V (T ).

N ′

2

3

1

4

56
7

8

9

Figure 4. The X-cactus N ′ = N (C) on X = {1, . . . , 9} for the
set C = {α, β, γ, s1, s2, s3, s6, s8, s9} of circular partitions where α =
[1|2|3456789], β = [678912|3|4|5], γ = [89|123456|7], s1 = [12345|6789],
s2 = [89|1234567] and sx = [x|X − x] for x ∈ {3, 6, 8, 9}.

Note that in case C consists solely of circular partitions that are splits, then, since
each partition π in Π = Π(C) is a split, it follows that κ(π) is necessarily an edge
since Step (ii) does not apply, and hence no vertex in N(C) is contained in κ(Π). In
particular, N = N (C) is an X-tree, and so N is an X-cactus with C(N ) = C. We
now show that N (C) is an X-cactus for an arbitrary collection C of compatible circular
partitions.

Lemma 3.2. If C ⊆ C(X) is a set of compatible circular partitions, then N (C) is an
X-cactus such that C(N (C)) = C.

Proof. The lemma holds in case C = ∅ by convention, and if C contains only splits then
is holds by the above remarks. So assume |C| > 0 and that C contains at least one
proper circular partition. Let Π = Π(C) = {σ : σ ∈ C} be the set of partitions on X
induced by C. Since C is compatible, it follows that Π is also compatible.

Consider the perfect semi-tree representation (T = (T, φ), κ)) of Π given by Theo-
rem 2.2. Then E(T )| ≥ 1. Let Vo be the set of unlabelled degree two vertices in T . Let
E1 be the set of edges e in T for which κ(π) = e holds for some split π in Π.

Let Cp = {σ1, . . . , σk}, k ≥ 1, be the subset of proper circular partitions in C. Let
V1 = {v1 = κ(σ1), . . . , vk = κ(σk)}. Because (T, κ) is a perfect semi-tree representation,
for each v ∈ Vo, there exists a vertex v′ ∈ V1 such that v is adjacent to v′. Moreover,
each edge e in E(T )− E1 is incident with a vertex v in V1.
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Let N0 = T. For 1 ≤ i ≤ k, let Ni be the graph obtained from Ni−1 by performing
Step (ii) in the construction of N (C). For all 1 ≤ i ≤ k, let Ni denote the underlying
graph of Ni. Note that, in particular, N(C) = Nk. Since vi is a cut vertex in Ni−1 such
that each connected component in Ni−1 − {vi} contains precisely one vertex adjacent
with vi in Ni−1, it follows that Ni is a simple connected graph in which two cycles share
at most one vertex. Moreover, Ni contains precisely one more cycle, denoted by Ci,
than Ni−1 and, by construction, τ (Ci) = σi.

Thus N(C) = Nk is a connected graph in which two cycles share at most one vertex
with Cp(Nk) = Cp. Since each vertex v in Vo is adjacent to a vertex vi in T , by
construction it follows that v is a vertex in the cycle Ci and hence Nk does not contain
any unlabelled degree two vertices.

Note that each edge added during the process of constructing Nk from N0 belongs
to a cycle and each edge e in E(T )−E1 is removed as e is incident with a vertex in V1.
Thus, the set of cut edges in Nk is E1 and these cut edges induce precisely the splits
that are contained in Π. It follows that Nk is an X-cactus with C(Nk) = C, which
completes the proof of the lemma. �

We now prove the main result of this section, an analogue of the Splits Equivalence
Theorem for X-trees [14, Theorem 3.1.4].

Theorem 3.3. Let C be a set of circular partitions of X. Then there is an X-cactus
N such that C = C(N ) if and only if C is compatible. Moreover, if such an X-cactus
exists, then up to isomorphism, it is unique.

Proof. We may assume that C 6= ∅ since otherwise the theorem holds. We claim that
the map which takes any X-cactus N ∈ G(X) to the set C(N ) of circular partitions
induces a bijection between G(X) and the set of compatible sets of circular partitions
of X. The theorem then follows immediately from this claim.

By Lemma 3.2, the map in the claim is surjective, and so it suffices to show that it is
injective. To this end, suppose that N and N ′ are two X-cactuses with C(N ) = C(N ′).
We show that N is isomorphic to N ′, which will complete the proof of the claim.

By Lemma 3.1, there is a unique perfect semi-tree representation (T, κ) of Π(C(N)).
Moreover, if we apply Steps (i)–(iii) to (T, κ) to construct the network N (C(N )) it is
straightforward to check by considering the construction of (T, κ) used in the proof of
Lemma 3.1 that the network N (C(N )) that we obtain is isomorphic to N . But the
same argument holds for N ′, and so it follows that N is isomorphic to N ′. �

Remark 3.4. By Theorem 3.3, the function d : G(X) × G(X) → R≥0 given by
d(N ,N ′) = |C(N )∆C(N ′)| for all N ,N ′ ∈ G(X) is a metric on the set G(X). This
can be regarded as a generalization of the well-known Robinson-Foulds metric (cf. [15,
p.25]).
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4. A partial order on X-cactuses

In this section, we introduce a partial order ≤ on the set G(X) of X-cactuses, and
describe some of its basic properties. We begin by defining the following two operations
on an X-cactus which are related to local subnetwork operations given in [11].

Suppose thatN = (N, φ) is a non-trivial X-cactus. First, given any edge e = {u, v} ∈
E(N) that is not contained in a tiny cycle, an edge contraction (of N on e) results in an
X-cactus N ′ obtained by deleting e, identifying u and v as a new vertex and labelling
that vertex by the elements in φ−1(u)∪φ−1(v). Second, given a tiny cycle C = v1, v2, v3
in N , a triple contraction (of N on C) results in an X-cactus N ′ obtained from N by
deleting all vertices and edges in C, adding a new vertex v′ which we label

⋃3
i=1 φ

−1(vi)
and replacing each edge {vi, u}, u ∈ V (N)− {v1, v2, v3} by a new edge {u, v′}.

We now introduce the partial order ≤ on G(X). We define a contraction on a non-
trivial X-cactus in G(X) to be either an edge contraction or a triple contraction. For
two X-cactuses N ,N ′ ∈ G(X) we then put N ≤ N ′ if and only if there is a (possibly
empty) sequence of contractions transforming N ′ to N . Furthermore, we put N < N ′
if N ≤ N ′ and N 6= N ′.

We now present some basic properties of the ordering ≤ on G(X). For the reader’s
convenience, we recall two key concepts from poset theory (see e.g. [2, p.4–5]). Suppose
(S,≤) is an arbitrary poset. Then s′ ∈ S is a coatom of s ∈ S (or s covers s′) if s′ < s
and there is no element s′′ ∈ S such that s′ < s′′ < s. The poset (S,≤) is graded if it has
a rank function, that is a map ρ from S into the integers which, for s, s′ ∈ S, satisfies
(a) if s′ < s, then ρ(s′) < ρ(s), and (b) if s′ is a coatom of s, then ρ(s) = ρ(s′) + 1.

Theorem 4.1. Assume |X| ≥ 2. Then the following statements hold:

(i) ≤ is a partial order on G(X).
(ii) For all N1,N2 ∈ G(X), N1 is a coatom of N2 if and only if N1 can be obtained

from N2 by one contraction.
(iii) The order ≤ has a unique minimal element, namely the trivial X-cactus.
(iv) The maximal elements under ≤ are the binary phylogenetic X-cactuses in which

every internal vertex is contained in some cycle.
(v) G(X) is a graded poset with rank function ρ : G(X)→ Z which assigns to each

X-cactus N its rank ρ(N ) given by ρ(N ) = 0 in case N is the trivial X-cactus
and, otherwise, by

ρ(N ) =
∑

σ∈C(N )

χ(σ),

where χ(σ) = max{1, |σ| − 2}.
(vi) If N ∈ G(X), then 0 ≤ ρ(N ) ≤ 3|X| − 5. Moreover, ρ(N ) = 3|X| − 5 if and

only if N is a binary phylogenetic X-cactus in which every internal vertex is
contained in some tiny cycle.

Proof. (i): Suppose N ,N ′,N ′′ ∈ G(X). Then, clearly, N ≤ N since we can take the
empty sequence of contractions. Hence, ≤ is reflexive. In addition, since a contraction
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applied to a non-trivial X-cactus reduces the number of its edges by at least one, it
follows that N ≤ N ′ and N ′ ≤ N together imply N = N ′. So ≤ is antisymmetric.
Finally, if N ≤ N ′ and N ′ ≤ N ′′, then there is a sequence of contractions from N ′′
to N ′, and a sequence of contractions from N ′ to N , and therefore a sequence of
contractions from N ′′ to N . Thus N ≤ N ′′, and so ≤ is transitive. Thus, ≤ is a partial
order on G(X).

(ii): This follows immediately from (i).

(iii): Clearly the trivial X-cactus is a minimal element as no contraction may be applied.
Any other X-cactusN has at least one edge e which either induces a split or is contained
in a cycle C. If e induces a split, then an edge contraction of N on e can be performed.
If e is in C, then if C has four or more vertices, an edge contraction of N on e can be
performed. Otherwise C is tiny and a triple contraction of N on C can be performed.
In either case, N is not minimal.

(iv): Suppose N = (N, φ) is a maximal element in G(X) that is not of the form given
in the statement of (iv). If N has a internal vertex v that is contained in φ(X) or a
leaf v with |φ−1(v)| ≥ 2 then, for every x ∈ φ−1(v), we add a new vertex wx which
we label by x and the edge {v, wx} and remove all labels of v under φ. This results
in an X-cactus N ′. The X-cactus N can then be obtained from N ′ by performing a
non-empty sequence (possibly of length 1 in case |φ−1(v)| = 1) of edge contractions of
N ′ on the edges {v, wx} (in any order). So, we may assume that N is a phylogenetic
X-cactus.

Now, if an (unlabelled) internal vertex in N has degree four or more, then that vertex
can be “popped” into two new vertices by inserting an edge e. Since this is clearly the
reverse of an edge contraction of the resulting X-cactus on e, we may assume that every
internal vertex in N has degree 3.

Finally, in case there is an internal vertex v in N of degree three that is not contained
in a cycle, then we may replace v by a 3-cycle, i.e. perform the reverse of a triple
contraction of N on v. Statement (iv) now follows.

(v): Since G(X) is finite, for any N ,N ′ ∈ G(X) with N > N ′ there is a sequence
N = N1,N2, . . . ,Nm = N ′ of elements in G(X), such that Ni+1 is a coatom of Ni for
all 1 ≤ i ≤ m− 1. Hence it suffices to prove that if N1,N2 ∈ G(X) are such that N1 is
a coatom of N2, then ρ(N2) = ρ(N1) + 1.

In view of Statement (ii), N1 is obtained from N2 by one contraction, and so we shall
make a case analysis according to the type of contraction employed. First, suppose
that that contraction is a triple contraction of N2 on a (necessarily tiny) cycle C.
Let σ denote the circular partition induced by C. Then |σ| = 3, σ 6∈ C(N1) and
C(N2) = C(N1) ∪ {σ}. This implies ρ(N2) = ρ(N1) + 1.

Now, suppose that the contraction is an edge contraction of N on some edge e. There
are two subcases to consider. If e is a cut edge, then let σ denote the split of X induced
by e. Then |σ| = 2, σ 6∈ C(N1) and C(N2) = C(N1) ∪ {σ}. Thus, ρ(N2) = ρ(N1) + 1
follows again. Otherwise, e is contained in a cycle C of size at least four. Let C ′ be
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the cycle in N1 obtained by contracting e. Denote the circular partitions induced by C
and C ′ by σ and σ′, respectively. Then |σ| = |σ′| + 1 and hence χ(σ) = χ(σ′) + 1. So
ρ(N2)− ρ(N1) = χ(σ)− χ(σ′) = 1, which completes the proof of Statement (v).

(vi): Let n = |X|. Since a binary phylogenetic X-cactus in which every internal vertex
is contained in some tiny cycle has rank 3n− 5, we need to show that ρ(N ) ≤ 3n− 5
holds for every X-cactus N = (N, φ) in G(X) and also that the equality holds only if
every cycle in N is tiny. If N is the trivial X-cactus then ρ(N ) = 0 and the stated
inequality follows. So assume that N is not trivial. If n = 2 then ρ(N ) = 1 as the
unique element in C(N ) is the split induced by the sole edge ofN . The stated inequality
follows again.

So assume n ≥ 3. We use induction on n. The base case n = 3 is a straightforward
consequence of the fact that the maximal element in G(X) is the X-cactus for which
every internal vertex is contained in its unique tiny cycle.

Asume that n > 3. Then the stated inequality holds for any X-cactus N ′ in G(X ′)
with 3 ≤ |X ′| < n. For the induction step, assume that N = (N, φ) is an X-cactus in
G(X) with |X| = n. Without loss of generality, we may assume that N is a maximal
element in G(X) under ≤. By Statement (iv), N is a binary phylogenetic X-cactus and
every internal vertex is contained in some cycle. First we shall show that ρ(N ) ≤ 3n−5.
Let x ∈ X and putX ′ = X−{x}. Then there exists a leaf vx inN such that x ∈ φ−1(vx).
Let ux be a vertex in N adjacent with vx. Then e = {vx, ux} is a cut edge in N . Let
σx = x|X ′ be the split induced by e. Note that ux is an internal vertex of N and
hence contained in some cycle Cx and unlabelled under φ because N is a phylogenetic
X-cactus. Denote the circular partition induced by Cx by σ and the two vertices in
Cx adjacent to ux by u1 and u2. Note that u1 and u2 must exist as N is not a simple
graph. Note that σ and σx are the only two partitions in C(N ) that contain {x} as a
part. We now have two subcases to consider:

First, suppose Cx contains at least four vertices, i.e., u1 and u2 are not adjacent.
Deleting the three edges incident with ux and also the leaf vx and adding an edge
between u1 and u2 results in a network N ′ on X ′, in which u1 and u2 are contained in
a cycle C ′. Let σ′ be the circular partition induced by C ′. Let ρ′ : G(X ′) → Z denote
the rank function for the graded poset G(X ′) which we define analogously to ρ but
with ρ replaced by ρ′ and χ replaced by χ′. Then we have χ′(σ′) = χ(σ) − 1. Thus,
ρ(N )− ρ′(N ′) = (χ(σ)− χ′(σ′)) + χ(σx) = 2. Together with the induction hypothesis,
it follows that ρ(N ) = ρ′(N ′) + 2 ≤ (3n − 8) + 2 = 3n − 6 thereby completing the
induction step.

Now suppose that Cx is tiny and contains precisely the three vertices ux, u1, and
u2. For i = 1, 2, let vi be the vertex adjacent to ui and not contained in Cx. Denote
the split induced by the cut edge ei = {ui, vi} by σi. Deleting Cx, the leaf vx and the
three edges e, {u1, v1} and {u2, v2} and adding an edge between v1 and v2 results in an
X ′-cactus N ′. Note that {v1, v2} is a cut edge in N ′. Denote the split it induces by σ′.
Note that σ′ can be obtained by deleting x from either σ1 or σ2. Therefore, we have

ρ(N )− ρ′(N ′) = χ(σ) + χ(σx) + χ(σ1) + χ(σ2)− χ′(σ′) = 3
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since each term in the middle sum equates to 1. By the induction hypothesis, it follows
that ρ(N ) = ρ′(N ′) + 3 ≤ (3n− 8) + 3 = 3n− 5. Furthermore, the equality holds only
if N ′ is an X ′-cactus in which every cycle is tiny. By construction, every cycle in N ′ is
tiny if and only if every cycle in N is tiny. This completes the proof of the induction
step for this subcase too and therefore the proof of Statement (vi). �

Remark 4.2. Note that the poset (T (X),≤) is pure (i. e. bounded and all maximal
chains have the same length), but the poset (G(X),≤) does not have this property.

5. A characterization of the X-cactus ordering

In this section, we present a characterization of the partial order ≤ on G(X) based
on the collection of circular partitions associated to an X-cactus in G(X). To this end,
given two non-empty sets of circular partitions C and C ′ in C(X), a map L : C → C ′ is
called a domination map if L is injective and σ � L(σ) holds for each σ ∈ C. We say
that C is dominated by C ′, denoted by C E C ′, if there exists a domination map from C
to C ′. We use the convention that the empty set ∅ is dominated by any set C of circular
partitions. In this case we also put ∅E C.

The main result of this section can now be stated as follows:

Theorem 5.1. N ≤ N ′ holds for two X-cactuses N and N ′ if and only if C(N )EC(N ′).

The proof of Theorem 5.1 is presented later on in this section and relies on a number
of intermediate results. We start by presenting an observation concerning the poset
(C(X),�).

Lemma 5.2. Suppose that σ1, σ2 and σ
′
2 are three circular partitions in C(X) such that

σ1 � σ2 and σ2 is compatible with σ′2. Then σ1 is compatible with σ′2. Moreover, if σ′1
is a circular partition with σ′1 � σ′2, then σ1 is compatible with σ′1.

Proof. Since σ2 and σ′2 are compatible, there exists a part X2 in σ2 and a part X ′2 in σ′2
with X2 ∪X ′2 = X. Because σ1 � σ2, there exists a part X1 in σ1 with X2 ⊆ X1. This
implies X1 ∪X ′2 = X, and hence σ1 is compatible with σ′2. Furthermore, since σ′1 � σ′2,
there exists a part X ′1 in σ′1 with X ′2 ⊆ X ′1. Therefore X1 ∪X ′1 = X. Hence, σ1 and σ′1
are compatible. �

Lemma 5.3. Suppose that C1, C2 and C3 are three sets of circular partitions in C(X).

(i) If C1 ⊆ C2, then C1 E C2.
(ii) C1 E C2 if and only if C1 ∩ Cb(X) ⊆ C2 ∩ Cb(X) and C1 ∩ Cp(X)E C2 ∩ Cp(X).

(iii) If C1 E C2 and C2 E C3, then C1 E C3.

Proof. We assume C1 6= ∅ as the lemma clearly holds otherwise.

(i) Note that the map L : C1 → C2 defined as L(σ) = σ is a domination map.

(ii) It is straightforward to show that the statement holds if Cb(X) ∩ C1 = ∅ or if
Cp(X) ∩ C1 = ∅. So assume that Cb(X) ∩ C1 6= ∅ and that Cp(X) ∩ C1 6= ∅. Assume
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first that C1 E C2 and consider a domination map L : C1 → C2. Let σ ∈ C1. Then
σ ∈ Cb(X) if and only if L(σ) is contained in Cb(X). This implies that the restriction
of L to C1 ∩ Cb(X) is a domination map from C1 ∩ Cb(X) to C2 ∩ Cb(X). Thus, we have
C1 ∩ Cb(X) ⊆ C2 ∩ Cb(X). Furthermore, since σ ∈ Cp(X) if and only if L(σ) ∈ Cp(X), it
follows that C1 ∩ Cp(X)E C2 ∩ Cp(X).

Conversely, assume that C1∩Cb(X) ⊆ C2∩Cb(X) and that C1∩Cp(X)EC2∩Cp(X). By
Part (i) of the lemma, there exists a domination map Lb from C1∩Cb(X) to C2∩Cb(X).
Let Lp be a domination map from C1 ∩ Cp(X) to C2 ∩ Cp(X). Now consider the map
L : C1 → C2 with L(σ) = Lb(σ) if σ ∈ C1 ∩ Cb(X) and L(σ) = Lp(σ) if σ ∈ C1 ∩ Cp(X).
Then L is a domination map. Hence, C1 E C2.
(iii) Fix a domination map L1 : C1 → C2 and a domination map L2 : C2 → C3. Then
the map L : C1 → C3 defined by L(σ) = L2(L1(σ)) for all σ ∈ C1 is a domination
map. Indeed, L is injective since both L1 and L2 are injective, and, σ � L1(σ) and
L1(σ) � L2(L1(σ)) imply σ � L(σ). Hence, C1 E C3. �

Given any two sets of circular partitions C1 and C2 in C(X) with C1E C2, there could
in general be several domination maps from C1 to C2. For instance, let σ1 =

[
12|3|45|6

]
and σ2 =

[
1|2|3|45|6

]
, and consider C1 = {σ1} and C2 = {σ1, σ2}. Then C1 E C2 and

there are two domination maps from C1 to C2: one maps σ1 to σ1, and the other maps σ1
to σ2. However, the following lemma shows that when C2 is compatible, the domination
map is unique.

Lemma 5.4. Suppose that C1 and C2 are two non-empty sets of circular partitions in
C(X) and that C2 is compatible. Then for each circular partition σ1 ∈ C1, there exists
at most one circular partition σ2 ∈ C2 with σ1 � σ2. Moreover, C1 E C2 holds if and
only if there exists a unique domination map from C1 to C2.

Proof. Suppose that σ1 ∈ C1 and that σ2 and σ′2 are two circular partitions in C2 with
σ1 � σ2 and σ1 � σ′2. We shall show that σ2 = σ′2. This clearly holds if σ1 is a split
because in this case we have σ2 = σ1 = σ′2. So, assume for contradiction that σ1 is
proper, that is, |σ1| > 2, and that σ2 6= σ′2. Since C2 is compatible, there exists a part
X2 in σ2 and X ′2 in σ′2 such that X2 ∪ X ′2 = X. On the other hand, σ1 � σ2 implies
that there exists a part X1 in σ1 with X2 ⊆ X1. Similarly, since σ1 � σ′2 it follows that
there exists a part X ′1 in σ1 with X ′2 ⊆ X ′1. However, this implies X1 ∪ X ′1 = X, a
contradiction to the fact that σ1 is proper. Thus σ2 = σ′2, completing the proof of the
first part of the lemma.

To establish the second part of the lemma, it clearly suffices to show that if C1 E
C2 holds then there must exist a unique domination map form C1 to C2. So assume
C1 E C2 and that there exist two distinct domination maps L and L′ from C1 to C2.
Then there exists a circular partition σ in C1 with L(σ) 6= L′(σ). Since L and L′ are
domination maps we have σ � L(σ) and σ � L′(σ), a contradiction to the first part of
the lemma. �

With these results in hand, we now prove Theorem 5.1:
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Proof. First assume that N and N ′ are two X-cactuses for which N ≤ N ′ holds. With-
out loss of generality, we may assume that N is obtained from N ′ by one contraction.
Furthermore, we may assume that N is not the trivial X-cactus since in this case
the theorem holds in view of Theorem 3.3. By Lemma 5.3(ii) it suffices to show that
Cb(N ) ⊆ Cb(N ′) and Cp(N ) E Cp(N ′). To this end, we consider the following possible
three cases:

First, assume that N ′ is obtained from N by an edges contraction of N on a cut
edge. Then Cb(N ) ⊂ Cb(N ′). Moreover, Cp(N ) = Cp(N ′), and so Cp(N ) E Cp(N ′) in
view of Lemma 5.3(i).

Next, assume that N ′ is obtained from N by a triple contraction of N on a tiny cycle
C. Then Cb(N ) = Cb(N ′) and Cp(N ) ⊂ Cp(N ′), and so Cp(N )ECp(N ′) by Lemma 5.3(i).

Finally, assume that N ′ is obtained from N by an edge contraction of N on an edge
e in a cycle C that is not tiny. In particular, C is contracted to a cycle C ′ in N ′ with
one less edge. Then Cb(N ) = Cb(N ′). Denote the circular partition induced by C in
N and C ′ in N ′ by σ and σ′, respectively. Then Cp(N ′) = (Cp(N )− {σ}) ∪ {σ′}, from
which it is straightforward to verify that Cp(N ) E Cp(N ′) by noting that σ′ � σ and
using Theorem 3.3 and Lemma 5.4.

Conversely, suppose that N and N ′ are two X-cactuses with C(N ) E C(N ′). By
Lemma 5.3(ii), Cb(N ) ⊆ Cb(N ′) and Cp(N )E Cp(N ′). If C(N ) = ∅ then N = N (C(N ))
is the trivial X-cactus and so N ≤ N ′ must hold.

So assume that C(N ) 6= ∅. Since Cp(N ′) is compatible, by Lemma 5.4 there is a
unique domination map from Cp(N ) to Cp(N ′). Let C∗ ⊆ Cp(N ′) be the image of this
map. Since a domination map is injective, |C∗| = |Cp(N )|.

Now, each split σ in Cb(N ′)−Cb(N ) corresponds to a cut edge in N ′ that induces σ.
Consider the network N1 obtained from N ′ by performing an edge contraction of N ′
on all cut edges that induce some split in Cb(N ′) − Cb(N ). Then Cb(N1) = Cb(N ) and
Cp(N1) = Cp(N ′).

Next, for each proper partition σ in Cp(N1)−C∗, there is a cycle Cσ in N1 that induces
σ. Consider the network N2 obtained from N1 by performing a triple contraction of
N1 on all cycles in N1 that correspond to some proper partition in Cp(N1) − C∗ (i.e.,
for every σ ∈ Cp(N1)−C∗, first apply a (possibly empty) sequence of edge contractions
to covert Cσ into a tiny cycle, and then apply a triple contraction on the resulting tiny
cycle). Then Cb(N2) = Cb(N ) and Cp(N2) = C∗.

Finally, for each proper partition σ∗ in C∗, there is a cycle Cσ∗ in N2 that induces
σ∗. Given such a partition σ∗, let σ be the unique circular partition in Cp(N ) with
σ � σ∗. For every Cσ∗ in N2 perform a (possibly empty) series of edge contractions
on N2 so that in the resulting X-cactus N3 there exists a cycle that induces σ. Then
Cb(N3) = Cb(N ) and Cp(N3) = Cp(N ) because |C∗| = |Cp(N )|. By Theorem 3.3, N3 is
isomorphic to N . Since N3 ≤ N ′ by construction, N ≤ N ′ follows. �
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We end this section by giving two consequences of Theorem 5.1. First, recall that,
if (S,≤) and (S ′,�) are arbitrary posets, then a map f : S → S ′ is an embedding of
(S,≤) into (S ′,�) if, for all s, s′ ∈ S, s ≤ s′ if and only if f(s) � f(s′) [17, p.436].
Now, we have two natural maps i : T (X)→ G(X) and i′ : C(X)→ G(X). The first is
the inclusion map, and the second is given by taking a circular partition [A1| . . . |Ak] of
X to the X-cactus which, if k ≥ 3, is a cycle of length k with each vertex labelled by
Ai so that the circular ordering of the Ai’s is preserved and, if k = 2, is a cut edge.

Corollary 5.5. The maps i and i′ are both poset embeddings.

Proof. First consider the map i. Suppose T1, T2 ∈ T (X). Then T1 ≤ T2 in T (X) if
and only if C(T1) ⊆ C(T2) holds. Since both C(T1) and C(T2) are contained in Cb(X),
by Lemma 5.3(ii), we have C(T1) ⊆ C(T2) if and only if C(T1) E C(T2). Together with
Theorem 5.1, it follows that T1 ≤ T2 in T (X) if and only if i(T1) ≤ i(T2) in G(X).

Now consider the map i′. Suppose σ1, σ2 ∈ C(X). Since σ1 � σ2 if and only if
{σ1}E {σ2}, by Theorem 5.1 it follows that σ1 � σ2 if and only if i′(σ1) = N ({σ1}) ≤
N ({σ2}) = i′(σ2). �

Finally, we state a useful observation about upper and lower bounds in (G(X),≤),
which is a straightforward consequence of Lemma 5.3 and Theorem 5.1.

Corollary 5.6. Let G = {N1, . . . ,Nm} ⊆ G(X), m ≥ 1, be a collection of X-cactuses.
Then the following two statements hold.

(i) An X-cactus N is an upper bound of G if and only if
⋃m
i=1 Cb(Ni) ⊆ Cb(N ) and,

for all 1 ≤ i ≤ m, Cp(Ni)E Cp(N ) holds.
(ii) An X-cactus N is a lower bound of G if and only if Cb(N ) ⊆

⋂m
i=1 Cb(Ni) and,

for all 1 ≤ i ≤ m, Cp(N )E Cp(Ni) holds.

6. Upper bounds

In Corollary 5.6, we gave a characterization for when a set G ⊆ G(X) of X-cactuses
has an upper bound in (G(X),≤). In this section, we present two further results
concerning upper bounds in (G(X),≤). Upper bounds are of interest since, if they
exist, they can be thought of as “supernetworks” for collections of networks. Note that
the behaviour of upper bounds in (G(X),≤) is more complicated than it is for the poset
(T (X),≤) of X-trees. For example, as shown in [14, Theorem 3.3.3], in case a set T
of X-trees has an upper bound in (T (X),≤), then it has a unique least upper bound.
However, this is not the case for (G(X),≤) (e.g. Figure 5).

Our first result gives an insight on the number of circular partitions contained in an
upper bound.

Theorem 6.1. If N is a least upper bound for a collection {N1, . . . ,Nm} ⊆ G(X) of
X-cactuses, some m ≥ 1, then

|C(N )| ≤
∣∣ ⋃
1≤i≤m

C(Ni)
∣∣.
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Figure 5. The Hasse diagram of six X-cactuses N1,N2,N3,N ′1,N ′2,N ∗
where X = {1, 2, . . . , 6}. The set {N1,N2} has two least upper bounds,
N ′1 and N ′2, whereas the set {N1,N2,N3} has a unique least upper bound
N ∗. For ease of readability, wee have omitted the brackets from the set
that labels a vertex.

Proof. Since N is an upper bound for {N1, . . . ,N2}, by Corollary 5.6, for each 1 ≤ i ≤
m, there is a subset Cib(N ) of Cb(N ) so that Cib(N ) = Cb(Ni) holds. Furthermore, we can
take a minimal subset Cip(N ) of Cp(N ) so that Cp(Ni)E Cip(N ) holds, where minimality

implies |Cp(Ni)| = |Cip(N )|. We consider the splits and proper partitions separately.

First, we claim that

(1) Cb(N ) =
⋃

1≤i≤m

Cib(N ) =
⋃

1≤i≤m

Cb(Ni).

The right equality holds by definition. To see that the left one holds, note first that by
definition

⋃
1≤i≤m Cib(N ) ⊆ Cb(N ). To see that equality holds, assume for contradiction

that this is not the case, i. e. that there exists a split σ in Cb(N ) −
⋃

1≤i≤m Cib(N ). Let
N ∗ be the X-cactus obtained from N by contracting the edge in N corresponding to
σ. Then by Corollary 5.6, N ∗ is an upper bound of {N1, . . . ,Nm} with N ∗ < N , a
contradiction.

We next claim

(2) |Cp(N )| =
∣∣∣ ⋃
1≤i≤m

Cip(N )
∣∣∣ ≤ ∣∣∣ ⋃

1≤i≤m

Cp(Ni)
∣∣∣.
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The left equality can be shown to hold using a similar argument to the one used to
prove Equality (1). To see that the right inequality holds, for each circular partition σ ∈⋃

1≤i≤m Cip(N ), let t(σ) be the smallest index in {1, . . . ,m} (subject to some ordering)

such that σ is contained in Ct(σ)p (N ). By construction, there exists a unique circular
partition in Cp(Nt(σ)), denoted by f(σ), such that σ � f(σ) holds. Since the map
f :

⋃
1≤i≤m Cip(N ) →

⋃
1≤i≤m Cp(Ni) associating each σ ∈

⋃
1≤i≤m Cip(N ) to f(σ) ∈⋃

1≤i≤m Cp(Ni) is injective, the right inequality follows.

The theorem follows now from Equalities (1) and (2) since C(N ) is a disjoint union of
Cb(N ) and Cp(N ), and

⋃
1≤i≤m C(Ni) is a disjoint union of

⋃
1≤i≤m Cb(Ni) and

⋃
1≤i≤m Cp(Ni).

�

In our second result, we give an alternative characterization to Corollary 5.6 for
when the upper bound for two X-cactuses exists (Theorem 6.2), which gives some
more structural insights into determining whether this is the case or not.

Now, for distinct X-cactuses N1,N2 ∈ G(X) we define the incompatibility graph
I(N1,N2) = (W,F ) to be the graph with vertex set W = C(N1)∪C(N2) and edge set F
consisting of all pairs {σ1, σ2} of distinct circular partitions in W such that σ1 and σ2
are incompatible. A resolution of (W,F ) is an injective map λ : F → C(X) such that
λ({σ1, σ2}) is an upper bound of σ1 and σ2 in (C(X),�), for every edge {σ1, σ2} ∈ F .
Such a resolution is called minimal if λ({σ1, σ2}) is a least upper bound of σ1 and σ2 in
(C(X),�) for each edge {σ1, σ2} in F . Note that if F = ∅, then we use the convention
that the empty function λ : F → C(X) with λ(F ) = ∅ is the (necessarily unique)
minimal resolution of (W,F ).

Theorem 6.2. Suppose N1 and N2 are two distinct X-cactuses. Then the following
statements are equivalent.

(i) N1 and N2 have an upper bound under ≤;
(ii) the incompatibility graph I(N1,N2) = (W,F ) is a matching (i.e. every vertex

has degree 0 or 1), and there exists a resolution λ of (W,F ) such that W0∪λ(F )
is compatible (where W0 ⊆ W denotes the set of isolated vertices in I(N1,N2)).

Moreover, if the incompatibility graph (W,F ) is a matching and there exists a minimal
resolution λ of (W,F ) such that W0∪λ(F ) is compatible, then N (W0∪λ(F )) is a least
upper bound for N1 and N2.

Before proceeding with the proof, to illustrate Theorem 6.2 consider the X-cactuses
N1 and N2 with X = {1, 2 . . . , 9} pictured in Figure 1. Then the X-cactus depicted in
Figure 4 is a least upper bound for N1 and N2 since the incompatibility graph I(N1,N2)
is a matching with sole edge e = {β, [678912|3|45]} where β = [678912|3|4|5] and the
map λ assigning e to β is a minimal resolution.

Proof. For simplicity, put I = I(N1,N2) = (W,F ).

(i) ⇒ (ii): Suppose that N ′ is an upper bound of N1 and N2 under ≤. Note that if
F = ∅, then I is a matching as every vertex in I is isolated. Furthermore, the empty
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function λ : F → C(X) with λ(F ) = ∅ is a resolution of I and W0 ∪ λ(F ) = W =
C(N1) ∪ C(N2) is compatible. Hence we may assume that F 6= ∅.

By Lemma 5.4 and Theorem 5.1, for i = 1, 2 there is a unique domination map from
C(Ni) to C(N ′) which we denote by Li. We first claim that for each edge e = {σ1, σ2} ∈
F , with σi ∈ C(Ni) for i = 1, 2, we have L1(σ1) = L2(σ2). Indeed, if this were not
the case, then L1(σ1) and L2(σ2) would be a pair of compatible circular partitions by
Lemma 3.1 (since both are contained in C(N ′)). Hence, by the last part of Lemma 5.2
and because σi � Li(σi) for i = 1, 2, it follows that σ1 and σ2 are compatible, a
contradiction as e ∈ F . This proves the claim.

We now show that I is a matching. Suppose this were not the case. Then there
exists a vertex in W with degree two or more. Switching the index if necessary, we
may assume that σ2 is contained in C(N2), and that σ1 and σ3 are vertices in C(N1)
that are adjacent with σ2. By the previous claim it follows that L1(σ1) = L1(σ3), a
contradiction to the fact that L1 is injective.

Next, we show that there exists a resolution λ : F → C(X) of I as stated in Statement
(ii). For each edge e = {σ1, σ2} ∈ F , σi ∈ C(Ni), i = 1, 2, we define λ(e) = L1(σ1) =
L2(σ2) which is clearly well-defined in view of the previous claim. Furthermore, λ is
injective because both L1 and L2 are injective. Since, by definition, λ(e) is an upper
bound for σi, i = 1, 2, it follows that λ is a resolution of I.

It remains to show that W0 ∪ λ(F ) is compatible. To see this, note that since λ(e)
is an upper bound of both σ1 and σ2 in (C(X),�), it follows that W0 ∪ λ(F ) is a
set of circular partitions. Assume that σ and σ′ are two distinct circular partitions
in W0 ∪ λ(F ). Note that these two circular partitions are clearly compatible if both
of them are contained in W0 or both in λ(F ) because λ(F ) ⊆ C(N ′) and C(N ′) is
compatible. Therefore, without loss of generality, we may assume that σ ∈ W0 ∩C(N1)
and σ′ = λ(e) with e = {σ1, σ2} ∈ F for σ1 ∈ N1 and σ2 ∈ N2. Since σ � L1(σ) and
noting that L1(σ) and L1(σ1) = σ′ are compatible (as they are two distinct circular
partitions contained in C(N ′)), it follows by the first part of Lemma 5.2 that σ and σ′

are compatible.

(ii) ⇒ (i): Suppose I is a matching. We assume F 6= ∅; the case F = ∅ can be
established in a similar way. Fix a resolution map λ : F → C(X) as in Statement (ii).
Since W0∪λ(F ) is compatible, by Theorem 3.3, there exists an X-cactus N ∗ such that
C(N ∗) = W0 ∪ λ(F ). Consider the map Lλ : C(N1) → C(N ∗) defined as follows. If
σ ∈ C(N1) is an isolated vertex in I, then σ ∈ W0 and we let Lλ(σ) = σ; otherwise there
exists a unique circular partition σ2 in C(N2) such that {σ, σ2} is an edge in I because
I is a matching. In this case, we let Lλ(σ) = λ({σ, σ2}).

We claim that Lλ is a domination map. We first show that Lλ is injective. Assume
for contradiction that there exist σ, σ1 ∈ C(N1) such that Lλ(σ) = Lλ(σ1) but σ 6= σ1.
By definition of Lλ and the fact that λ is a resolution and therefore injective, we may
assume that σ ∈ W0 ∩ C1(N ), that {σ1, σ2} is an edge in F with σ1 ∈ C(N1), and that
σ2 ∈ C(N2). Then σ1 � λ({σ1, σ2}) = Lλ(σ1) = Lλ(σ) = σ. Since, by assumption.
σ 6= σ1 it follows that σ and σ1 are two distinct incompatible circular partitions in



22 ANDREW FRANCIS, KATHARINA T. HUBER, VINCENT MOULTON, AND TAOYANG WU

C(N1), a contradiction. Thus, Lλ must be injective. Since σ � Lλ(σ) holds for all σ in
C(N1), it follows that Lλ is a domination map, as claimed.

As Lλ is a domination map, C(N1)EC(N ∗) and so N1 ≤ N ∗ in view of Theorem 5.1.
Using a similar argument, we also have N2 ≤ N ∗. Thus, N ∗ is an upper bound of N1

and N2 under ≤. This completes the proof of the equivalence of Statements (i) and
(ii).

To prove the remainder of the theorem, assume that the incompatibility graph I =
(W,F ) is a matching and that λ is a minimal resolution of (W,F ) such that W0 ∪λ(F )
is compatible. Since a minimal resolution is in particular a resolution, our arguments
in the previous two paragraphs imply that N ∗ = N (W0 ∪ λ(F )) is an upper bound for
N1 and N2. It remains to show that N ∗ is a least upper bound.

Assume for contradiction that there exists an X-cactus N̂ that is an upper bound

for N1 and N2 such that N̂ < N ∗. Without loss of generality we may assume that

N̂ is obtained from N ∗ by performing a single contraction. Let σ ∈ C(N ∗) be the

unique circular partition contained in C(N ∗) but not in C(N̂ ). Since either σ ∈ W0 or
σ ∈ λ(F ) holds, swapping the index of N1 and N2 if necessary we may assume that

C(N1) contains a circular partition σ0 such that σ0 � σ. Note that C(N1) E C(N̂ ) in

view of N1 ≤ N̂ and Theorem 5.1.

If σ corresponds to a cut edge e of N ∗ (that is, N̂ is obtained from N ∗ by an

edge contraction of N on the cut edge e and σ = τ (e)) then C(N ∗) − {σ} = C(N̂ ).

Furthermore, σ0 = σ as σ is a split. Thus, σ0 ∈ Cb(N1) and σ0 6∈ Cb(N̂ ), a contradiction

in view of C(N1)E C(N̂ ) and Lemma 5.3(ii).

If σ corresponds to a tiny cycle in N ∗ (i.e., N̂ is obtained from N ∗ by a triple

contraction of N ∗ on this tiny cycle) then C(N ∗)− {σ} = C(N̂ ). Furthermore, σ0 = σ

as |σ| = 3. Since N1 ≤ N̂ < N ∗, there exists a circular partition σ̂ ∈ C(N̂ ) and a
circular partition σ∗ ∈ C(N ∗) with σ0 ≺ σ̂ � σ∗. This implies that C(N ∗) contains two
distinct circular partitions σ and σ∗ such that σ0 � σ and σ0 � σ∗; a contradiction in
view of Lemma 5.4 and the fact that C(N ∗) is compatible.

Finally, we consider the case that σ corresponds to a cycle C of at least four edges

in N ∗ (i.e., N̂ is obtained from N ∗ by an edge contraction of N ∗ on an edge of C and

σ = τ (C)). Let C ′ be the cycle in N̂ obtained from C by this edge-contraction and let
σ′ = τ (C ′) denote the circular partition corresponding to C ′. Then (C(N ∗) − {σ}) ∪
{σ′} = C(N̂ ). Now we consider two possible subcases: either σ ∈ W0 or σ ∈ λ(F ).

Assume first that σ ∈ W0. Then we may further assume that σ ∈ C(Ni), some

i ∈ {1, 2}, i = 1, say. Since N1 ≤ N̂ < N ∗, there exists a circular partition σ̂ ∈ C(N̂ )
and a circular partition σ∗ ∈ C(N ∗) with σ ≺ σ̂ � σ∗. This implies that C(N ∗) contains
two circular partitions σ and σ∗ with σ ≺ σ∗, a contradiction to Lemma 5.4 and the
fact that C(N ∗) is compatible.
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Finally, assume that σ ∈ λ(F ). Then there exist σ1 ∈ C(N1) and σ2 ∈ C(N2) such that

{σ1, σ2} ∈ F and λ({σ1, σ2}) = σ. We claim that σ1 � σ′, where σ′ = τ (C ′) ∈ C(N̂ ).

Assume for contradiction that this is not the case. Then since C(N1) E C(N̂ ) there

exists a circular partition σ′′ ∈ C(N̂ ) − {σ′} such that σ1 � σ′′. Since σ 6∈ C(N̂ ) and

σ′′ ∈ C(N̂ )−{σ′} ⊆ C(N ∗), it follows that σ and σ′′ are two distinct circular partitions
in the compatible set C(N ∗) such that σ1 � σ and σ1 � σ′′ hold, a contradiction in
view of Lemma 5.4. Thus, σ1 � σ′ as claimed. Since a similar argument also yields
σ2 � σ′ it follows that σ′ is an upper bound for σ1 and σ2; a contradiction to the fact
that σ′ ≺ σ and the assumption that σ is a least upper bound for σ1 and σ2. This
completes the proof of the theorem. �

7. Lower bounds

In this section, we investigate properties of greatest lower bounds of subsets in
(G(X),≤), which always exists since the trivial X-cactus is a lower bound for any
such subset. In particular, as a consequence of the main result of this section (Theo-
rem 7.2), we characterize when a subset of G(X) has the trivial X-cactus as a greatest
lower bound (see Corollary 7.3).

Greatest lower bounds in G(X) are of interest since they can be considered as “con-
sensus networks”. Indeed, in the poset of X-trees (T (X),≤), the greatest lower bound
for any subset T of X-trees is unique and is known as the strict-consensus tree for T (cf.
[14]). However, for arbitrary sets of X-cactuses, greatest lower bounds in (G(X),≤) are
not necessarily unique. For example, for X = {1, 2, 3, 4} the X-cactuses N ({[14|2|3]})
and N ({[1|23|4]}) are both greatest lower bounds for the two X-cactuses N ({[1|2|3|4]})
and N ({[1|3|2|4]}). The main result of this section (Theorem 7.2) gives a characteri-
zation for when an X-cactus N is in the set glb(N1, · · · ,Nm) consisting of all of the
greatest lower bounds of a subset {N1, . . . ,Nm} ⊆ G(X).

To state this result, we introduce some further terminology. Suppose C1, · · · , Cm,
some m ≥ 1, are sets of circular partitions of X. An element (µ1, · · · , µm) in the
product

∏m
i=1 Ci is said to have a meet if its set glb(µ1, · · · , µm) of greatest lower bounds

under � is non-empty. A subset Γ ⊆
∏m

i=1 Ci is called feasible if Γ 6= ∅, for all distinct
(µ1, · · · , µm), (µ′1, · · · , µ′m) ∈ Γ we have µi 6= µ′i, for all 1 ≤ i ≤ m, and every element
in Γ has a meet. A meet realisation of such a subset Γ is a subset C of C(X) that
consists of precisely one meet for each element in Γ, that is, C is the minimal subset of
C(X) (under set inclusion) such that | glb(µ1, · · · , µm) ∩ C| = 1 holds for each element
(µ1, · · · , µm) in Γ. Note that this implies |C| ≤ |Γ|.

To illustrate these concepts, consider the sets Cp(N1) and Cp(N2) of proper cir-
cular partitions induced by the networks N1 an N2 considered in Figure 1. Then
α = [1|2|3456789] and β1 = [678912|3|4|5] are two proper circular partitions in Cp(N1)
and β2 = [678912|3|45] is a proper circular partition in Cp(N2). Since α ∈ Cp(N2), it
follows that α is a meet for (α, α) ∈ Cp(N1) × Cp(N2). Furthermore, β2 is a meet for
(β1, β2) ∈ Cp(N1) × Cp(N2). Thus, the set Γ = {(α, α), (β1, β2)} ∈ Cp(N1) × Cp(N2) is
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feasible. For γ = [7|89|123456] ∈ C(N1) the set {(γ, γ)}∪Γ is a (maximal) feasible sub-
set of Cp(N1)× C(N2) and Cp(N3) is a meet realization for it where N3 is the X-cactus
in Figure 1. In fact, Theorem 7.2 below implies that N3 ∈ glb(N1,N2).

Before stating Theorem 7.2, we prove a useful lemma which describes how the splits
behave when taking greatest lower bounds in (G(X),≤).

Lemma 7.1. Let {N1, . . . ,Nm} ⊆ G(X), some m ≥ 1. If N ∈ glb(N1, . . . ,Nm) then
Cb(N ) =

⋂m
i=1 Cb(Ni).

Proof. Let C∗b =
⋂m
i=1 Cb(Ni). By Corollary 5.6, we have Cb(N ) ⊆ C∗b . We may assume

that C∗b 6= ∅ since otherwise the lemma clearly holds.

To see that C∗b ⊆ Cb(N ), assume for contradiction that there exists a split σ in
C∗b −Cb(N ). We claim that C(N )∪{σ} is compatible. To this end, consider an arbitrary
partition σ′ in C(N ). We need to show that σ is compatible with σ′. Suppose first that
σ′ ∈ Cb(N ). Then Cb(N ) ∪ {σ} ⊆ Cb(N1) implies that σ and σ′ are both contained in
Cb(N1). Since Cb(N1) is a compatible set of splits it follows that σ and σ′ are compatible.
Suppose next that σ′ ∈ Cp(N ). As Cp(N )E Cp(N1) there exists a circular partition σ1
in Cp(N1) with σ′ � σ1. Together with Lemma 5.2 and the fact that σ and σ1 are two
distinct compatible circular partitions in C(N1), it follows that σ and σ′ are compatible,
which completes the proof the claim.

Since C(N ) ∪ {σ} is a compatible set of circular partitions of C(X), it follows by
Theorem 3.3 that there exists an X-cactus N ′ with C(N ′) = C(N ) ∪ {σ}. Since
C(N ) ⊂ C(N ′), by Lemma 5.3(i) we have C(N )E C(N ′) and hence N < N ′ in view of
Theorem 5.1 because N 6= N ′ as C(N ) ⊂ C(N ′). For all 1 ≤ i ≤ m, since σ is a split
in C∗b and Cb(N ) ⊆ C∗b , it follows that Cb(N ′) ⊆ C∗b ⊆ Cb(Ni) and that Cp(N ′)E Cp(Ni).
By Corollary 5.6, N ′ is a lower bound for {N1, . . . ,Nm} with N < N ′; a contradiction
to the assumption that N ∈ glb(N1, . . . ,Nm). �

We now state and prove the main result of this section.

Theorem 7.2. Let {N1, . . . ,Nm} ⊆ G(X) and let N ∈ G(X). Then N ∈ glb(N1, . . . ,Nm)
if and only if Cb(N ) =

⋂m
i=1 Cb(Ni) and either (a) Cp(N ) = ∅ and

∏m
i=1 Cp(Ni) contains

no feasible subset, or (b) Cp(N ) 6= ∅ and Cp(N ) is a meet realization of some maximal
feasible subset of

∏m
i=1 Cp(Ni) (under set inclusion).

Proof. Let C∗b =
⋂m
i=1 Cb(Ni) and C∗p =

∏m
i=1 Cp(Ni).

First, suppose N ∈ glb(N1, . . . ,Nm). Then, by Corollary 5.6(ii), Cp(N )E Cp(Ni) for
1 ≤ i ≤ m and, by Lemma 7.1, Cb(N ) = C∗b .

To see Statement (a) suppose that Cp(N ) = ∅, that is, N does not contain any cycles.
We need to show that C∗p contains no feasible subset.

Suppose that this is not the case and that Γ is a feasible subset of C∗p . Then Γ 6= ∅,
and for every (µ1, . . . , µm) ∈ Γ we have that glb(µ1, . . . , µm) 6= ∅. Now fix an element
(µ1, . . . , µm) ∈ Γ ⊆ C∗p and a partition σ ∈ glb(µ1, . . . , µm). Since µ1 ∈ Cp(X) and
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σ � µ1, it follows that σ must be a proper circular partition, that is, σ ∈ Cp(X).
By an argument similar to the one used in the proof of Lemma 7.1 it follows that
C ′ = C∗b ∪ {σ} is compatible. Therefore by Theorem 3.3, there exists a X-cactus N ′ for
which C(N ′) = C ′ holds. Since Cb(N ) = C∗b ⊂ C∗b ∪ {σ} = C ′ it follows by Lemma 5.3(i)
and the assumption that Cp(N ) = ∅ that C(N ) = Cb(N )EC ′ = C(N ′). Hence, N < N ′
in view of Theorem 5.1.

Next, we claim that N ′ is a lower bound for {N1, . . . ,Nm}. To this end, consider
an arbitrary index 1 ≤ i ≤ m. Since σ ∈ glb(µ1, . . . , µm), we have σ � µi and
hence Cp(N ′) = {σ} E C(Ni). Together with Cb(N ′) = Cb(N ) = C∗b ⊆ C(Ni) and
Corollary 5.6(ii), it follows that N ′ ≤ Ni. Thus N ′ is a lower bound for {N1, . . . ,Nm};
a contradiction since N < N ′ and N ∈ glb(N1, . . . ,Nm). Thus, C∗p cannot contain a
feasible subset, which completes the proof of Statement (a).

To see that Statement (b) holds, suppose that Cp(N ) 6= ∅. Then Cp(N ) = {σ1, . . . , σk}
for some k ≥ 1. For each 1 ≤ i ≤ k, we construct an m-tuple (νi,1, . . . , νi,m) in C∗p by
letting νi,j, 1 ≤ j ≤ m, be the circular partition in Cp(Nj) with σi � νi,j (which exists
because Cp(N )ECp(Nj)). We claim that H = {(νi,1, . . . , νi,m) : 1 ≤ i ≤ k} is a feasible
subset of C∗p and that Cp(N ) is a meet realisation of H.

To see that the claim holds, note first that since Cp(N )E Cp(Nj) for all 1 ≤ j ≤ m,
it follows that νi,j 6= νl,j for every pair 1 ≤ i < l ≤ k because a domination map
is injective. To see that σi ∈ glb(νi,1, . . . , νi,m) holds for all 1 ≤ i ≤ k, assume for
contradiction that there exists some σ̂i ∈ glb(νi,1, . . . , νi,m) with σi ≺ σ̂i. Employing
an argument similar to the one used in the proof of Lemma 7.1 it follows that there

exists an X-cactus N̂ with C(N̂ ) = (C(N ) − {σi}) ∪ {σ̂i} such that N < N̂ and N̂ is
a lower bound for {N1, . . . ,Nm}; a contradiction since N ∈ glb(N1, . . . ,Nm). Thus, H
is feasible subset of C∗p .

To see that Cp(N ) is a meet realization of H, we need to show that | glb(νl,1, . . . νl,m)∩
Cp(N )| = 1. To this end, note that for each pair i, l with 1 ≤ i ≤ k, 1 ≤ l ≤ m and
i 6= l, we have σi 6∈ glb(νl,1, . . . , νl,m) because otherwise σi � νi,1 and σi � νl,1 both
hold; a contradiction in view of Cp(N ) E Cp(N1) and Lemma 5.4 because νi,l 6= νl,1.
Therefore | glb(νl,1, . . . νl,m)∩Cp(N )| = 1 and so Cp(N ) is a meet realisation of H. This
completes the proof of the claim.

It remains to show that H is a maximal feasible subset of C∗p . If not, there exists
an element (ν0,1, . . . , ν0,m) ∈ C∗p −H such that H ′ = H ∪ {(ν0,1, . . . , ν0,m)} is a feasible
subset of C∗p . Let σ0 ∈ Cp(X) be a circular partition in glb(ν0,1, . . . , ν0,m). Then we
have σ0 6∈ Cp(N ). Indeed, assume for contradiction that σ0 ∈ Cp(N ). Then if σ0 = σi
for some 1 ≤ i ≤ k, then we have σi � ν0,1 and σi � ν0,i; a contradiction in view of
Cp(N ) E Cp(N1) and Lemma 5.4 because ν0,1 6= ν0,i. Thus, σ0 6∈ Cp(N ). Furthermore,
an argument similar to that in Lemma 7.1 shows that C(N )∪{σ0} is compatible. Hence
there exists an X-cactus N ′ with C(N ′) = C(N ) ∪ {σ0} in view of Theorem 3.3. By
Lemma 5.3(i) and Theorem 5.1, it follows that N < N ′ because σ0 6∈ Cp(N ).

Finally, since σ0 ∈ Cp(X) we have Cb(N ′) = Cb(N ) and Cp(N ′) = {σ0} ∪ Cp(N ) =
{σ0, σ1, . . . , σk}. Now for an arbitrary index 1 ≤ j ≤ m, consider the map Lj : Cp(N ′)→
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Cp(Nj) that maps each σi to νi,j, for all 0 ≤ i ≤ m. Noting that σi � νi,j for 0 ≤ i ≤ k,
and νi,j 6= νl,j for 0 ≤ i < l ≤ k since H ′ is a feasible subset of C∗p , it follows that Lj is
a domination map and hence Cp(N ′) E Cp(Nj). Together with Cb(N ′) = Cb(N ) = C∗b ,
Corollary 5.6 implies that N ′ is a lower bound of {N1, . . . ,Nm}; a contradiction as
N < N ′ and N ∈ glb(N1, . . . ,Nm). Thus H is a maximal feasible subset of C∗p .

We now show that the converse direction in the theorem holds. Assume for con-
tradiction that N is such that the last statement in the theorem holds, but that
N 6∈ glb(N1, . . . ,Nm). We distinguish the cases that Cp(N ) = ∅ and that Cp(N ) 6= ∅.

First assume Cp(N ) = ∅. Then, by Corollary 5.6,N is a lower bound of {N1, . . . ,Nm}.
Since N 6∈ glb(N1, . . . ,Nm), there must exist an X-cactus N ′ ∈ glb(N1, . . . ,Nm) with
N < N ′. By Lemma 7.1 and out assumption, we have C(N ′) = C∗b = C(N ). Hence
Cp(N ′) 6= ∅ in view of N < N ′. Let σ be a circular partition in Cp(N ′). Since
Cp(N ′)ECp(Nj) and Cp(Nj) is compatible, for every 1 ≤ j ≤ m, let µj ∈ Cp(Nj) denote
the necessarily unique circular partition with σ � µj. Then µ = (µ1, . . . , µm) ∈ C∗p . Fur-
thermore, σ � µi for all 1 ≤ i ≤ m and glb(µ1, . . . , µm) 6= ∅ because σ is a lower bound
of {µ1, . . . , µm} in (C(X),�). Hence, {µ} is a feasible subset of C∗p , a contradiction to
Statement (a).

Now, assume Cp(N ) 6= ∅ so that Cp(N ) = {σ1, . . . , σk}, some k ≥ 1. Let H be a
maximal feasible subset of C∗p such that Cp(N ) is a meet realization of H (which must
exist by Statement (b)). Then the elements in H can be enumerated as the m-tuples
(νi,1, . . . , νi,m) for 1 ≤ i ≤ k′ = |H|. For 1 ≤ i < l ≤ k′, we have glb(νi,1, . . . , νi,m) ∩
glb(νl,1, . . . , νl,m) = ∅ in view of Lemma 5.4 and the fact that νi,1 6= νl,1 are two distinct
circular partitions contained C(N1) and C(N1) is compatible. As Cp(N ) is a meet
realization of H, | glb(µ1, . . . , µm) ∩ Cp(N )| = 1, for all (µ1, . . . , µm) ∈ H, and so it
follows that k′ = k. Swapping the indices if necessarily, we may assume that σi ∈
glb(νi,1, . . . , νi,m) holds for 1 ≤ i ≤ k. Fix an arbitrary index j ∈ {1, . . . ,m} and
consider the map Lj : C(N ) → C(Nj) that maps σi to νi,j for 1 ≤ i ≤ k. Since Lj is
injective and σi � Lj(σi) = νi,j holds for 1 ≤ i ≤ k, it follows that Lj is a domination
map. Hence Cp(N ) E Cp(Nj) for 1 ≤ j ≤ m. Together with Cb(N ) = C∗b it follows by
Corollary 5.6 that N is a lower bound of {N1, . . . ,Nm}.

We conclude the proof of the theorem by showing that N ∈ glb(N1, . . . ,Nm). Sup-
pose for contradiction that this is not the case. Then there exists an X-cactus N ′ ∈
glb(N1, . . . ,Nm) with N < N ′. Let C ′p = Cp(N ′). By Lemma 7.1 and our assumption on
N we obtain Cb(N ′) = C∗b = Cb(N ). It follows that Cp(N )ECp(N ′) and Cp(N ) 6= Cp(N ′).
By Lemma 5.4, there exists a unique domination map L : Cp(N )→ Cp(N ′). We consider
the following two subcases.

First, suppose that there exists some σ ∈ Cp(N ) with σ ≺ L(σ), that is, L(σ) 6=
σ. Without loss of generality, we may assume that σ = σ1. By Lemma 5.3(ii) and
C(N ′)EC(Nj), there exists, for all 1 ≤ j ≤ m, a domination map Lj : Cp(N ′)→ Cp(Nj).
By Lemma 5.4 it follows that Lj(L(σ1)) = ν1,j for all 1 ≤ j ≤ m. Hence, L(σ1) � ν1,j
for all such j. Thus, L(σ1) is a lower bound for (ν1,1, . . . , ν1,m); a contradiction to the
fact that σ1 ∈ glb(σ1,1, . . . , σ1,m) and σ1 ≺ L(σ1).
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Finally, suppose that σi = L(σi) holds for all 1 ≤ i ≤ k. Then we have Cp(N ) ⊆
Cp(N ′). Since Cp(N ) 6= Cp(N ′), we may choose a circular partition σ0 ∈ Cp(N ′)−Cp(N ).
Since, for all 1 ≤ j ≤ m, Cp(N ′) E Cp(Nj) and Cp(Nj) is compatible, there exists, by
Lemma 5.4, a unique domination map L′j : Cp(N ′) → Cp(Nj) from Cp(N ′) to Cp(Nj).
Put ν0,j = L′j(σ0). Then ν0 = (ν0,1, . . . , ν0,m) ∈ C∗p and glb(ν0,1, . . . , ν0,m) 6= ∅ because σ0
is a lower bound of {ν0,1, . . . , ν0,m} in (C(X),�). Furthermore, for each pair 1 ≤ i ≤ k
and 1 ≤ j ≤ m, we have ν0,j = L′j(σ0) 6= L′j(σi) = νi,j as L′j is a domination map
and therefore injective. Hence, H ∪ {µ} is a feasible subset of C∗p ; a contradiction to
the assumption that H is a maximal feasible subset of C∗p . This establishes the that
N ∈ glb(N1, . . . ,Nm) and therefore completes the proof of the case Cp(N ) 6= ∅. �

Theorem 7.2 immediately implies

Corollary 7.3. The trivial X-cactus is the greatest lower bound for a set {N1, . . . ,Nm}
of X-cactuses if and only if

⋂m
i=1 Cb(Ni) = ∅ and none of the subsets in

∏m
i=1 Cp(Ni) is

feasible.

8. Discussion

In this paper, we have introduced a new poset of X-cactuses and shown that it has
several interesting structural properties. We conclude by listing some open problems
and possible directions for future research.

• Is it possible to characterize upper bounds for sets of X-cactuses, for example,
generalizing Theorem 6.2? Also, it is known that a collection of X-trees has
an upper bound in (T (X),≤) if and only if every pair of trees in the collection
does [14, Theorem 3.3.3]. Is this also true for general collections of X-cactuses
in (G(X),≤)?
• As mentioned above, lower bounds for collections of X-cactuses in (G(X),≤) are

of interest as they could be used as consensus networks. Bearing this in mind,
is it possible to find an efficient algorithm to compute a greatest lower bound
for a set of X-cactuses? Our results in Section 7 provide some insights into
this problem, however, the computational complexity of this problem remains
unresolved.
• It could be of interest to further study structural properties of (G(X),≤). For

example, what are properties of the Möbius function of this poset? Also, are
there alternative ways to define partial orderings of G(X)?
• Can encodings and partial orders be defined for other classes of phylogenetic

networks, such as “level-k” networks or “explicit” networks (see [15, Chapter
10] for a recent overview of phylogenetic networks and definitions of these terms).
• Finally, note that the partially ordered set (T (X),≤) of X-trees is intimately

related to certain complexes and spaces of phylogenetic trees [1, 16]. It would
be of interest to understand how the structure of the so-called order complex
of (G(X),≤) might be related to phylogenetic network spaces such as those
described in, for example, [12] and [5].
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