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ABSTRACT: Previous work has shown that anthropogenic aerosol (AA) forcing drives a strength-

ening in the AtlanticMeridional Overturning Circulation (AMOC) in CMIP6 historical simulations

over 1850–1985, but the mechanisms have not been fully understood. Across CMIP6 models, it is

shown that there is a strong correlation between surface heat loss over the subpolar North Atlantic

(SPNA) and the forced strengthening of the AMOC. Despite the link to AA forcing, the AMOC

response is not strongly related to the contribution of anomalous downwelling surface shortwave

radiation to SPNA heat loss. Rather, the spread in AMOC response is primarily due to the spread

in turbulent heat loss. We hypothesize that turbulent heat loss is larger in models with strong

AA forcing because the air advected over the ocean is colder and drier, in turn because of greater

AA forced cooling over the continents upwind, especially North America. The strengthening of

the AMOC also feeds back on itself positively in two distinct ways: by raising the sea surface

temperature and hence further increasing turbulent heat loss in the SPNA, and by increasing the

sea surface density across the SPNA due to increased northward transport of saline water. A

comparison of key indices suggests that the AMOC response in models with strong AA forcing is

not likely to be consistent with observations.
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1. Introduction

The Atlantic Meridional Overturning Circulation (AMOC) is an important component of the

Earth’s climate. It plays a key role in the poleward transport of heat within theNorthernHemisphere

(Trenberth et al. 2019) and across the Equator (Marshall et al. 2014), and is correlated with the

sequestration of heat and carbon in the deep ocean (Sarmiento and Le Quéré 1996; Kostov et al.

2014). Moreover, a range of observational, paleo, and modelling work has linked changes in the

strength of the AMOC, and related ocean heat transports, to a long list of regional and global

climate impacts including impacts on sea surface temperature (SST), rainfall, hurricanes, and sea

level (Yin et al. 2009; Zhang et al. 2019; Bellomo et al. 2021). Therefore, it is important to improve

our understanding of how the AMOC can shape regional and global climate in order to reduce

uncertainty in climate predictions.

The AMOC is known to vary on a range of timescales and due to a range of processes. For

example, changes in the strength of the wind stress are known to be important on daily to decadal

timescales through its impact on Ekman currents and Ekman uppwelling/downwelling (Polo et al.

2014; Blaker et al. 2015; Buckley and Marshall 2016; Jackson et al. 2022). AMOC variability

on decadal and longer timescales has often been linked to changes in surface buoyancy fluxes and

their impact on dense water formation in the North Atlantic (Robson et al. 2012; Grist et al. 2014;

Gregory et al. 2016; Delworth and Zeng 2016; Xu et al. 2019; Yeager et al. 2021; Megann et al.

2021; Jackson et al. 2022). Climate models indicate that internal variability is an important source

of AMOC variability on daily to centennial timescales (Buckley and Marshall 2016; Jackson et al.

2022). However, changes in natural and anthropogenic external forcings can also drive AMOC

variability. For example, changes in solar radiation and volcanic emissions have been shown to

induce decadal-to-multidecadal variability in the AMOC (Otterå et al. 2010; Menary and Scaife

2014; Swingedouw et al. 2015). In the future, the AMOC is expected to weaken significantly as

an increasingly warmer climate weakens the surface buoyancy forcing of the AMOC (Weĳer et al.

2020; Couldrey et al. 2021).

A recent focus has been on understanding the relative role of different anthropogenic forcings in

explaining past AMOC change. In particular, over the historical period there has been a competition

between greenhouse gas (GHG) forcing and anthropogenic aerosol (AA) forcing. Many studies

have highlighted that AA forcing can have a large impact on the North Atlantic, and AA forcing has
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been shown to strengthen the AMOC in climate models (Cai et al. 2006; Delworth and Dixon 2006;

Menary et al. 2013; Undorf et al. 2018; Andrews et al. 2020; Menary et al. 2020; Robson et al.

2020; Hassan et al. 2021; Fiedler and Putrasahan 2021). Previously these competing anthropogenic

effects were thought to lead to relatively little externally-forced change over the historical period

(Delworth and Dixon 2006; Cheng et al. 2013). However, some models with strong AA forcing

were known to have an increase inAMOC (Menary et al. 2013). More recently, Menary et al. (2020)

showed that the multi-model mean AMOC increased significantly over 1850–1985 in historical

simulations made for the sixth coupledmodelling inter-comparison project (CMIP6). Furthermore,

Menary et al. (2020) attributed the AMOC increase to stronger AA forcing in CMIP6 compared

to CMIP5, primarily due to the inclusion of aerosol-cloud interactions in more models. However,

the increase in the historically simulated AMOC in CMIP6 is in stark contrast to observation- or

paleo-based proxies of the AMOC that indicate it has already declined significantly (Thornalley

et al. 2018; Caesar et al. 2018, 2021). As one interpretation of this mismatch is that models do

not adequately represent the sensitivity of AMOC to historical anthropogenic forcing, there is a

pressing need to further understand the simulation of historical AMOC.

Unfortunately, there are few studies that have explored how AA affects the AMOC and, further-

more, those studies highlight different mechanisms. For example, Delworth and Dixon (2006) and

Menary et al. (2013) both focus on an analysis of upper ocean density anomalies and argue AA forc-

ing drives AMOC through changes in upper ocean salinity. However, Delworth and Dixon (2006)

attribute salinity changes to decreased high-latitude precipitation, whereas Menary et al. (2013)

attributes it to increased evaporation driven by atmospheric circulation changes. Furthermore,

neither study explores the role of surface heat fluxes (SHF). In contrast, Hassan et al. (2021) took

a surface density flux approach and attributed the multi-model mean AMOC increase in CMIP6 to

changes in SHF. In particular, they argued that the AMOC strengtheningwas driven primarily by re-

duced downwelling shortwave radiation and wind-driven changes in turbulent heat fluxes. Menary

et al. (2020) have also highlighted that the AMOC changes were consistent with inter-hemispheric

energy constraints, but they performed no evaluation relative to other mechanisms.

All these studies also explore the mechanism in only one model (e.g., Delworth and Dixon (2006)

and Menary et al. (2013)) or in the multi-model mean (e.g., Menary et al. (2020) and Hassan et al.

(2021)). However, the magnitude of AA forcing is highly uncertain in terms of magnitude and both
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spatial and temporal variability (Zelinka et al. 2014; Smith et al. 2021). Furthermore, due to the

contemporaneous and competing external forcings it is not clear whether the dominant mechanisms

are the same for all time-periods (Menary et al. 2020; Hassan et al. 2021; Kang et al. 2021). Finally,

models are also known to suffer from a range of biases in surface climate and AMOC that may

affect the response (Wang et al. 2014; Menary et al. 2015; Jackson et al. 2020). Therefore, a range

of questions remain about how AA may have shaped the evolution of the AMOC in the real world.

The goal of this study is, therefore, to better understand howAA forcing drives the AMOC across

CMIP6 models. We do this by exploring the range of simulated AMOC responses by contrasting

the difference between models with strong or weak sensitivity to AA forcing. In particular, we

focus on the period 1850–1985 as this is the time-period over which Menary et al. (2020) attributed

AA forcing as the primary driver of externally-forced AMOC change in CMIP6. After this period,

the role of AA forcing becomes less clear, likely, in part, due to the increasingly important role

of GHG forcing (Menary et al. 2020) and the more complex changes in AA forcing (i.e. large

regional changes but small global changes (Dittus et al. 2021; Kang et al. 2021)). As in Hassan

et al. (2021), we focus on understanding the forced response in a surface density flux framework

(i.e., the role of surface heat and freshwater fluxes in driving AMOC) and focus exclusively on

CMIP6 simulations.

The paper is structured as follows. An overview of data and analysis methods is included in

section 2. Analyses of surface density fluxes and surface heat fluxes are presented in section 3 and

section 4, respectively. In section 5 we discuss the importance of continental regions for mediating

the response of the AMOC to AA forcing, and section 6 discusses evidence of important feedbacks

for the AMOC response. A discussion of the results, including a comparison with observations, is

presented in section 7. We conclude in section 8 with a summary of the key results.

2. Data and methods

a. CMIP6 historical simulations

We explore the externally-forced changes in AMOC by using the historical simulations made for

CMIP6 (Eyring et al. 2016). These simulations include time-varying changes in external forcings

due to both natural (e.g., solar and volcanic aerosols) and anthropogenic sources (e.g., well mixed

greenhouse gases, anthropogenic aerosol and their precursors, and land use change). For further
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details of the historical simulations we direct the reader to Eyring et al. (2016). We include

17 CMIP6 models in total (see supplementary material for model details and references). These

models were chosen as they include most of the variables that we analyse for at least 3 members. To

ensure models have similar numbers of ensemble members, and to simplify data analysis, we also

use only the first 9 members of any individual model. Overall we use 113 individual realisations

(see table S1).

b. Diagnostics and observational data

The model data used in this study was retrieved from the CMIP6 archive. Before analysis, all

model data was regridded to a 2.5◦x2.5◦ latitude-longitude grid in order to aid comparison. As

we focus on the externally-forced changes, we analyse ensemble means of individual models or

multi-model means (except in the analysis presented in figure 12), and the time-series are smoothed

with a 10-year running mean.

As in Menary et al. (2020), we focus on the AMOC at 35◦N computed in z-coordinates, but

this latitude is representative of the wider Atlantic (see Menary et al. (2020) for details). To

ensure consistency across models, all AMOC data was generated directly from ocean velocities,

except for NorESM2-LM, which uses potential density as the vertical co-ordinate for the ocean

and, hence, CMIP6 variable msftyz (ocean mass stream function in Y) was used instead. As shown

in Menary et al. (2020), the AMOC indices computed from ocean velocities capture the annual

AMOC variability when compared to msftyz and the subsequent results are not sensitive to this

choice (see Menary et al. (2020) for further details of the evaluation of AMOC indices).

We use the CMIP6 variable hfds for net surface heat fluxes into the ocean (which we refer to as

SHF). Note that hfds was not available in some models (namely BCC-CSM2-MR, INM-CM5-0,

and MIROC6). However, for these models, anomalies have been reconstructed using heat flux

components from the atmospheric grid (e.g., turbulent and radiative heat fluxes). Although we

do not include all terms, such as those associated with sea ice, we find that correlations of the

decadaly-smoothed reconstructed SHF and hfds averaged over the subpolar North Atlantic for

models with both available are >0.95 (not shown) implying we are capturing the majority of heat

flux variability. Averages in variables over regions of the ocean were computed after a land-sea

mask was applied.
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Surface density fluxes, and specifically the thermal and haline components, are computed here

using the standard equations (e.g. following Speer and Tziperman (1992)). Due to the spread in

model climatologies of sea surface temperature and salinity (not shown) we use fixed constants for

the thermal and haline expansion coefficients which allows us to quickly compare the magnitude of

surface density flux anomalies. Specifically, we use U = -1.4x10−3K−1 and V = 0.8x10−3 ppt−1 to

compute subpolar North Atlantic surface density flux based on figure 1 from Griffies et al. (2014).

Note that broad conclusions on the relative importance of thermal compared to haline components

presented in section 3 are not sensitive to the exact values of U and V. The salinity and temperature

components of surface density anomalies are computed by holding the other variable at a monthly

varying climatology (Delworth et al. 1993). All climatologies, unless otherwise stated, are for the

period 1850–1879.

We also compare some of the key variables with observations. SST data is taken from ERSST-v5

(Huang et al. 2017). Subpolar salinity data is taken from the ‘Annually binned Sea Surface Salinity’

data set of Reverdin et al. (2019). Note that to define the observed subpolar North Atlantic (SPNA)

sea surface salinity (SSS) time-series we simply take the unweighted average of anomalies over all

grid boxes north of 45◦N in the observational salinity dataset, due to the use of an irregular grid

in this data set (This is not the case for other data sets, where we use a average over the regions

specified weighted by grid area). Surface air temperature data is taken from Berkeley Earth surface

temperature data set (BEST, Rohde and Hausfather (2020)).

c. Stratification of models into sub-ensembles based on inter-hemispheric energy imbalance

Menary et al. (2020) showed that the strength of the externally-forced AMOC change over 1850–

1985 in CMIP5 and CMIP6 historical simulations was largely proportional to the inter-hemispheric

difference in the absorbed (or net) solar radiation at the top of the atmosphere (which they called

ASR_HD). In particular, they defined the ASR_HD index as the Southern Hemisphere mean net

shortwave minus the Northern Hemisphere mean net shortwave, so that positive values indicate

that less solar radiation is absorbed in the Northern Hemisphere (as incoming radiation is the same

in the two hemispheres). Furthermore, they showed that an increase in the ASR_HD index over

1850–1985 was associated with an increase in AMOC, whereas a decrease over 1985–2014 was

associated with a weakening AMOC. Using single forcing simulations made for the Detection and
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Attribution Model Intercomparison project, (DAMIP, Gillett et al. (2016)), Menary et al. (2020)

also showed that for ∼1850–1985, the changes in the ASR_HD index were primarily controlled by

changes in the AA forcing (see their figure 2). However, after 1985 the relationship became more

complicated with both AA and GHG forcing contributing.

We take advantage of the relationship between ASR_HD and AMOC changes in order to stratify

models into sub-ensembles which have ‘strong’ and ‘weak’ responses to aerosol forcing over

the period 1850–1985. Specifically, we split models into those that simulate a linear change in

ASR_HDover 1850–1985 that is larger than 1.5Wm−2 based on a linear regression (whichwe name

‘strong’) and those which have a smaller change (which we name ‘weak’). We do this by fitting

a linear trend to the ensemble-mean time-series and multiplying by the number of years between

1850–1985 (i.e. 136). Note that 1.5Wm−2 is an arbitrary choice in order to have comparable sized

sub-ensembles (9 models and 55 members for ‘strong’ and 8 models and 58 members for ‘weak’,

respectively) but the results are not sensitive to this exact threshold.

Figure 1 shows the resulting time series of ASR_HD and the AMOC at 35◦N as well as the

relationship in their linear trends over the period 1850–1985. For the multi-model mean (MMM)

there is an increase in both ASR_HD and the AMOC from 1850–1985 with the fastest increase

over ∼1940–1985 (see fig 1a and b, respectively). Focusing on the 1965–1985 time period,

which corresponds to peak values of both ASR_HD and AMOC (and also to peak sulphur dioxide

emissions from the US and Europe in CMIP6 (Sutton et al. 2018; Dittus et al. 2021)), we find

MMM time-mean anomalies are 1.4Wm−2 and 1.0 Sv, respectively. However, when considering

the ‘strong’ and ‘weak’ sub-ensembles separately we find a large spread in the overall response.

For example, ‘strong’ models have a larger increase in both ASR_HD and AMOC, with 1965–

1985-mean anomalies of 2.1Wm−2 and 1.7 Sv, respectively, whereas ‘weak’ models have small,

but still statistically significant, anomalies of 0.5Wm−2 and 0.2 Sv, respectively. Consistent with

Menary et al. (2020), we also find that this relationship applies generally across each model with

individual model ensemble-mean trends of ASR_HD and AMOC correlated with a value of 0.92

(see fig. 1c).

Although the peak values in ASR_HD and AMOC occur in the late 20th Century, we also note

that both ASR_HD and AMOC indices increase in the later 19th Century in the MMM and ‘strong’

and ‘weak’ sub-ensembles giving rise to a smaller peak in AMOC at ∼1920. This earlier increase
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Fig. 1. Simulated inter-hemispheric imbalance in absorbed solar radiation (ASR_HD) and AMOC. a) shows

anomalies of ASR_HD index for the multi-model mean (MMM, black), and for the sub-ensembles for ‘strong’

and ‘weak’ aerosol forcing (red and blue, respectively). Thick lines show the ensemble mean and grey shading

or dotted lines indicate the 1f spread. Dashed vertical lines indicate the 1965–1985 time-period. Anomalies

are relative to an 1850–1879 climatology. b) shows the same but for the AMOC at 35◦N. c) diamonds show a

scatter plot of changes in ASR_HD vs AMOC over 1850–1985 for each models ensemble mean. Changes are

computed by fitting a linear trend to individual model ensemble-mean time series to compute change per year and

then multiplying by the number of years (e.g. 136). Red or blue indicate ‘strong’ and ‘weak’ models. Crosses

indicate MMM (black) and ‘strong’ (red) and ‘weak’ (blue) sub-ensemble means, respectively.

9

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-22-0124.1.Brought to you by UNIVERSITY OF EAST ANGLIA | Unauthenticated | Downloaded 07/20/22 02:16 PM UTC



is likely to be, in part, related to changes in inter-hemispheric volcanic forcing (as shown by the

spikes in ASR_HD index in Menary et al. (2020)). However, it is also consistent with the increase

in sulphur dioxide emissions over North America and Europe in CMIP6 (see Sutton et al. (2018)

figure 1c) and previous work highlighting the role of AA forcing at this time (Wilcox et al. 2013).

As both ASR_HD and AMOC indices appear to diverge between ‘strong’ and ‘weak’ models in

∼1900, we infer that AA forcing plays an important role in driving AMOC over the whole historical

period.

3. Surface density drivers of AMOC

We now turn our attention to changes in surface density flux over the North Atlantic and explore

its relationship to AMOC.

Figure 2 shows that for the 1965–1985 time-mean (i.e., immediately prior to the peak AMOC

anomalies) there are significant changes in MMM annual-mean surface heat fluxes (SHF) and

Precipitation minus Evaporation (PmE) fluxes (see fig. 2a and e). Note that we focus on PmE

due to its importance in previous studies (e.g., Delworth and Dixon (2006) and Menary et al.

(2013)), and as not all freshwater flux terms were available in all models (not shown). Increased

heat loss (negative anomalies) is simulated across much of the higher latitude North Atlantic, with

significant anomalies along the Gulf Stream Extension, in the subpolar North Atlantic (SPNA).

Significant changes in PmE are also seen with a reduction over the subpolar North Atlantic and

Tropical North Atlantic.

However, there are substantial differences between the ‘strong’ and ‘weak’ models, especially

over the SPNA (compare fig. 2b and f with fig. 2c and g). The difference between the ‘strong’

and ‘weak’ ensembles (i.e., ‘strong’ minus ‘weak’ and henceforth the ‘the difference’) are shown

in fig. 2d and fig. 2h for heat and PmE fluxes, respectively. The comparison shows that the SHF

anomalies in the MMM are dominated by the ‘strong’ models. In contrast, there is relatively little

change in SHF in the ‘weak’ models over much of the North Atlantic, including over the SPNA.

For PmE, both ‘strong’ and ‘weak’ models show significant changes over many regions of the

North Atlantic. In particular, there is a reduction in PmE (negative anomalies) in the subtropics

in both ‘strong’ and ‘weak’ models which is associated with increased evaporation (not shown).
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Fig. 2. Comparison of annual-mean surface fluxes anomalies in CMIP6 Historical simulations over the period

1965–1985 relative to 1850–1979. a) shows the MMM anomalies of total surface heat flux (SHF, negative

anomalies is cooling). b) and c) show the same but for the ‘strong’ and ‘weak’ models, respectively. d) shows

the difference between ‘strong’ and ‘weak’ ensembles (i.e. ‘strong’ – ‘weak’). e)–h) shows the same, but now

for precipitation minus evaporation (PmE, negative is reduced freshwater). For panels a)–c) and e)–g) stippling

shows where the anomalies are significantly different to climatology at the p≤0.05 level based on a Student’s

t-test. For panels d) and h) (i.e., the difference) stippling shows where the anomalies of ‘strong’ and ‘weak’

are significantly different to each other at the p≤0.05 level based on a Student’s t-test. Black box on panel d)

indicates the region defined as the SPNA (45-65◦N, 80-0◦W).

Nevertheless, the difference in PmE anomalies over the SPNA are large, with a significant reduction

in PmE only seen in the ‘strong’ models.

As the differences in surface fluxes are dominated by changes over the SPNA, and as we expect

changes in surface fluxes over the SPNA to drive AMOC (Delworth and Zeng 2016; Xu et al.

2019), we focus on this region for the remainder of this paper. Figure 3 summarises the time

series of changes in SHF (fig. 3a) and PmE (fig 3c) averaged over the SPNA region. Fig 3a

shows negative (i.e. increased heat loss) from ∼1900, before a larger decrease from ∼1940–∼1985.
However, the MMM SHFs are dominated by changes in the ‘strong’ models over this time period.

In contrast, there is a small initial cooling in ‘weak’ models in ∼1900, but the SHF anomalies
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diverge between the ‘strong’ and ‘weak’ models after this point. PmE also decreases (largely due

to increased evaporation) in the MMM after ∼1900. However, in contrast to surface heat fluxes,

there is little divergence between ‘strong’ and ‘weak’ models until after ∼1940. Note that the

temporal correspondence between SHF and PmE, especially after 1950, suggests that anomalous

evaporative cooling is contributing to the SHF anomalies (compare fig. 3a and c). We will address

the overall contributions to SHF in section 4.

Converting the SPNA surface fluxes into surface density flux anomalies shows that SHF domi-

nates the overall surface density flux anomalies, consistent with Hassan et al. (2021) for the MMM

(note difference in y-axis values between fig. 3b and fig. 3d). The evolution of the thermal surface

density flux is also consistent with the evolution of the AMOC over the historical period for the

MMM and ‘strong’ and ‘weak’ sub-ensembles with the surface heat flux leading AMOC at 35◦N

by a few years (compare with figure 1b). Indeed, similar to Hassan et al. (2021), we find a corre-

lation of 0.80 when thermal surface density flux leads AMOC by 4 years (not shown). However,

the correlation is 0.92 for the ‘strong’ models with a lead of 2 years (not shown). Therefore, we

conclude that the historical MMM AMOC anomalies in CMIP6 are consistent with the evolution

of SPNA surface heat fluxes, and their impact of surface density fluxes, driving the AMOC in the

‘strong’ models.

4. Decomposing the subpolar North Atlantic surface heat fluxes

The analysis in the previous section showed that SPNA SHF anomalies appear to dominate the

evolution of AMOC in the historical simulations, and the differences between ‘strong’ and ‘weak’

models. Therefore, in this section we break down the SHF to understand the processes at play.

Figure 4 shows the breakdown of the total annual-mean SHF into the parts associated with

turbulent (turHF), surface net shortwave (sNetSW), and surface net longwave (sNetLW) on the top

row. When using the MMM, we find that the changes in the sNetSW dominate changes in SHF; the

sNetSW is -3.2Wm−2 for the 1965–1985 mean, and accounts for the majority of the -4.2Wm−2

total SHF. In contrast, turHF only accounts for -0.9Wm−2, and sNetLW changes account for a

small increase. Hence, the analysis of the MMM is consistent with the hypothesis that AA forcing

mainly drives the AMOC through its direct impact on the SPNA SHF through changes in net solar,

as discussed in Hassan et al. (2021).
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Fig. 3. Comparisons of annual-mean surface heat and freshwater fluxes and equivalent surface density fluxes

averaged over the SPNA (45-65◦N, 80-0◦W). a) shows the total surface heat flux (SHF) and b) shows the implied

density flux due to changes in heat fluxes (in 10−6 kgm−2 s−1) - see section 2b for details. c) and d) shows the

same but for the precipitation minus evaporation (PmE). Thick lines show the multi-model mean (MMM, black)

and ‘strong’ (red) and ‘weak’ (blue) sub-ensembles, respectively. The 1f spread of the means is shown in grey

shading for the MMM, and with thin dashed red and blue lines for the strong and weak models, respectively.

Dashed vertical lines indicate the 1965–1985 time-period. All time-series are smoothed with a 10-year running

mean.

However, figure 4 shows that the divergence in SHF between ‘strong’ and ‘weak’ ensembles is

not driven by changes in sNetSW. Instead, changes in turHF dominate the spread. In terms of the

sub-ensemble means, we find ‘strong’ models have turHF cooling of -2.5Wm−2 by the 1965–1985
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Fig. 4. Time series and trends of annual-mean surface flux anomalies averaged over the SPNA. a) shows the

net surface heat flux anomalies (SHF, Wm−2) for the multi-model mean (black), and the ‘strong’ and ‘weak’

sub-ensembles (red and blue, respectively). Gray shading and coloured dotted lines shows 1f ensemble spread.

Vertical dotted lines highlight 1965–1985 - note this is the same index shown in fig. 3a. b) - d) show the same, but

for the turbulent heat fluxes (turHF), the net surface shortwave (sNetSW) and the net surface longwave (sNetLW).

All anomalies are made relative to the 1850–1879 mean. f) shows a scatter plot of linear trends in total heat flux

(SHF) compared to trends in AMOC. All trends are computed over 1850–1985, and value shows the total change

over that period computed from the linear fit. All time series are smoothed with a 10-year running mean.

mean, whereas ‘weak’ models have a net warming of 1.5Wm−2 (i.e. a difference of -4Wm−2).

In contrast, the difference between the sNetSW and sNetLW between ‘strong’ and ‘weak’ models

for the 1965–1985 mean is -0.7Wm−2 and -0.4Wm−2, respectively. The importance of turHF

is also evident when we explore linear trends for individual models; figure 4 bottom row shows

that there is a strong relationship between trends in SHF and AMOC in individual models over

1850–1985 due to the trends in turHF (correlation of -0.92 and -0.82, respectively). In contrast,

the relationship between sNetSW and AMOC is substantially weaker at -0.25. Note, we also find

a correlation of -0.50 between sNetLW and AMOC, but the magnitudes of the sNetLW anomalies

are small in comparison. Although we focus on annual-mean SHFs for brevity, we also note that

differences in SPNA turHF anomalies are largely dominated by increased winter heat loss due to
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both sensible and latent heat fluxes, although summer does also play a significant role (see figure

S1 in supplementary materials for the seasonal heat flux breakdown).

Alongside the changes in surface heat fluxes, we also find changes in atmospheric circulation.

Indeed, Hassan et al. (2021) attributed changes in MMM turbulent heat flux anomalies to changes

in atmospheric circulation and, specifically, surface wind speed. These changes in annual-mean

atmospheric circulation and surface wind (sfcWind) for the MMM ensemble are summarised in

figure 5a -5h for the 1965–1985 time-period. Note that seasonal changes in atmospheric circulation

in summer and winter are similar (not shown). In all seasons, we see an increase in the meridional

pressure gradient in the North Atlantic region and, hence, a strengthening of the westerly winds.

Again we find that the magnitude of the atmospheric response over the North Atlantic is dominated

by the ‘strong’ models. Therefore, one interpretation is that the larger atmospheric circulation

response in ‘strong’ models is driving the larger response of the AMOC.
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Fig. 5. same as figure 2 but now for surface pressure (CMIP6 variable psl, a-d), near surface wind speed

(CMIP6 variable sfcWind, e-f), surface air temperature (SAT (CMIP6 variable tas), i-j) sea surface temperature

(SST (CMIP6 variable tos), m-p) and sea surface salinity (SSS (CMIP6 variable sos), q-t).
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However, although they are significant, it is important to note that the changes in atmospheric

circulation reported here (and in Hassan et al. (2021)) are relatively small compared to the total

variance. For example, the difference in the total change in North Atlantic pressure gradients

over 1850–1985 (computed by scaling the linear fit by the total number of years) is only ∼0.5hPa
between ‘strong’ and ‘weak’ for winter means (i.e., where turbulent heat flux anomalies dominate,

not shown). Furthermore, turHFs are not just driven by changes in wind speed; contrasts in

temperature and humidity at the air-sea interface (i.e. the ’thermodynamic’ terms) are key drivers

of turHF alongside wind speed (see Large and Yeager (2009)). We denote these terms ΔT and ΔH,

whereΔT is computed as the difference in surface air temperature and sea surface temperature (e.g.,

SAT minus SST) and ΔH is computed as the difference in surface specific humidity (e.g., CMIP6

variable huss, but henceforth huss) and saturated specific humidity computed from SST (e.g., huss

minus satH), respectively. Exploring these terms further, we also find that there are concurrent

differences in anomalies of ΔT and ΔH that are consistent with the differences in turHF anomalies

seen between ‘strong’ and ‘weak’ models (not shown, but see figure S1 in supplementary material).

To explore the drivers further, we perform a linear decomposition of the turHF and find that the

thermodynamic changes are driving both the anomalous turbulent heat fluxes and the difference

between ‘strong’ and ‘weak’ models. Figure 6 shows a simplified linear decomposition of the

annual-mean turHF. Specifically, it shows the multiplication of the air-sea contrasts (e.g., ΔT and

ΔH) by sfcWind in order to generate ΔT sfcWind and the ΔH sfcWind terms and the subsequent

linear decomposition terms. In other words, we compute �� = �′[�] + [�]�′+ �′�′, where A is

either ΔT or ΔH, B is sfcWind, ′ indicates deviation from the climatology, and [ ] indicates the

1850–1879 climatological mean. These terms are computed for each grid-point from monthly-

mean data before making the annual and spatial averages. The turbulent heat fluxes are proportional

to these terms (e.g., see Large and Yeager (2009)), and we find that the SPNA-mean time-series

correlate highly with the sensible and latent heat flux terms on decadal time-scales (see numbers in

fig. 6a and d). Figure 6 shows that the evolution of these terms are dominated by the anomalies in

the ‘thermodynamic’ air-sea contrasts (e.g., ΔT′ [sfcWind] and ΔH′ [sfcWind]; see fig. 6b and e).

In contrast, the role of the anomalous wind anomalies (e.g., [ΔT] sfcWind′ and [ΔH] sfcWind′; see

fig. 6c and f) is small throughout most of the time period. Note that we do not show the covariance

terms (e.g., �′�′) as they are small throughout.
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Fig. 6. Shows the linear decomposition of the turbulent heat flux drivers. a) shows anomalies in the air-sea

temperature contrast multiplied by surface windspeed anomalies (i.e., ΔTsfcWind). Numbers inset show the

correlation of this term with the sensible heat flux (hfss). b) and c) shows anomalies due to air-sea temperature

contrasts (ΔT′[sfcWind]) and anomalous wind speed ([ΔT]sfcWind′) respectively. Here the ′ indicates anomalies

relative to the time-mean climatology and square-brackets indicate the time-mean climatology. All climatologies

are relative to 1850–1879 and time-series are smoothed with a 10-year running mean. d) to f) shows the same,

but for the ΔH terms and correlations are with the latent heat terms (hfls).

5. Continental origin of thermodynamic anomalies?

In the previous section we concluded that increased turbulent heat fluxes in the ‘strong’ models

arises primarily due to increased thermodynamic contrast between the atmosphere and the SPNA.

In other words, relative to the sea surface, the atmosphere is colder and drier in models with

stronger AA forcing. Figure 7 shows that this cooling and drying of the atmosphere over the

SPNA is consistent with the broad impact of external forcing on the inter-hemispheric difference
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in surface air temperature and specific humidity (SAT_HD and huss_HD respectively; note the HD

indicates the hemispheric difference, which is the Southern Hemisphere-mean minus the Northern

Hemisphere-mean to be consistent with the ASR_HD index). The evolution of the SAT_HD and

huss_HD time-series are consistent with the evolution of ASR_HD index and the AMOC in the

MMM, with both indices peaking in the 1965–1985 time period (i.e., see fig. 1). However, as with

the ASR_HD index and the AMOC, MMM anomalies in both SAT_HD and huss_HD time-series

are dominated by the ‘strong’ models and, in contrast, there is relatively little change in the ‘weak’

ensemble-mean post ∼1920. Therefore, the AMOC response appears broadly consistent with the

inter-hemispheric imprint of AA forcing on surface temperature and humidity.

Nonetheless, it is well known that AA forcing is heterogeneous in both time and space (Wang

et al. 2015; Lund et al. 2019). Consequently, there are significant regional differences in the pattern

of surface forced changes between the ‘strong’ and ‘weak’ models. For example, figure 5i) shows

that the largest SAT anomalies in the broader North Atlantic region are located over the North

American continent for the 1965–1985 mean. Such a cooling of the continental North American

region, compared to the ocean, is consistent with the larger changes in net shortwave (see figure S2

in supplementary material for global comparison of shortwave and SAT anomalies) as well as the

lower heat capacity of the land and other processes that lead to land-sea contrasts in temperatures

(Sutton et al. 2007; Joshi et al. 2008).

Focusing on the average of the North American continental region (which we call SAT_NAm),

figure 7c shows that SAT_NAm cools in the MMM by approximately -0.44 ◦C by 1965–1985.

However, this cooling is, again, dominated by the ‘strong’ models which have a 1965–1985

anomaly of -0.89 ◦C, whereas ‘weak’ models have a small warming of 0.08 ◦C. This relationship is

also clear for individual models, with a correlation of -0.92 between 1850–1985 trends in ASR_HD

and SAT_NAm (not shown). The cooling is also associated with a drying of the atmosphere in

the ‘strong’ relative to ‘weak’ models (i.e., see figure 7d). Note, the largest cooling of the ‘strong’

models occurs in∼1970, and is broadly consistent with the peak in North American sulphur dioxide

emissions that occurred in the 1960s–1970s (Dittus et al. 2021).

Therefore, we hypothesise that the regional cooling and drying over theNorthAmerican continent

(which is upwind of the North Atlantic) played an important role in shaping the subsequent

evolution of the externally-forced AMOC through its impact on the air-sea contrast in temperatures
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Fig. 7. shows key time-series of surface temperature and surface humidity. a) and b) shows the inter-

hemispheric difference in surface air temperature and surface specific humidity (SAT_HD and huss_HD, respec-

tively). Both are computed as SH–NH. c) and d) shows surface air temperature and surface specific humidity

averaged over the North American continent (115–80◦W, 32.5–50◦N, see purple box on fig. 5i, SAT_NAm and

huss_NAm respectively). Solid thick lines show the ensemble means for the MMM (black), ‘strong’ (red) and

‘weak’ (blue). 1f spread of the MMM is shown in grey shading, and thin red and blue dashed lines for the strong

and weak respectively. Vertical dashed lines show the period 1965–1985 period. All time-series are smoothed

with an 10-year running mean.

and humidity. In other words, the cool and dry continental anomalies were advected over the North

Atlantic, and this drove increased turbulent heat flux cooling of the SPNA. Such a hypothesis
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is broadly supported by the analysis in figure 8, which shows the longitude-time of annual-

mean differences (i.e., ‘strong’ minus ‘weak’) turbulent heat flux anomalies and their drivers. In

particular, it is clear from figure 8 that the cooling and drying of the atmosphere over the North

American continent is substantially larger than the cooling and drying over the SPNA (see fig. 8c

and g). Furthermore, the continental cooling leads the atmospheric cooling over the SPNA, which

is especially clear when comparing the ΔT and ΔH terms (fig 8e and i) to SAT and huss (fig 8c and

g).

Finally, figure 8a shows that the anomalous heat fluxes are first seen in the western SPNA,

especially in the sensible heat fluxes (hfss, fig. 8b), and then in the East. This feature is most

evident for anomalies in the period ∼1900–1930, but occurs again from ∼1940. The initial

anomalies in the west could be consistent with cold advection from the North American Continent

and the resulting ΔT in particular (i.e., the effect will be largest nearest the source of cold air

as the atmospheric anomalies will come into balance with the SST as they are advected over

the ocean). The anomalous heat fluxes occurring later in the Eastern SPNA after 1940 may be

consistent with the intensification of the cold dry signal over North America (i.e. the colder and

drier lower atmosphere anomalies advected over the SPNA take longer to come into equilibrium

with the SSTs). However, it may also be consistent with the expected warming at this time due to

the strengthened AMOC which can especially impact the Eastern SPNA (e.g., Moat et al. (2019)).

6. Oceanic feedbacks that act to amplify the AMOC response to anthropogenic aerosols

So far we have explored the forced changes in the AMOC from a surface density flux framework.

However, we expect there to be feedbacks which amplify or damp the forced response on the

AMOC. For example, through its role in ocean heat transports, an increase in the AMOC is usually

associated with a warming of SST (Moat et al. 2019), which will affect the air-sea temperature

contrasts and, hence, surface fluxes. Furthermore, transports of heat and salinity/freshwater could

impact on ocean density (e.g., Menary et al. (2013)), which could alter dense water formation

(Speer and Tziperman 1992; Petit et al. 2021).

We find that changes in SPNA SST that are due to forced changes in AMOC act as a positive

feedback on turbulent heat fluxes. Figure 5m shows that for the 1965–1985 time-period the SPNA

is anomalously warm in the MMM compared to the 1850–1879 climatology despite the large and
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Fig. 8. Longitude-time plots of differences (i.e., ‘strong’–‘weak’) in surface heat fluxes and their drivers

averaged over the SPNA (50–65◦N) between 60–0◦W and atmospheric anomalies over the North American

Continent (115–80◦W, 32.5–50◦N (i.e., the box on fig. 5i). a) shows anomalies in turbulent heat flux (turHF)

[Wm−2], where negative anomalies is increased cooling of the Ocean. b), c), d) and e) show the same as a) but

now for sensible heat flux (hfss), surface air temperature (SAT), sea surface temperature (SST) and deltaT (e.g.

SAT minus SST), respectively. f)-i) shows the same as b)-e) but now for latent heat flux (hfls), specific humidity

(huss), surface saturated humidity (satH), and ΔH (e.g. hussminus satH). satH is computed as in equation 4 from

Large and Yeager (2009). Specifically, B0C� = 0.98d−1640380(:6<−13)4−5107.4/(() where d is the density of

air and assumed to be 1.22 kgm−3 (Large and Yeager 2009). Note that for SAT and huss, values west of 60◦W

are averaged over North American Continent. Black contours show where the differences are significant at the

p≤0.05 level. Bottom shows the same, but for the humidity and latent heat flux terms. Note that IPSL-CM6 and

NESM3 have been removed from panels f)-i) due to problems with humidity data.
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consistent cooling of the SPNA (e.g., fig. 4a), which indicates the surface warming originates from

the ocean rather than the atmosphere. We also find that the SPNA is warmer in ‘strong’ models than

in ‘weak’ (see fig. 5p). These changes in SST are consistent with the simulated relationship between

SPNA SST and AMOC changes (Menary et al. 2020). As turbulent heat fluxes are proportional to

the air-sea temperature and humidity contrasts, and as the warming SST will increase the contrast

between the atmosphere and ocean, the simulated warming of the SPNA SST will further enhance

the turbulent heat flux cooling in the ‘strong’ models.

By exploring the role of atmosphere and ocean in driving the air-sea contrasts in temperature

and humidity (e.g. ΔT and ΔH), we find that generally the atmosphere is the main driver of the

TurHF anomalies. Figure 9 shows the role of the ocean (e.g., SST) and atmosphere (e.g., SAT and

huss) in shaping ΔT and ΔH over the SPNA by showing the difference in these terms (i.e., ‘strong’

minus ‘weak’). It is clear that the atmosphere plays an important role in ΔT and ΔH; in particular,

negative SAT anomalies contribute to ΔT between ∼1900–1930 and ∼1940–2000 (fig. 9a), and

negative huss anomalies contribute to ΔH after ∼1940–1990 (fig. 9b). Furthermore, by comparing

the tendency of the smoothed SAT and SST terms, we find periods consistent with the atmosphere

driving the ocean between ∼1900–1915 and ∼1940–1970 (i.e., the atmosphere is cooling faster,

see purple horizontal lines). Therefore, figure 9 is consistent with the hypothesis that the SHFs are

driving AMOC, and not vice versa.

However, although the SAT anomalies play a pivotal role in driving air-sea contrasts over the

SPNA, we also find that SST changes do indeed contribute to broaden and delay the peak in

turbulent heat flux cooling. For example, the minimum of ΔT and ΔH occurs in ∼1985, consistent
with the peak heat loss in the ‘strong’ models (e.g. fig. 4). However, the minimum in SPNA SAT

and huss occurs earlier, in ∼1970. Note this earlier minimum in atmospheric variables is consistent

with the minimum SAT and huss averaged over the North American Continent in the ‘strong’

models (see fig 7c and d) and is, hence, consistent with our hypothesis about the importance of

AA forced continental temperature anomalies and their resultant advection over the North Atlantic.

Therefore, SSTs also contribute to the evolution of ΔT and ΔH, and appear important between

∼1920–1940 and, especially, after ∼1960 where SSTs become become anomalously warm in the

‘strong’ models. This warming of SSTs after ∼1960 is particularly clear in winter, which is the

season with the strongest turbulent heat flux cooling (see figure S1 in supplementary material).
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Therefore, the changes in SST in the ‘strong’ models are clearly acting to increase the differences

in surface heat fluxes between ‘strong’ and ‘weak’ and to broaden the peak heat flux cooling

especially after ∼1980.
The second feedback involves changes in salinity that positively feedback onto surface ocean

density anomalies. Figure 5q shows that for the 1965–1985 time-period in the MMM the SPNA

is also anomalously salty compared to the 1850–1879 climatology. As with other variables, the

salinification of the SPNA is dominated by the ‘strong’ models (fig. 5r), although there is a small

salinification of the ‘weak’ models (fig. 5s). When considering the difference between ‘strong’

and ‘weak’ models we find that there is a salinification of the SPNA, but a relative freshening

of the western subtropical Atlantic (fig. 5t). These changes in salinity are, again, consistent with

the changes in AMOC and its impact on freshwater transports, with increased AMOC leading to

increased northward transport of salt (Zhu and Liu 2020).

We find that the changes in SPNA salinity are a key driver of SPNA surface density anomalies.

Figure 10 shows surface density anomalies averaged over the SPNA are also very similar to the

evolution of the AMOC (see fig 1). The MMM index shows an increase in surface density from

∼1880 to∼1910 before decreasing slightly and leveling off until∼1960 and increasing up to∼1980.
However, the MMM is again dominated by the ‘strong’ models after ∼1900. By decomposing

the surface density changes into both the part due to changes in surface salinity and surface

temperatures (RhoS and RhoT respectively, see section 2b for details of computation), we find that

the long-term increase in surface density is dominated by changes in salinity (i.e. RhoS) in the

‘strong’ models. Salinity also contributes to the increase in SPNA density up to ∼1910 in both

‘strong’ and ‘weak’ models.

In contrast, RhoT appears to contribute little to the overall changes in surface density until after

1970, when SPNA warming causes a relatively fast decline in SPNA surface density anomalies.

Note, that this result is in contrast to Hassan et al. (2021), who argued that SST changes dominated

surface density, and suggests their analysis is dominated by the decreasing AMOC (and related

RhoT changes) after 1980. However, we also note there are small but significant positive RhoT

anomalies in ∼1900–1910 and in ∼1950–1980 in the ‘strong’ models. These are both periods of

large deviations in ΔT (see fig. 9) and SHF between ‘strong’ and ‘weak’ (see fig. 4, suggesting

that AA driven atmospheric cooling did contribute to the surface SPNA density anomalies in these
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Fig. 9. Atmospheric and oceanic contributions to air-sea contrasts in temperature and humidity (e.g., ΔT

and ΔH) averaged over the SPNA (50–65◦N and 70–0◦W - note the smaller latitudinal area used is chosen to

represent the region of positive SST anomalies in figure 5). a) shows the difference in annual-mean ΔT (e.g. SAT

minus SST, black), SST (orange), and SAT (purple) between the ‘strong’ and ‘weak’ ensemble (e.g., ‘strong’

minus ‘weak’). b) shows the same but now for ΔH (e.g. huss minus satH), surface specific humidity (huss),

and saturated humidity (satH) computed from SST. B0C� = 0.98d−1640380(:6<−3)4−5107.4/(() where d is the

density of air and assumed to be 1.22 kgm−3(Large and Yeager 2009). Note that IPSL-CM6 and NESM3 have

been removed from panel b) due to problems with humidity data. Purple horizontal bars in a) approximately

indicates where the negative tendency in SAT is larger than for SST, and so indicates where the atmosphere is

driving the ocean rather than the other way round.
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Fig. 10. Evolution of SPNA annual-mean surface density anomalies in CMIP6 historical simulations, and the

role of salinity and temperature. a) shows the surface density anomalies in CMIP6 MMM (black), and ‘strong’

(red) and ‘weak’ (blue) sub-ensembles respectively. Grey shading and thin coloured lines show the ± 1f spread.

b) shows the same as a) but now for the contribution of salinity, e.g. by using climatological SST (see text for

details). c) shows the same as b), but now for the role of temperature by using climatological SSS. All timeseries

are smoothed with a 10-year running mean.

time periods. However, it is clear that the overall influence of SST on ocean surface density trends

was small.

At first glance, these changes in surface density due to salinity are consistent with previous work

that explore the impact of AA on AMOC via analysis of surface density anomalies (e.g. Delworth

and Dixon (2006) and Menary et al. (2013)). However, we argue that these salinity driven surface

density anomalies are primarily a feedback onto AMOC and not an initial driver of the AMOC.

For example, PmE only diverges between ‘strong’ and ‘weak’ after ∼1940 (see fig. 3), but surface
density diverges around ∼1900. Furthermore, we also find that the initial divergence in surface

density appears to be due to surface temperature, whereas the surface density anomaly due to

salinity only diverges at about ∼1915 (see fig 10). Similarly, lagged correlations computed using

the whole time-series 1850–2014, shows that the maximum correlation is found when AMOC leads

the surface density anomalies due to salinity by a few years (not shown). For models where data

is available, we also find that ocean freshwater flux divergence anomalies dominate the full-depth

salinity budget in the SPNA and that the freshwater flux divergence in ‘strong’ and ‘weak’ models

diverge in ∼1900, consistent with changes in the AMOC (not shown).
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7. Discussion

a. Summary of the proposed mechanism

As already shown by Menary et al. (2020), the evolution of externally-forced changes in the

AMOC in historical simulations made for CMIP6 is highly dependent on the strength of the AA

forcing / climate system response to AA forcing. Here we have shown that the spread in the model

AMOC response appears to be mainly related to the strength of anomalous turbulent heat flux

cooling over the SPNA which is, in turn, related to the fact that the atmosphere is anomalously

cooler and drier in models with strong AA forcing. We hypothesize that this difference in turbulent

heat flux cooling is largely a result of the differences in local cooling over the continents, and

specifically the North American continent. Nevertheless, we emphasize that this mechanism

is in addition to the more ‘direct’ impact of changes in downwelling SW over the SPNA. In

‘weak’ models, the negative anomalies in netSW over the SPNA clearly counteract positive turHF

anomalies (see fig. 4) and, therefore, likely delays a reduction in AMOC. However, this ‘direct’

impact on the SPNA heat budget does not explain the difference between ‘strong’ and ‘weak’, as

shown by the lack of correlation in figure 4g.

The hypothesized mechanism to explain the difference in ‘strong’ and ‘weak’ is summarised in

the schematic shown in figure 11 and progresses as follows. First, increased aerosol and aerosol

precursor emissions drive negative radiative forcing over the North American continent. The AA

forcing leads to the rapid onset of cold and dry surface anomalies over land relative to the ocean

(fig. 7c). These cold and dry anomalies are then advected across the North Atlantic Ocean (likely

by the climatological winds) and lead to increased air-sea temperature and humidity contrasts and,

hence, increased SHF cooling of the SPNA due to turHF (fig 6). The increased SHF cooling

drives increased transformation of surface water due to increased surface density flux (fig. 3) and,

subsequently, a strengthening of the AMOC.

The strengthening of the AMOC also feeds back onto itself positively due to related changes

in ocean heat and salt transports. In particular, increased ocean heat transport warms the SPNA

SST, which further amplifies air-sea contrasts in temperature and humidity and, hence, turbulent

heat fluxes. The SST feedback broadens and delays the peak SHF cooling of the SPNA and,

potentially, the AMOC strengthening. Increased salt (or reduced freshwater) transport also causes
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Fig. 11. Schematic of proposed mechanism explaining the response of AMOC to anthropogenic aerosol

forcing in CMIP6 historical simulations on decadal timescales. Arrows with red outlines indicate pathways

where positive feedbacks are active e.g. on SPNA density through salinity advection, or through the impact of

SPNA SSTs on turbulent heat fluxes. Negative heat flux anomalies indicates increased cooling of the ocean.

Note that although downwelling SW anomalies also impact on SST anomalies in the SPNA, we have shown that

this process does not dominate SPNA heat budget on these timescales (i.e., 1850–1985); hence, we show this

link as a thinner arrow. Also note that, for simplicity, we only show one arrow representing oceanic heat and

freshwater transport, but we acknowledge that these are not necessarily in phase at all time-scales and that such

differences could be important in shaping the response.

a salinification of the SPNA which leads to increased surface density. In the framework of

surface water mass transformation (i.e., Walin (1982)), increased surface density would increase

the outcropping area of isopycnals in winter associated with the lower-limb of the AMOC that can

be transformed by the surface fluxes (Petit et al. 2021).

b. Constraining the historically forced AMOC changes

So far we have shown that the evolution of externally-forced AMOC variability in CMIP6

historical simulations over 1850–1985 shows a wide spread that is related to strength of the AA
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forcing. Therefore, we now address whether we can constrain the historically-forced AMOC

response by comparing the simulation of key variables against observations. Specifically, we

compare SPNA surface properties and surface temperatures over the North American continent

and over the Northern Hemisphere. We do this by computing linear trends from all individual

ensemble members and compare them with contemporaneous trends from the observations. Due

to the lack of SPNA data over 1850–1900, we focus on trends over 1900–1985.

As in Menary et al. (2020), we find that SPNA SST is a weak constraint on the externally-

forced AMOC response. Figure 12a shows that the MMM SPNA SST shows noticeable variability

throughout the historical period, with a warming peak ∼1930, a minimum ∼1970, and a warming

post-∼1985. However, there is little difference in the ‘strong’ and ‘weak’ models ensemble-mean

overall evolution, although ‘strong’ models show slightly colder anomalies in ∼1910 and ∼1970,
consistent with increased surface flux cooling in these time-periods (e.g. fig. 9). However, it is

clear that the ensemble-mean temperature anomalies (i.e. the externally forced response) are small

in terms of long-term trends and also small compared to observed or simulated multi-decadal

variability. Therefore, when computing trends of the SPNA SST (i.e. fig. 12e) the observed trend

falls within the 5–95% confidence interval of nearly all models.

SPNA SSS increases in the historical period up to ∼1980 in the ‘strong’ models, and these

changes appear inconsistent with observations. Figure 12b shows the time-series of SSS. In the

‘strong’ models, SPNA surface salinity increases from 1850, but with a more rapid increase

between 1950–1985 largely in response to the simulated AMOC increase. In comparison, ‘weak’

models shows a smaller increase from 1850–1910, but then show little trend thereafter. However,

in contrast, observations show a reduction in SPNA surface salinity over the historical period, and

especially following the 1960s, the well-known Great Salinity Anomaly (Dickson et al. 1988).

When we compare trends between the models and observations in Figure 12f, we find that the

observed trend is more consistent with ‘weak’ models. The observed trend falls outside the 5–95%

confidence interval for the majority of ‘strong’ models (7 of 9), but is within the majority of ‘weak’

models.

We also find that the simulated changes in surface temperatures in the ‘strong’ models are

not consistent with observations. Figure 12c shows that North American continental surface

air temperature (i.e., SAT_NAm) cools in the MMM, largely due to the substantial cooling in
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the ‘strong’ models. However, we find that the observed continental surface temperature warms

almost continuously over the historical period following ∼1890. There is a small observed cooling

over ∼1940–1970, but this cooling is substantially smaller than is simulated in the ‘strong’ model

ensemble-mean. When comparing the 1900–1985 trends in SAT_NAm in figure 12g we find that

the observed trend is not consistent with the ‘strong’ models (trend is outside the 5–95% confidence

interval of trends in almost all ‘strong’ models (8 out of 9)), but is consistent with all the ‘weak’

models. Furthermore, figure 12d shows that there is also only as small warming in Northern

Hemisphere surface temperatures (ST_NH) before ∼1985 in the MMM, which is again dominated

by no net warming in the ‘strong’ models and a hemispheric cooling circa 1950–1975. However,

in contrast, the observed Northern Hemisphere generally warms apart from ∼1940–1970, but this
cooling is again substantially smaller than in the ‘strong’ model ensemble-mean. When comparing

the 1900–1985 trends in ST_NH in figure 12h we find that the observed trend is not consistent

with the ‘strong’ models (trend is outside the 5–95% confidence interval of trends in all ‘strong’

models), but it is consistent with most of the ‘weak’ models (5 out of 8). Therefore, we infer that

the anomalous turbulent heat flux anomalies, which are driven by the cooling atmosphere, are very

likely to be over estimated within the strong models.

Taken together, the evidence presented here suggests that the magnitude of the historical

externally-forced AMOC strengthening in the ‘strong’ CMIP6 models is not consistent with ob-

servations. In particular, we show clearly that the simulation of North American surface air

temperatures and Northern Hemisphere surface temperatures are not consistent with observations

in the ‘strong’ models (i.e., see fig 12c). As these are key regions affected by AA forcing, we

conclude that the AA forcing, or the response to AA forcing, is too large in the ‘strong’ models.

Such a conclusion is consistent with a number of studies that document a too large AA driven

cooling in CMIP6 historical simulations (Flynn and Mauritsen 2020; Dittus et al. 2020; Wang

et al. 2021; Zhang et al. 2021). As there is a strong relationship between the strength of the AA

forcing/response and the changes of the AMOC in CMIP6-class models (i.e. fig. 1), it follows that

the AMOC response is overestimated too, irrespective of the exact mechanism. This conclusion is

also supported overall by the comparison of simulated SPNA salinity with observations, which in-

dicates that the SPNA salinity increases too much in the ‘strong’ models, which appears consistent

with a too large AMOC increase.
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Fig. 12. Shows the comparison of historical simulations with observations for key metrics. a) shows anomalies

for SPNA sea surface temperature (SST) relative to 1850-1899, for the MMM (black), strong (red) and weak

(blue) ensembles and observations (purple, ERSSTv5). 1f spread of the individual models ensemble-means is

shown by the black shading or red and dotted lines for MMM and strong and weak models respectively. Black

dot-dash line shows the 5–95% confidence interval of the MMM ensemble mean based on all the individual

members. b), c) and d) shows the same for SPNA sea surface salinity (SSS), North American surface air

temperature (SAT_NAm), and Northern Hemisphere surface temperature (ST_NH, e.g., SAT and SST combined

and averaged over 0–60◦N). Observations are given by the ‘Anually binned Sea Surface Salinity’ data set from

Reverdin et al. (2019) for b), and BEST for c) and d). Note anomalies for SSS are computed over 1900-1950

due to shorter observations. Note also that panel c) shows the same time-series as shown in figure 7c, but now

for the 1850–1900 climatological period. e) shows the comparison of observed and simulated linear trends of

SPNA sea surface temperature (SST) computed over 1900-1985 for each member of each model (small dots show

each member, and large dot shows the ensemble mean for each model). Error bars show the 5–95% confidence

interval for the model ensemble means computed by using the individual model members. Horizontal purple

line shows the observed trend computed over the same time period. Triangles at the top of the plot shows where

observations are outside the 5–95% confidence interval. f)-h) shows the same as e) but now for SSS, SAT_NAm,

and TS_NH.
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c. Wider implications and caveats

In this paper we have tried to present a broad and in-depth analysis of the role of AA forcing in

driving the AMOC in CMIP6 historical simulations. The analysis presented here raises a range

of questions which will need to be addressed in future research. In particular, questions remain

regarding the exact role of the positive feedbacks outlined in section 6, the role of the atmosphere in

driving SHF anomalies, the regions most important for mediating the AA-driven AMOC response,

and on the wider implications.

Although positive feedbacks appear in operation in the simulated evolution of the externally forced

AMOC, their relative importance remains unclear. For example, to what extent does the positive

feedback on heat fluxes contribute to the increasing AMOC? Furthermore, how important are the

salinity driven surface density changes, which have been the focus of previous studies (e.g., Menary

et al. (2013)), compared to the AA driven SHF anomalies? It is also important to emphasize that

the feedbacks discussed in section 6 are always positive only in the presence of continued externally

forced cooling of the SPNA due to AA forcing. Otherwise, the role of ocean heat transports and

the subsequent SPNA warming could dominate density anomalies and contribute to a reduction in

SPNA surface density. Indeed, this temperature-driven negative feedback may be a key driver of

the decreasing AMOC in ‘strong’ models after ∼1985, but more work is needed to understand this

time period which is complicated by large GHG forced changes (Menary et al. 2020). Future work

could address these questions through computation of surface water mass transformations across

the SPNA in models in order to understand the relative role of surface density fluxes as opposed to

surface density anomalies in driving anomalous transformations (i.e., as in Petit et al. (2021)), or

to focus on the importance of different regions (e.g. Yeager et al. (2021)). Given the importance

of salinity highlighted here, further detailed analysis and budgets are also necessary to understand

the key drivers of the SPNA salinity changes in ‘strong’ models. However, many of the important

variables related to freshwater budgets (particularly those related to sea ice) were not available for

analysis across all models, and full-depth ocean transports may not be sufficient. Therefore, further

careful computation of freshwater transports to focus on the upper ocean is needed.

Despite a significant atmospheric circulation response in the historical simulations related to AA

forcing (e.g., figure 5), the AMOC mechanism presented here is essentially a thermodynamically

driven mechanism. In other words, changes in the atmospheric circulation strength play little role
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in explaining the difference in AMOC evolution between ‘strong’ and ‘weak’. However, the ΔT

anomalies could, in part, be related to changes in surface atmospheric temperature associated with

changes in atmospheric circulation (e.g., a shift in the jet position (Ma et al. 2020)), which we have

not explored here. Therefore, further analysis of the forced response in atmospheric circulation

is needed, not least to understand the mechanistic origin of the response and its realism. It is

also important to emphasize that models have known deficiencies in simulating the atmospheric

circulation response to a range of drivers, including external-forcing - the signal-to-noise problem

(Scaife and Smith 2018). Therefore, the extent by which AA forcing drove the AMOC in the real

world is still unclear as we cannot trust that the atmospheric circulation response is adequately

represented.

We also recognise that the hypothesis that North American continental region is the key region

for mediating the AMOC response to AA in the ‘strong’ models is also uncertain. This is because

AA forcing is the ultimate driver of a range of climate signals in the ‘strong’ models (e.g., surface

radiation budgets and surface temperature over the Northern Hemisphere, see figure S2). Further-

more, the AMOC and climate related feedbacks described above and other confounding factors

(e.g., contemporaneous external forcing) make it more difficult to ascribe causality. In particular,

the role of volcanic forcing has also not been assessed here, and natural forcings do contribute to

AMOC variability in CMIP6 historical simulations Menary et al. (2020). Changes in land surface

use can also be an important driver of North American continental surface temperatures (Andrews

et al. 2017), and could thus contribute to the differences between models via the proposed mech-

anism here. However, initial analysis of fixed land use simulations made with UKESM1-0-LL as

part of the Land Use Model Intercomparison Project (LUMIP, see Lawrence et al. (2016)) suggests

a relatively small impact on ASR_HD (not shown) and, we assume, AMOC, but further analysis is

needed. Nevertheless, this range of uncertainties highlights the difficultly in fully unraveling the

full mechanism using only diagnostic analysis of historical simulations. Therefore, the importance

of AA forcing in different regions and the processes that mediate the AMOC response still need

to be tested through further targeted experiments; for example, by introducing idealised regional

downwelling shortwave anomalies. Future work could also examine the importance of continental

surface air temperature responses in mediating the AMOC response to other forcings such as

volcanoes etc.
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The results also raise a number of additional questions, which need further investigation. For

example, it is not clear if the mismatch between the evolution of historical AMOC inMMMCMIP6

simulations and that interpreted through indirect measurements (e.g., Caesar et al. (2018, 2021))

is explained by the too large AMOC response in the ‘strong’ models. Therefore, questions still

remain about how models represent the evolution of AMOC over the historical period. There are

also questions about what these results mean for future AMOC changes. For example, Weĳer et al.

(2020) showed that the rate of AMOC decline in CMIP6 projections is model dependent. Given

the large reduction in AMOC in ‘strong’ models after ∼1985 (see fig. 1) it is plausible that some

of this difference is related to the too large historical AMOC changes in ‘strong’ models and the

sensitivity to AA forcing, but it is unclear if this is the case. It is also not clear what aspects of

the AA forcing and climate response is leading to the large ASR_HD and AMOC response in the

‘strong’ models, or whether the processes are the same in all time periods. Indeed, there is still

large uncertainty in the models’ Effective Radiative Forcing and the spatial distribution of forcing

(Smith et al. 2021). Furthermore, Weĳer et al. (2020) and Menary et al. (2020) both show a

correlation between models with a strong transient climate response (TCR) and historical AMOC

trends (i.e. models with a larger AMOC trend have a larger TCR). Therefore, it is likely that

both the time-varying instantaneous AA radiative forcing and the range of climate adjustments and

feedbacks (including temperature related feedbacks) are important for shaping the overall response

of AMOC to AA forcing. Hence, future work is needed to better constrain the response of the

climate system to AA forcing and to understand the ASR_HD and AMOC relationship in different

time periods. However, for now, it is crucial that research reflects the diversity, and uncertainty, in

the AA forcing and response rather than focusing on the MMM.

We should also note briefly that there are also inevitably caveats to the analysis presented here.

For example, we have not included all CMIP6models, which reflects the need for multiple variables

and ensemble members. Therefore, we chose to focus on a smaller ensemble of models where we

have complete datasets for at least 3 members. However, Menary et al. (2020) has already shown

that the relationship between ASR_HD and AMOC holds in a larger range of CMIP5 and CMIP6

models and we assume that our results will broadly hold across other models. Nevertheless, the

exact details of the mechanismwill likely differ frommodel to model due to model differences. The

limited number of ensemble members will also inevitably lead to some uncertainties for model-
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dependent results (Tandon and Kushner 2015). Although we mitigate this sampling uncertainty

through the creation of of the ‘strong’ and ‘weak’ sub-ensembles, we note that the representation

of internal variability remains another key uncertainty in understanding AMOC variability and its

impact (Yan et al. 2018; Bonnet et al. 2021; Jackson et al. 2022).

One aspect that needs further exploring is the exact role of sea ice in mediating the response of

SPNA heat fluxes to AA forcing. Indeed, sea ice grows in the ‘strong’ models (not shown, but

see Robson et al. (2020) for analysis of UKESM1-0-LL) and so questions arise about how this

affects heat and freshwater fluxes and SHF in the SPNA and Arctic (which can also be important

for AMOC (Sévellec et al. 2017; Zhang and Thomas 2021)). Sea ice can also be heavily biased,

which affects relationship with SPNA SHFs (not shown) - for this reason we chose not to include

CanESM5 in the analysis due to a large positive sea ice bias in the western SPNA (Swart et al.

2019).

8. Conclusions

We have analysed CMIP6 historical simulations in order to understand the processes leading to

the anthropogenic aerosol (AA) forced increase in Atlantic Meridional Overturning Circulation

(AMOC) over the period 1850–1985 shown in Menary et al. (2020). We explore ensemble-mean

changes in AMOC between models, and using an inter-hemispheric proxy of AA forcing response

we split models between ‘strong’ or ‘weak’ AA forcing. The key results are as follows.

• There is a large spread in the simulated AMOC changes in CMIP6 historical simulations

which is related to the spread in the strength of the AA forcing response. In particular,

the multi-model mean (MMM) response is dominated by anomalous AMOC in the ‘strong’

models. In contrast, the ‘weak’ models show little change in AMOC.

• Surface density fluxes due to surface heat flux (SHF) cooling and resultant density fluxes over

the subpolar North Atlantic (45-65◦N, SPNA) appear to dominate the simulated increase in

AMOC in ‘strong’ models over 1850–1985 (consistent with Hassan et al. (2021) who found

a similar relationship over 1940–2014 for the MMM).

• Differences in downwelling shortwave radiation over the SPNA do not explain the difference

between net SHF over the SPNA, nor the evolution of AMOC in models. Instead, turbulent
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heat fluxes dominate the spread in AMOC responses. Hence, AA forcing does not act directly

on the AMOC through only changes in the radiation balance over the SPNA.

• The anomalies in annual-mean turbulent heat flux appear to be dominated by changes in

temperature and humidity across the air-sea interface (ΔT and ΔH, respectively), rather than

changes inwind speed. Therefore, AMOC is primarily driven by a colder and drier atmosphere

in the ‘strong’ models compared to the ‘weak’.

• The colder and drier atmosphere is consistent with larger AA forced changes in downwelling

shortwave and, hence, colder and drier temperatures over the continental regions, especially

over North America. Hence, the increase in AMOC appears consistent with the advection

of cold and dry air from the continents over the ocean which drives increased turbulent heat

fluxes through increased air-sea contrasts.

• AMOC-related changes in ocean salinity and surface temperatures in the SPNA act to amplify

the AMOC increase. Specifically, the increase in AMOC leads to a saltier SPNA that increases

surface density anomalies. Additionally, despite the strong SHF cooling in the ‘strong’models,

the SPNA warms in response to the strengthened AMOC. This warming acts as a positive

feedback on the SHF cooling and surface density flux by increasing the air-sea temperature

and humidity contrasts. However, it is less clear if this SHF feedback affects the AMOC.

• The evolution of surface temperature over North America and the Northern Hemisphere in

‘strong’ models over 1900–1985 is not consistent with observations. Furthermore, ‘strong’

models also simulate the wrong sign of SPNA surface salinity trends. Therefore, comparisons

with observations suggests that the AMOC increase in the ‘strong’ models is likely to be

overestimated.

In this paper we have highlighted the uncertainty in the historically forced AMOC response

in CMIP6 models, and its dependence on the uncertainty in AA forcing. We have presented

the surprising findings that diversity in AA forced AMOC change is explained by the spread in

turbulent heat flux anomalies over the SPNA (rather than the changes in downwelling shortwave),

and that the AA driven cooling over the continental regions mediates the AMOC response to AA

forcing. In all models, AA forcing drives the AMOC directly by changing the radiation budget over

the North Atlantic, but in ‘strong’ models the indirect effect of AA forcing on AMOC, through its
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impact on atmospheric temperature and humidity, is at least as important. Furthermore, we provide

evidence that this indirect “thermodynamically” driven mechanism, and hence the increase in the

externally forced AMOC change, are likely too large in the ‘strong’ models, and thus in the CMIP6

MMM.

Given the uncertainty in AA forcing, and the AMOC response to it, care is needed in using and

interpreting simulated changes in the North Atlantic in CMIP6 historical runs. More research is

needed to understand the wider implications of the spread in historical AMOC responses, including

the potential impact on future projections and in constraining past changes. Further research is also

needed to understand if the mechanisms presented here can be generalized to other forcings (e.g.,

volcanic) and other time periods as well as to understand the relevance to the real world. Indeed,

the uncertainties in the external forcing and the simulated response in ocean and atmosphere make

it difficult to attribute past AMOC changes based on CMIP6 models alone.

To make progress it is crucial to minimise the uncertainty in historical aerosol forcing and

how the climate system responds to those changes. It is also important to better understand the

representation and drivers of AMOC and how the ocean and atmosphere responds to different

external forcing in models (including the signal-to-noise problems (Scaife and Smith 2018)) and

in the real world. Note that we were only able to discern the role of turbulent heat fluxes and

continental temperature anomalies in CMIP6 models by contrasting models with ‘strong’ and

‘weak’ AMOC response. Therefore, these results highlight the continuing need to understand the

range of model responses and mechanisms to AA forcing, and not just focus on one model or the

multi-model mean.
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