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Colour is all. When colour is right, form
is right. Colour is everything, colour is
vibration like music; everything is vibration.

Adam and Eve expelled from Paradise, 1961.
Marc Chagall





Abstract

When we capture a scene with a digital camera, the sensor generates a digital response

which is the Raw image. This response depends on the ambient light, the object reflectance

and the sensitivity of the camera. The generated image is processed with the the camera

pipeline, which is a series of operations aiming at processing the colours of the image to

make it more pleasant for the user. Further colour processing can also be performed on the

pipeline output image. This said, processing the colours is not only important for aesthetic

reasons, but also for various computer vision tasks where a faithful reproduction of the scene

colours is needed e.g. for object recognition and tracking. In this thesis, we focus on two

important colour processing operations: colour constancy and colour stabilisation.

Colour constancy is the ability of a visual system to see an object with the same colour

independently of the light colour; the camera processes the image so the scene looks like

captured under a canonical light, usually a white light. This means that when we take two

images of, let’s say, a green apple in the sunlight and indoor under a tungsten light, we want



the apple to appear green in both cases. To do that one important step of the pipeline is to

estimate the light colour in the scene to then discount it from the image.

In this thesis we first focus on the illuminant estimation problem, in particular on the

performance evaluation of illuminant estimation algorithms on the benchmark ColorChecker

dataset. More precisely, we show the importance of the accuracy of the ground-truth

illuminants when evaluating algorithms and comparing them.

The following part of the thesis is about chromagenic illuminant estimation which is

based on using two images of the scene: one filtered and one unfiltered where the two

images need to be registered. We revisit the preprocessing step (colour correction) of the

chromagenic method and we introduce the use of the Monge-Kantorovitch transform (MKT)

that removes the need for the expensive registration task. We also introduce two new datasets

of chromagenic images for the evaluation of illuminant estimation methods.

The last part of the thesis is about colour stabilisation which is particularly important in

video processing, where consistency of colours is required across image frames. When the

camera moves or when the shooting parameters change, the same object in the scene can

appear with different colours in two consecutive frames. To solve for colour stabilisation

given a pair of images of the same scene we need to process the first image to match the

second. We propose using MKT to find the mapping. Our novel method gives competitive

results compared to other recent methods while being less computationally expensive.
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Chapter 1

Introduction

The largest focus of this thesis is illuminant estimation and in particular understanding

how algorithms have been and should be evaluated. To be more precise we focus on the

most widely used dataset for evaluating and ranking illuminant estimation algorithms - the

ColorChecker Dataset - and find that almost all prior art use this data wrongly. We find that

there are (at least) 3 different ground-truth illuminants sets. We called these ground-truth

sets SFU, Gt1 and Gt2. In Chapter 3 we show the distributions of the ground-truth sets in

Figure 3.2 which proves that they can be significantly different from one another, and yet

authors are not aware of this fact. So, one author will say algorithm A is better than B, but

they are using, let’s say, the SFU ground-truth. Another author will say the converse but they

are using the Gt1 ground-truth.



2 CHAPTER 1. INTRODUCTION

The first contribution we make is understanding this problem, its magnitude (large) and

how it came about. My second contribution is to provide a new single (definitive and correct)

ground-truth for the ColorChecker dataset by reprocessing the Raw images of the dataset

and using the ground-truth calculation methodology described by Shi and Funt.

At this point in my research I became interested in developing a new illuminant estimation

algorithm. I was particularly interested in the chromagenic approach which uses 2 images

of the same scene (with and without a coloured filter being placed in front of the camera)

and the premise is that the relationship between the colours across the two images helps

identify the colour of the light. The method has a calibration step where given pairs of

images, we calculate the transform that maps every filtered image to its unfiltered counterpart.

Every transform is associated to an illuminant colour vector. To estimate the illuminant

with the chromagenic method for a scene, given 2 images of the scene , one filtered and one

unfirltered, the best mapping that describes the relationship between the 2 images is found

which gives the estimate illuminant which is the related colours vector. Interestingly the prior

art chromagenic algorithms could work well [11] but they often performed poorly as well,

especially on real scenes images.

In my own research into this problem, I quickly understood a key reason why chromagenic

might have problems. Fundamentally it assumes that the filtered and unfiltered images are

registered. This is not the case and even after running a registration algorithm the two images
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are not and cannot be in pixel-wise registration. So, I became interested in the problem of

mapping colours between images when registration is not possible.

This led to my 3rd and 4th contributions. Namely, I proposed to use the Monge-Kantorovitch

(linear restriction) transform (MKT) [12] to match colours and solve for the pre-processing

step of chromagenic illuminant estimation.

I evaluated this idea on a new chromagenic dataset which I created. MKT works well

(better than assuming registration) as we show e.g. in Figure 5.8. So MKT discounts the

need for an expensive registration operation. This work was also placed in the context of

face images (captured for the purpose of Kampo medical diagnosis).

Immediately, we saw there was an opportunity to apply the same MKT methodology

to help in the video colour stabilisation problem. Here, frame to frame the same scene

colours can flicker in the corresponding images. This is because frame to frame the camera

renders the images differently with different capture parameters or viewing angle. Here, we

successfully simplified a state-of-the-art colour stabilisation algorithm based on the costly

RANSAC operation by incorporating MKT which removes the need for using RANSAC and

gives competitive results (e.g. Figures 6.7).

However, this detour into colour stabilisation meant that we did not actually develop a

new chromagenic algorithm. However, we are confident that both the new dataset and the

MKT approach will be useful for future research.



Chapter 2

Background

2.1 Colour Image Formation Model

The colour response depends on the spectral power distribution (SPD) of the illuminant

(which determines how much energy the source emits at each wavelength λ of the electromagnetic

spectrum), the scene objects reflectances and the visual system sensitivity function. Besides

it also depends on a geometry factor which is the position of the visual system from the

object (view direction and surface orientation).

The reflectance defines the proportion of the incident light that the object reflects. The

reflected light direction and composition depend on the object surface and body properties,

on the spectral composition of the light and the geometry factor. For instance, a white matte

surface reflects the incident light equally for all wavelengths.
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There exist different reflectance models to describe the formation of the colour response

of a visual system [13][14]. Under the Lambertian assumption –which means that the object

is a Lambertian diffuser and reflects the incident light equally in all directions– the response

is independent of the geometry factor. The diffuse reflectance is called albedo as opposed to

the specular reflection in one direction.

A Lambertian surface with reflectance S(λ ) illumiated by an SPD E(λ ), reflects the

colour signal C(λ ) of wavelength λ such as :

C(λ ) = S(λ )E(λ ) (2.1)

2.2 Colour Constancy

Colour constancy describes the ability of a visual system to see an object with a roughly

constant colour regardless of the scene light colour. The human visual system has a high

degree of colour constancy [15] (also known as chromatic adaptation) where the colour

perception of an object also depends on its surrounding (local and global contrast) in the

perceived scene [16].

In digital cameras and in the camera industry in general, this capability or processing

task of the camera is often called ‘white balance’, referring to the ability of the system to

correct the objects colours in the image by removing the cast of a reference light colour. If
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the captured scene is, let’s say, under a yellow light then all the image RGBs are biased in

the yellow direction. A white surface will look slightly yellowish. If we divide all the RGBs

by the RGB for a white surface (in this case a yellowish response vector) we can remove the

yellow cast from the image. In summary if we balance the response for a white to look ‘right’

then the other colours are also - more or less - correctly balanced.

The camera does not measure the light colour of the scene. This is why the reference

light is in practice not the exact light in the scene but the type of light chosen in the camera

parameters (day light, sky light, etc) or, in the case of a typical automatic white balance

(AWB) mode in DSLR (Digital Single Lens Reflex) cameras or smartphone cameras, it is

a standard D65 light (emission of a black body at about 6500K which corresponds to an

average daylight). D65 is often the reference light in digital photography.

2.2.1 Digital Cameras Response

While the human visual system can only see over the visible spectrum, ranging roughly from

400 to 700 nm, a digital camera can be sensitive to a larger range of the spectrum depending

on its sensor bandwidth, for example, Infrared-sensitive (IR) digital cameras. The majority

of digital cameras however have a hot mirror which allows only the visible light to pass.

The camera response to the colour signal reflected by a surface in the scene for the

wavelength λ (Equation 2.1) depends on the sensitivity function Q(λ ) of the camera



2.2. COLOUR CONSTANCY 7

ρ(λ ) = C(λ )Q(λ )

= E(λ )S(λ )Q(λ )

(2.2)

where E(λ ) is the SPD of the ambient light and S(λ ) is the surface reflectance.

Then we can write the Lambertian colour response ρ of a camera for the same surface of

the scene, over the visible spectrum Ω as follows :

ρ =
∫

Ω

E (λ )S (λ )Q(λ )dλ (2.3)

We consider that all the surfaces in the scene receive the same light with the same spectral

composition, i.e. E (λ ) does not depend on the scene surface.

The visible spectrum Ω can be sampled from the continuous domain to a N = 31 vectors

(400 : 10 : 700nm), therefore the integral from the equation becomes a summation.

ρ =
N

∑
i=1

EiSiQi (2.4)

It is useful to rewrite Equation 2.3 based on an integral in the language of linear algebra

(specifically making an integral a dot-product). We use the RGB representation as most

modern camera have three distinct classes of sensors so the response to light is defined by a

triplet of responses in the red, green and blue parts of the spectrum.
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Fig. 2.1 The same scene under two different colour lights from the Barnard’s dataset [1].

The definition of a camera response proves that the role of the illuminant is as important

as the role of the surface reflectance. In Figure 2.1 we show the picture of Cruncheroos box

under two different colour lights where for this example the camera white-balance algorithm

is switched off. Of course we do not see the same object as having different colours when the

light changes. If we saw the two boxes under the yellow and blue lights our visual system

would discount the yellowness and blueness. The difference we see in Figure 2.1 would

appear to be much less. Our visual system discounts the colour of the light.

2.2.2 Colour Constancy in Digital Cameras

Performing colour constancy is not only important for aesthetic reasons in digital photography

but also to solve for fundamental computer vision tasks in which objects need to be reliably

identified by their colours, e.g. object recognition [17], object tracking [18] and scene

understanding [19] where the task at hand might fail if the illumination is changing in the

scene.
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Given an image taken under a certain illuminant the aim of colour constancy is to convert

the colours in the image by discounting the colour bias created by the scene illuminant to

create colours that look ‘natural’ as if the image were captured under a white light. Very

often, it is supposed there is a single uniform illuminant in the scene.

In the context of a digital visual system, computational colour constancy can be performed

following one of these two approaches: either by first estimating the illuminant colour and

then discounting it from the image colours or by a colour invariant approach as discussed in

[20][21] which derive quantities which are invariant to the colour. In what follows we focus

on the first approach: the illuminant estimation-based computational colour constancy.

In this case, colour constancy is performed in two steps. First, the illuminant colour is

estimated in some way and then this colour vector is ‘divided out’ from the image. The

‘dividing out’ approach is analogous to the von Kries adaptation [22].

In Equation 2.5 we map a colour ρo viewed under an unknown light to the RGB ρc

for the same surface viewed under a reference light. The mapping is a diagonal matrix Dc.

Mathematically, the diagonal matrix is implementing ‘dividing out’ by the estimate light and

then mapping to the reference light. Crucially, the same diagonal matrix is applied to all image

RGBs. This formalism is widely deployed, including [23][24][25]. One advantage of the

‘diagonal approach’ is that it, explicitly, teaches that illuminant estimation is a 3-dimensional

problem. Rather than using a diagonal matrix, a 3× 3 transform matrix could be used.
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However, this means that 9 parameters have to be ‘solved for’, and this makes the estimation

a more complex problem [26].

Rather than using the integral formulation for the colour response let us denote the RGB

response of the ith surface under light Ec as:

ρc = Dcρo (2.5)

where ρo denotes the response of the same surface viewed under light Eo. The 3×3 diagonal

matrix takes colours from light Eo to the reference light Ec (e.g. D65). Remembering our

earlier discussion about what white-balance means in camera, the matrix Dc is calculated as

follows:

Dc = diag(
ρ

c
ρ

o

) (2.6)

where we component-wise divide the vectors ρ
o

and ρ
c

which respectively denote the RGB

response of a white surface viewed under lights Eo and Ec. The function diag() maps a

vector to a diagonal matrix. The model so-formulated works and is discussed in[27]. We

consider one single illuminant in the scene, for this reason, the transform is the same for all

the scene surfaces, as opposed to the multi-illuminant case.

Digital cameras have both preset and dynamic means of illuminant estimation. Presetting

the illuminant might be problematic. One example is when the camera is balanced for a given
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illuminant e.g. skylight and the object is lit by another illuminant, e.g. a tungsten light, this

will skew the colour reproduction towards the red (in the direction of the illuminant). When

the white balance mode is not preset in a camera, white-balancing the image relies on an

illuminant estimation algorithm. We present in the next section some of the most commonly

used and recent algorithms.

2.3 Illuminant Estimation Algorithms

There are two main large categories of illuminant estimation algorithms: algorithms that

estimate the illuminant via a ’bag of pixels’, called the statistical approaches like [28][29][30][31],

and the learning-based methods [32][33], including deep learning [34][35][36][37][2][38].

Another important category includes the algorithms that are based on a calibration stage

like the colour by correlation [39] and the gamut mapping [40] methods. There are other

less commonly used methods that look for physical insights to drive the light estimation.

For example, in the specular highlight method [41], highlights are sought in the scene. It is

then assumed that the highlight colour is the same as the illuminant colour (true for dielectic

materials). Other examples are [42][13][43][44]. The chromagenic colour constancy method

[45][46][47][48] is another physics-based method which uses the illuminant dependant

relationship between the filtered and unfiltered images of the same scene to estimate the light

colour.
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The majority of the methods solve for a single estimate and in the recent years, various

works were published about producing multiple estimates for multi-illuminants images. In

[49][50] the user preference and guidance are used to respectively make a final decision of a

global estimate and a light mixture given two estimates.

2.3.1 Statistical Methods

One of the most used illuminant estimation algorithm which is Grey-World [29] is also one

of the simplest. It assumes that the average of the scenes surfaces is a grey surface (defined

reflectance). As a consequence the colour of the illuminant is derived from the average colour

in the image.

Another commonly used illuminant estimation method is White-Patch [28]. It assumes

that the captured scene always contains a white patch whose reflectance is maximum. The

pixel value with the maximum intensity in the image is assumed to be a reproduction of a

white surface under the unknown illuminant.

Although these assumptions can work surprisingly well they often fail. In fact, they are

restrictive and very often violated for real-world scenes. Finlayson and Trezzi introduced the

Shades of Grey method [30]. This method generalises the previous ones by supposing that

the scene average is some shade of gray. The estimated illuminant is expressed as follows for

the channel k:
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Ei =

(
∑

N
i=1 ρ

p
i
) 1

p

N
1
p

; i ∈ {r,g,b} and p ≥ 1 (2.7)

where Ek is is the r, g or b value of the illuminant colour Eest , p is the Minkowski norm, N is

the number of pixels in the image and ρi is the r, g or b value of the ith pixel (We group all

the pixels in a vector). When p = 1, Equation 2.7 corresponds to the Grey-World assumption

and when p = ∞ it corresponds to Max-RGB.

This idea was further extended to the derivative domain by Van de Weijer et al. In

[54] they unified various algorithms and proposed the Grey-Edge hypothesis, in which the

illuminant is expressed with an integral over the image in Equation 2.8.

Eest(n, p,σ) =
1
α

(∫
I
|▽n

ρ
σ
|p dI

) 1
p

(2.8)

where the integral is over the domain of the image I, ▽ is the partial derivative operator,

n is the order of the derivative, p is the Minkowski norm, α is a constant to be chosen

such that the illuminant colour Eest has unit length (using the L2 norm), ρσ = ρ ⊗Gσ is the

convolution of the image with a Gaussian filter Gσ with a scale parameter σ and || denotes

the absolute value.
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2.3.2 Learning-based Methods

The most recent algorithms of illuminant estimation using a deep neural network usually

outperform most statistics and physics-based methods on the benchmark datasets (see

colorconstancy.com [55], a widely used comparison site for illuminant estimation research

hosting data and results).

A learning-based method has two steps: a learning step and a test step. First, a model is

learnt from a set of features extracted from the training set. During the training, a cost function

is minimised to have the smallest loss (error) between the estimate and the ground-truth

(called the ‘target’ variable) for every sample from the training set. The choice of the cost

function is important and often it is the angular error in the illuminant estimation case. Once

the model is learnt, it can be tested on a new set of images.

Many of the learnt models are built upon handcrafted features (shapes, colours, edges,

etc) extracted from the training set of images, e.g. in [56–60, 32, 61–63]. This requires

complex tasks of image processing and data representation. More recently convolutional

neural networks (CNN) have been used to learn the features, e.g. in [34, 64, 37, 35, 36, 2, 38].

In fact, the different neurons are capable of identifying different features in the image from

highlights to edges and semantic content and complex textures. Deeper layers are usually

devoted to more complex objects as demonstrated in the survey on neurons selectivity by

Rafegas et al. [65].
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In colour constancy, the available datasets are often not large enough to train the network.

For this reason a data augmentation method (including rotating, flipping, etc) is added to

the training as a technique to generate more data and prevent the over-fitting of the model

[66, 67]. Another practice is using a synthetically generated dataset like in [64] by changing

the illuminants in the training images [68].

One important difference between the recent deep neural networks-based methods is the

sub-sampling of the data. The Convolutional Colour Constancy (CCC) algorithm by Bianco

et al. [34] takes as inputs small patches. The challenge with the small patches is that some

of them do not carry any semantic information and therefore they represent a noisy data for

the training. Shi et al. [37] improved the patches-based learning using by proposing a novel

architecture of a Deep Specialised Network DS-Net which consists of two interacting CNNs.

Fig. 2.2 Overview of the classification deep learning method of [2].
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Another interesting patch-based approach is the CNN-based classification method by

Oh and Kim [2], see Figure 2.2. The method gives a single estimate of the illuminant using

pre-defined clusters of ground-truth illuminants. The method has a pre-processing step where

the ground-truth illuminants used for the training are clustered using K-means to make the

classification easier. The network is trained with labelled input images and learns to predict

the probability (weight) of a new image belonging to each cluster. The estimate is a weighted

average of the centroids of the pre-defined clusters:

Eest =
N

∑
i=1

µ
i
pi (2.9)

where µ
i

is the ith cluster centroid and pi is the probability of the image belonging to the

ith cluster. The CNN network has five feature extraction layers of the convolution and the

max-pooling, followed by three fully-connected layers for classification, see Figure 2.3. The

cost is a multinomial negative log-likelihood function. The network takes 227 pixels inputs.

The training images are cropped at random positions at the cropped patches are re-scaled to

the CNN input size. The FC4 method, proposed by Hu et al. [38], uses instead full-resolution

images.

In general it is difficult to train a model that generalises well. Models are dataset-dependant.

This is why the learning-based algorithms often fail when the test images differ very much

from the images used for training. For this reason, it is necessary to retrain each network
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Fig. 2.3 Architecture of the classification method network of [2].

for every new application. One example is AlexNet [69] introduced initially for image

classification which was re-trained later for illuminant estimation by Hu et al. [38]. In

fact for illuminant estimation, we aim at estimating the illuminant regardless of the scene

content while for image classification, we need to produce an estimate regardless of the scene

illuminant.

2.4 Algorithms Performance Evaluation

When a new illuminant estimation algorithm is introduced, it is important to know how well

it is performing compared to other recent and state of the art methods. To do so the authors

evaluate the new algorithm on one or multiple benchmark datasets of images and it can be

compared and ranked to the other methods.
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2.4.1 Benchmark Datasets

To evaluate the performance of an illuminant estimation algorithm, the algorithm is tested on

a set of images. Every image has a ground-truth or a correct answer of the illuminant colour.

The ground-truth is often an RGB 3–vector but it can also be a ground-truth map where

the illuminant colour is measured for every pixel of the image, see e.g. [70]. Sometimes a

spectroradiometer is used to measure the scene light characteristics. In this case, the camera

spectral sensitivities need to be known so this approach is rarely used.

There exist multiple benchmark datasets and since 2012, an average of one dataset per year

has been introduced [71]. What is important about a dataset for algorithms evaluation is the

size of the dataset (learning methods need large datasets for training to prevent over-fitting),

the number of cameras used (having multiple cameras allows testing the stability of the

algorithm to the sensor changes) and the presence of a colour target.

Often the images have a colour target, also called a calibration object. The ground-truth

illuminant RGB is defined, let’s say, from the white surface of the colour target. Examples of

these colour targets are the colour chart or the grey card used to calculate the illuminant colour.

The colour targets are useful for other applications like colour correction (see Chapter 5),

colour stabilisation (Chapter 6) or the mapping to the XYZ colour space. Very often in

illuminant estimation flat targets are used. The most popular is the Macbeth ColorChecker

chart [72] used in the images from [32][73][74][75]. The IT 8 by Wolf Faust [76] is another
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colour chart. The illuminant of a flat colour target is sometimes not consistent with the

illuminant of the observed scene. For example, for an outside scene, in the presence of

shadow and sunlight, the flat target can measure either the shadow or the sunlight but not

both depending on where it is placed in the scene. Cuirea et al. [77] and Bani et al. [78] tried

to address this problem by using respectively for the dataset collection a grey sphere and a

SpyderCube [79].

The ColorChecker dataset was introduced in 2008 by Gehler et al.[32]. It has 568 RGB

images taken with two cameras. Every scene has a ColorChecker chart in it which gives the

ground-truth illuminant colour. The dataset is described in more details in the next Chapter 3

as well as the calculation methodology of its ground-truth. We re-evaluate in the next chapter

the performance of illuminant estimation algorithms on this dataset. Samples from the dataset

are presented in Figure 3.1.

The NUS dataset, introduced in 2014 by Cheng et al. [75] is similar in nature to the

ColorChecker dataset but it has more images. The same scenes were captured with 9 different

commercial cameras (about 200 scenes by each camera). A Macbeth ColorChecker is placed

in every scene. The scenes represent indoor and outdoor sceneries and have various lighting

conditions.

The SFU Greyball dataset[77] has 11000 images of indoor and outdoor scenes taken

with a Sony VX-2000 DSLR video camera. The scenes were captured in two locations:

Vancouver in Canada and Scottsdale in Arizona. The video camera generated 2 hours of
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video which corresponds to 15 unique frames per second. At most 3 frames per second were

kept to have the images different enough. The ground-truth illuminant was measured using a

4.8 cm smooth grey sphere connected to the video camera. The eponymous grey ball appears

in every scene and is placed in the predominant light part of the scene. Samples from the

dataset are presented in Figure 2.4.

Fig. 2.4 Samples of scenes from the Greyball dataset.

Another dataset using the grey sphere as a colour target is the Calibrated Barcelona

dataset by Vazquez-Corral et al. [80]. It has 83 images which were taken with a calibrated

Sigma Foveon D10 camera: the colour sensors spectral sensitivities were measured which

allows a pixel-wise conversion of the images to the CIE XYZ.

The Cube dataset [78] has 1365 exclusively outdoor images taken with a Canon EOS

550D camera in parts of Croatia, Slovenia and Austria. In the bottom right of every scene a

SpyderCube [79] calibration object is placed. Thanks to its different surfaces (black, white

and grey) the SpyderCube allows capturing scenes in a wide range of exposures. Samples

from the dataset are presented in Figure 2.5. An extension of the dataset named CubePlus of

342 images was presented by the authors in 2019.
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Fig. 2.5 Samples of scenes from the Cube dataset.

Another recent benchmark dataset is the INTEL-TAU [74] which is an extension of the

INTEL-TUT dataset [73]. It has 7022 RGB Raw images and is the largest high-resolution

dataset available for illuminant estimation.

There exist other types of datasets like hyperspectral datasets. One example is the

Barnard’s dataset [1] composed of 743 scenes captured under 11 distinct illuminants, where

every scene is provided with the spectral data measured with a spectrophotometer. The

dataset also includes the camera sensor functions, 4 sets of illuminant spectra, and a set

of 1995 surface reflectance spectra compiled from several sources. Another hyperspectral

dataset is the ICVL dataset [81] composed of 100 images of 1392×1300 in spatial resolution

and 519 spectral bands (400–1000nm at roughly 1.25nm increments).
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2.4.2 Error Metrics for Evaluating Algorithms

Most illuminant estimation algorithms return the RGB of the estimated scene illuminant.

The ground-truth RGB is extracted from the image, from a reference target (e.g. grey patch).

Then, the error is a function of the estimated and ground-truth RGBs. Summary statistics of

the errors over the dataset of images (mean, median, quantiles, etc) are given to conclude on

the performance of the algorithm.

The choice of the metric to calculate this error is important as different metrics may result

in different errors then in different rankings of the methods. Surveys about these metrics are

presented in [82][83].

So how do we compare two vectors? First it is accepted that we cannot recover the

absolute intensity of the light so we wish to compare the vectors in an intensity independent

way. There are two common approaches. In the first each RGB is converted to a chromaticity

r = R/(R+G+B) and g = G/(R+G+B) and b = B/(R+G+B) and the error is the

Euclidean distance (Equation 2.12) between the estimated and ground-truth chromaticities.

More-commonly research use the angular error (Equation 2.10), first introduced [84].

errrecovery = cos−1

(
Egt ·Eest∥∥Egt
∥∥∥Eest∥

)
(2.10)



2.4. ALGORITHMS PERFORMANCE EVALUATION 23

Fig. 2.6 Original image (upper left) and white-balanced image with ground-truth measured
from the ColorChecker (right) and with an estimate from the Grey-world method (bottom
left). The angle between the 2 illuminant colour vectors is plotted.

where Egt is the ground-truth RGB 3-vector, Eest is the estimated RGB 3-vector (output of

the algorithm), ′ . ′ is the vector dot-product and ′∥∥′ is the Euclidean norm, also called L2

norm.

The angular error is defined as the angle between the ground-truth and the estimated

vectors (see Figure 2.6). Finlayson et al. reviewed the angular metric in [10] which they

refer to as the recovery error and introduced a new angular error, the reproduction error. It

measures the angle between the RGB image of an achromatic surface under a white light
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and the RGB image of an achromatic surface when the actual and estimated illuminants are

‘divided out’, as expressed in the following Equation 2.11.

errreproduction = cos−1

( (
Egt/Eest

)
·U∥∥Egt/Eest
∥∥√3

)
(2.11)

where ’/’ is the element-wise division and U is the 3-unit vector and ∥U∥ =
√

3. It was

shown in [10] that the reproduction angular error is more stable than its counterpart, the

original angular metric. In fact, with the new metric, the angular error for the same scene

and algorithm stays constant when the illuminant varies. This property was tested on various

benchmark datasets [10], and this is the reason why the reproduction angular error is a more

accurate metric for the evaluation of illuminant estimation.

The Euclidean distance gives the L2 norm between the two illuminant vectors: the

estimate and the ground-truth in the rgb chromaticity space. It is expressed as follows:

deuc(Egt ,Eest) =
√

(rgt − rest)2 +(ggt −gest)2 +(bgt −best)2 (2.12)

where Egt is the ground-truth colour vector and Eest is the estimate.

The Euclidean distance can be generalised to the Minkowski distance which is a family

of distances. The Minkowski distance is equal to the Euclidean distance for p = 2. It is

written as follows:



2.4. ALGORITHMS PERFORMANCE EVALUATION 25

dp(Egt ,Eest) = ((rgt − rest)
p +(ggt −gest)

p +(bgt −best)
p)

1
p with p ≥ 1 (2.13)

Other metrics are referred to as perceptual distances [82]. These error measures are

calculated in colour spaces considered as perceptually uniform like CIELAB and CIELUV

[85] or using more intuitive coordinates : chroma C and hue h.

The Euclidean distance can be calculated in the CIELAB colour space. It is considered

as more uniform. The sensitivity function of the human visual system is nonuniform, for

this reason the weighted (Perceptual) Euclidean distance PED is a good alternative metric

(Equation 2.14).

PED(Egt ,Eest) =
√

wR(rgt − rest)2 +wG(ggt −gest)2 +wB(bgt −best)2 (2.14)

where r, g and b are the chromaticities values of the 3-colour vectors Egt and Eest and the

weights represent spectral sensitivity measures with wR +wG +wB = 1.

Other metrics are the colour-difference in the CIE76 space (see Equation 2.15) and the

CIE2000 space ∆E00 [86]. We use them for the evaluation of colour stabilisation methods in

Chapter 6.
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∆E∗
ab =

√
(L∗

gt −L∗
est)

2 +(a∗gt −a∗est)
2 +(b∗gt −b∗est)

2 (2.15)

where L∗, a∗ and b∗ are the components of Egt and Eest colour vectors in the CIE LAB colour

space, and represent respectively the lightness, the green-red component and the blue-yellow

component.

CIE ∆E00 metric is based on CIELAB and was developed following the procedures

agreed by CIE TC1-47 [87]. It includes not only lightness, chroma, and hue weighting

functions, but also an interactive term between chroma and hue differences for improving the

performance for blue colours and a scaling factor for the CIELAB a∗ scale for improving the

performance for gray colours [88].

2.5 Colour Stabilisation

Colour stabilisation is about colour consistency between frames of the same scene and aims

at having the same objects appearing with the same colour when the shooting conditions

change: the camera parameters change or when multiple cameras are used. In fact, often

in videos we notice a ‘flickering’ [89] as we move the camera or as objects in the scene

move. This is because all the algorithms in the camera’s processing pipeline are based on

the content of the scene. And, if the scene content changes then the processing applied to
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the captured image also changes and the video flickers. Colour stabilisation is particularly

important in TV broadcasting and for amateur videos processing.

The colour stabilisation problem is posed as follows: given a source image and a target

image (also referred to as a reference image in [90]), where some regions or objects appear

in both images, how can we process the source image to match the target image and looks as

if it was captured under the same conditions?

2.5.1 SIFT-based Colour stabilisation

In colour stabilisation, from frame to frame of the same scene, there might be a lot of content

that is the same but also significant scene content will have changed. So, the first step

of colour stabilisation is to identify points and/or regions that match. This is not an easy

problem. In the first colour stabilisation algorithm, we find corresponding points using SIFT.

The SIFT method was introduced initially for object recognition by Lowe [91]. SIFT

stands for Scale-Invariant Feature Transform. It says that the method transforms image data

into scale-invariant coordinates relative to local features. The SIFT features provide a robust

matching and are invariant to image scaling, rotation, change in the illumination and to 3D

camera viewpoint. They are localised in both the spatial and frequency domains making

them more robust to noise.

The number of features depends on the scene content and on the tuning parameters. For

many computer vision applications the higher the number of features the better.
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Fig. 2.7 SIFT correspondence points between two images using the VLFeat algorithm from
[3][4]. Only 30 matches are plotted.

Vazquez-Corral and Bertalmío [90] use the SIFT implementation from [3] for colour

stabilisation. The algorithm of [3] works as follows: it first finds points of interest in the

images Isrc and Itar and builds feature descriptors to characterise these points. Now these two

point sets must be matched to each other. For every single feature descriptor from one image

the algorithm gives the closest descriptor from the other image. It outputs the positions of

the matching descriptors respectively in the 2 images such as the points of interest match as

follows :

Fsrc ≈ Ftar (2.16)

where Fsrc = Isrc(Psrc) and Ftar = Itar(Ptar) are the corresponding points in the images source

and target (Psrc and Ptar are index sets with the positions of these points in every image).

For a pair of images, a source and a target, SIFT finds the sets of correspondence points

as shown in Figure 2.7.
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The algorithm gives 2723 matches for this pair of images (from about 15000 features

descriptors found in every image). Given the correspondence points the SIFT-based colour

stabilisation aims at finding the mapping transform, denoted TLST by minimizing the colour

error with a least-squares regression [90] as follows:

TLST = Fsrc
+Ftar (2.17)

where + denotes the Moore-Penrose inverse.

The mapping transform is then used to process the source image to match the target.

Details of how the SIFT algorithm works is outside the scope of this thesis, but details can be

found in [91][3][4].

2.5.2 RANSAC+SIFT-based Colour Stabilisation

When we run SIFT on the images Iscr and Itar, we have the set of points of interest Fsrco and

Ftaro for the images. Further, assuming that the content changes between 2 image frames of

the same scene we expect similar content to be spatially proximate between the 2 images.

Thus, the matching problem can be described as finding the ‘nearest neighbour’ to a point

in Iscr (in Itar) (where ‘nearest’ is a small neighbour of image locations). Every point in

Fsrco has one candidate match in Ftaro . In the work of [90] it is assumed that correctly

matching pairs should be linearly related. To find this linear transform we randomly choose
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3 corresponding points and calculate the matching transform (we have 3 pairs of matched

RGBs –the SIFT points– so they must be exactly linearly related by a 3×3 matrix). We then

see how well this matrix predicts the rest of the data. We repeat this process until we find the

3×3 matrix that works best overall. What we have just described is an application of the

RANdom SAmple Consensus (RANSAC) algorithm.

RANSAC [92] is a well-known and widely used technique in computer vision in particular

for image registration [93] and object matching and recognition [94]. It is also used to solve

for colour-related problems like for colour correction [95] i.e the mapping to XYZ colour

space and illuminant estimation [96].

Vazquez-Corral and Bertalmío [90] proposed using RANSAC to solve for colour stabilisation

given a source image and a target image. The RANSAC refines the SIFT matches. In fact

SIFT can generate incorrect matches as shown in Figure 2.7 (e.g. the algorithm wrongly

matches the grass in the left image with the tree leaves in the right image) which results in a

poor colour stabilisation. RANSAC refines the matches by removing the correspondence

pixels which have large colour errors. An example of the refined correspondence pixels

between two images from [90] is given in Figure 2.8. RANSAC decreases the number of

matches from 2723 to 1743 for this example. Clearly the RANSAC matches are more correct

than the SIFT matches in 2.7.

In RANSAC-based colour stabilisation [90], the correspondence points are used to

calculate a mapping transform by least-squares regression as follows:
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Fig. 2.8 RANSAC correspondence points between two images. Only 30 matches are plotted.

TLST = F
′
src

+
F

′
tar (2.18)

where F′
is the refined new set of points with RANSAC.

The mapping transform is then used to process the source image to match the target.

Details of how RANSAC points are defined and found is outside the scope of this thesis, but

details can be found in [92].



Chapter 3

A Curious Problem with Using the

ColorChecker Dataset for Illuminant

Estimation

In the previous chapter, we presented some of the commonly used methods and better

performing algorithms of illuminant estimation for colour constancy. We talked about the

importance of evaluating these algorithms in order to be able to compare them to prove

that a newly introduced method advances the state of the art. The evaluation is made using

benchmark datasets of images. In other terms, to compare algorithms A and B, we choose

one set of images and we perform the methods A and B on these images to estimate the

illuminants colours, then we compare these estimates to the pre-determined ground-truth
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–or set of correct answers of the illuminants colours – by calculating various error measures

to make conclusions on the performance of A and B and to be able to compare them.

Consistently, the images used for the evaluation and comparison should be the same, as well

as the ground-truth.

In this chapter, we present the curious problem with the ColorChecker dataset, perhaps the

most widely used publically available dataset used in illuminant estimation. More specifically,

we found that this dataset not only has at least three sets of different ground-truths that have

been used for performance evaluation all together but also that these ground-truths have

calculation errors. This curious problem led to misleading results of the evaluation and

rankings of illuminant estimation algorithms. Moreover, when re-evaluating algorithms

with the three ground-truths separately we discovered that the rankings are totally different

when using one or the other ground-truth and can even be in a reverse order. This is a quite

worrying fact because depending on which ground-truth is used, authors will claim that their

particular algorithm is better than another. Some of the work reported in this chapter also

appears in [5][6][7].

3.1 Dataset Description

The ColorChecker dataset was introduced by Gehler et al. in 2008 [32]. It has 568 RGB

images of indoor and outdoor scenes collected by the first author Peter Gehler when he was
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doing an internship at the Vision Group of Microsoft Research offices in Cambridge, in and

around the research offices. The images include photographies of people, landscapes and

other tourist-type scenes in various light conditions. Two DSLR (Digital Single Lens Reflex)

cameras were used, a Canon 1Ds (86 images) and a Canon 5D (482 images). All cameras

settings were set to auto-mode and the images were saved in a Canon Raw format (of size

4082×2718 pixels for the Canon 1Ds and 4386×2920 pixels for the Canon 5D images),

plus the camera pipeline JPEG format.

The Raw format allows saving the image measured by the CMOS sensor without any

extra processing. Information about automatic white balancing (AWB), automatic exposure

(AE) and other camera parameters of the image capture are stored as metadata of the Raw

file.

Compared to the other available benchmark datasets, the ColorChecker dataset has an

average number of high quality images as well as a medium variety of photographic scenes

scenes compared to other datasets which are mostly lab-based or technical scenes [97]. The

scenes in the images look more to what camera users would often capture.

Every image has a classic X-Rite Macbeth ColorChecker [72] placed in it. The colour

chart is used for measuring the colour of the illuminant in the scene. The ground-truth

for every scene is defined as the RGB response from the achromatic (grey) patches of

the ColorChecker. The ground-truth of the ColorChecker dataset is a 568×3 vector of

white-points, one 3-vector white-point for each image from the set. Researchers in colour
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constancy have been using a linear version of the dataset processed by Shi and Funt and

available for download from the sfu web-site [98] since 2011. These are the images that were

used with the algorithms that we present in what follows. Samples from the dataset (outputs

of the camera pipeline) are shown in Figure 3.1.

Fig. 3.1 Samples of indoor and outdoor scenes from the ColorChecker dataset; here the
images are in a JPEG format. They are the camera pipeline outputs.
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The ColorChecker dataset is one of the most referred to sets of images for evaluating the

performance of illuminant estimation algorithms. The ground-truth is not only necessary

to be compared to the algorithm estimates for the performance evaluation but also when

considering learning methods, like deep-learning methods [34][36], the ground-truth is used

for training the network and learning the model.

3.2 A Curious Problem with the ColorChecker Dataset

3.2.1 Problem Description

We found that the ColorChecker dataset has more than one set of ground-truth, that every

set was calculated differently and more importantly that these sets were used indistinctly

to compare algorithms and rank them when evaluated on the ColorChecker dataset. This

situation was a nonsense. The first ground-truth set is from the sfu web-site [98]. We

label it the SFU ground-truth (referred to as SFU/Gt3 in [7]). The two other sets are from

colorconstancy.com [55], a widely used comparison site for illuminant estimation research

hosting data and results. We label these two ground-truth sets Gt1 and Gt2.

The three sets are different. Gt1 and Gt2 have similar colour distributions but this small

difference has still significant effects on the results that we present in Section 3.3. We plot in

Figure 3.2 the rg chromaticities gamut of two of the ground-truth sets SFU and Gt1. It shows

that the distributions of SFU and Gt1 are quite separate. The distribution of SFU is also more
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compact, which suggests that if SFU is the true correct answer for the white-points, then the

ColorChecker dataset has a smaller variety of illuminants and therefore illuminant estimation

would be more easily performed on this dataset. We explain in the next section where these

sets of ground-truth come from and the differences in their calculations.

Fig. 3.2 2D chromaticity gamut (r,g) of the ColorChecker dataset ground-truths.(green) SFU
ground-truth, (black) Gt1 ground-truth. Gt2 (r,g) distribution is very close to Gt1, though
slightly different (so, for clarity, is not plotted)[5].

3.2.2 Ground-truth Sets History and Calculation Methodology

The three existing sets of ground-truth of the ColorChecker dataset, called, SFU, Gt1 and Gt2

were created at different points of time. SFU, from the sfu web-site, was introduced by Shi

and Funt. On the same web-page, the calculation methodology is given. It is the calculation
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methodology that we adopted for the re-calculation of the ground-truth that we present in the

next chapter. The illuminant colour corresponds to median RGB response from the brightest

achromatic patch (median R, median G and median B).

The Gt1 ground-truth is from the same data (patches RGBs) as SFU. We found the Gt1

ground-truth on colorconstancy.com. Authors used mostly Gt1 for evaluating algorithms

while SFU was used more recently with deep-learning methods like in [36]. The first author

of [36], Jonathan Barron, declared to us that the SFU ground-truth was used in a personal

communication [99].

The methodology described by Shi and Funt stipulates that a ‘black level’ needs to be

subtracted from the Raw data (Raw images and patches RGBs) before any further processing.

The ‘black level’ is the average camera response when there is no light i.e. when the picture

is taken with the lens cap on [100]. It was estimated for this dataset by finding the minimum

pixel values across the whole dataset and it is equal to 0 for the Canon 1Ds images and 129

for the Canon 5D images [98].

Now we can explain more clearly the difference between SFU and Gt1: Gt1 does not have

the ‘black level’ subtracted (from the patches RGBs data), while SFU, introduced afterwards,

helped correcting this error in the calculation even though the problem with Gt1 was not

known and not yet identified at that time. However, following the introduction of SFU, both

Gt1 and SFU continued to be used for algorithms evaluation and this led to even a bigger

problem of mixed rankings of illuminant estimation methods on the ColorChecker dataset.
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Thus, the difference between Gt1 and SFU is the ‘black level’ subtraction: when Gt1

was calculated, the calculation methodology instructions on the sfu web-site indicated the

‘black level’ was already subtracted from the data. Later around March 2016, the text of the

web-page was edited to indicate the reader still needs to subtract the ‘black level’ offset from

the original images. So, in effect, Gt1 is the ground-truth correctly calculated according to

the instructions on the sfu website before 2016, and SFU, is the data correctly calculated

–according to the new methodology– after 2016.

The ground-truth Gt2 has a different story, more uncoupled from the other two, although

also from the same linear images. The Gt2 set is due to Bianco et al. [101] who found errors

in SFU : ‘Using the one generated by Shi and Funt, we noticed that for some images the

Macbeth ColorChecker coordinates (both the bounding box and the corners of each patch)

were wrong and thus the illuminant ground-truth was wrong.’ Indeed, we also noticed these

other errors in the calculation of SFU and consequently of Gt1 (derived from the same data)

when comparing the re-calculated ground-truth (see next Chapter 4) to the existing ones.

We also found a problem with the calculation itself of SFU (for a small number of images).

Specifically, we found that a saturation problem occurred in 3 images where the R, G and

B of the light come from two (or three) different achromatic patches, e.g. from the white

patch and the lightest grey-patch. To solve this ambiguity, we propose to read the R,G and B

values of the illuminant colour from the same brightest non-saturated (no digital count in any

channel >3300) grey patch.
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However, Gt2 did not perfectly solve the problem of the ground-truth. In fact, the ‘black

level’ offset was not subtracted from the original Raw images when Gt2 was calculated.

For this reason and except for some images, Gt2 is similar to Gt1. Bianco et al. added

to their comment: ‘To have an idea of the differences, the maximum angular difference

between Gt1 and Gt2 is around 20°, and the median one is around 0.03°’. The angular error

(the angle between the ground-truth and estimated light vectors, see later in this chapter

for a discussion) here expresses the same as chromaticity differences between a pair of

white-points (see Section 2.4.2 for more details about this metric). Significantly, that the

ground-truth Gt2 have been also used more recently in learning methods (learning and

evaluation test on the ColorChecker dataset), for instance by Bianco et al. [34].

3.3 Evaluating Illuminant Estimation Algorithms

The existence of more than one set of ground-truth of the ColorChecker dataset with wrong

calculation methodologies resulted in misleading results in the field of colour constancy.

These results– performance evaluation and rankings– are reported in the comprehensive

illuminant estimation survey by Gijsenij et al. [97] and on colorconstancy.com [55]. We

updated the web-site with the corrected data in March 2018, under section Datasets\ColorChecker

RECommended.
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3.3.1 Algorithms Evaluation

In this section we present results of performance evaluation and rankings with the three sets

of ground-truths of the ColorChecker dataset that we found and called, SFU, Gt1 and Gt2.

We chose 23 illuminant estimation algorithms and re-evaluated them using the ColorChecker

output results (estimates) available to us from colorconstancy.com [55]. We calculated the

angular errors (see Section 2.4.2) using the estimate and the three ground-truths for every

algorithm and we found that the results of the evaluation are very different when using

one or the other ground-truth. This is shown for six algorithms in Figure 3.3 in terms of

mean recovery error (Equation 2.10) and in Figure 3.4 in terms of mean reproduction error

(Equation 2.11) over the dataset when comparing the results for the three ground-truths.

The problem is more serious when there is large change in order or when the rankings of

some algorithms are in reverse order depending on the ground-truth we use. This is the case

for the algorithms 1st and 2nd orders Grey-Edge [54], Bayesian [32][52] and CART-based

Combination [56], which are in reverse order for SFU compared to Gt1 or Gt2. There is no

change in ranks when using Gt1 or Gt2, as explained in the previous section the two sets

are very similar except for a few outliers, the coordinates of the colour chart in some of the

images were corrected in the calculation of Gt2.
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Fig. 3.3 Ranks of six algorithms in terms of mean recovery error for the 3 ground-truths,
SFU, Gt1 and Gt2 and values of the errors [5].

Fig. 3.4 Ranks of six algorithms in terms of mean reproduction error for the 3 ground-truths,
SFU, Gt1 and Gt2 and values of the errors [5].

Tables 3.1 to 3.4 show the six best ranked algorithms (from the 23 chosen ones) in

terms of median, trimean (Trimean = 25%quantile+2×median+75%quantile
4 ) and 95% quantile

reproduction error, for separately the three ground-truths SFU, Gt1 and Gt2.

Often the same algorithms do not appear on the best six for SFU versus Gt1. In terms

of errors as well, SFU does not give the same range of errors (median or trimean or 95%

quantile) as Gt1. Errors when using SFU seems larger for the same algorithm. This is also
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the case for learning-based algorithms. In fact, optimisation methods like [34] used for the

training stage the Gt1 ground-truth, so we can expect the errors to be higher when tested

using the different ground-truth set SFU and this is actually the case. We did not re-train

these algorithms models on the different ground-truths –this is because the codes were not

available to us– but we used the available models outputs from colorconstancy.com. Another

example is the Fast Fourier Colour Constancy algorithm of Barron and Tsai [36]. The model

was trained using SFU and the test error with SFU is smaller than the error using the Gt1

ground-truth.

The ranks of algorithms using Gt1 and Gt2 are the same (for the mean and median errors)

as well as the errors which are very close –for this reason we do not show them– but the rank

differs slightly for the 95% quantile error (see Table 3.4) for Gt1 versus Gt2.

Table 3.1 The six best algorithms in terms of median reproduction error for SFU vs Gt1
(best algorithms for Gt2 are the same), the Minkowski norm p and the smoothing value σ

(standard deviation of the Gaussian filter) are the optimal parameters [5]. 
Table 1. The 6 best algorithms in terms of median reproduction error for SFU vs Gt1 (best algorithms for Gt2 are the same), the 

Minkowski norm p and the smoothing value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm median algorithm median 

1 1st order Grey-Edge (p=1, =9)  [54] 3,77° Deep colour constancy using CNNs [34] 2,24° 

2 Edge-based Gamut (=3)  [59] 4,54° Exemplar-based colour constancy [62] 2,64° 

3  2nd order Grey-Edge (p=1, =1)  [54] 4,59° Pixel-based Gamut (=4) [59]  2,73° 

4 Bayesian [32][52] 4,62° Intersection-based Gamut (=4) [59]  2,74° 

5 Deep colour constancy using CNNs [34]  4,75° Bottom-up+Top-down [58] 2,75° 

6 Pixel-based Gamut (=4)  [59] 5,21° Bottom-up [58] 2,98° 

 

 
Table 2. The 6 best algorithms in terms of trimean reproduction error SFU vs Gt1(best algorithms for Gt2 are the same), the 

Minkowski norm p and the smoothing value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm trimean algorithm trimean 

1 1st order Grey-Edge (p=1, =9) [54] 4.11° Deep colour constancy using CNNs [34] 2,49° 

2 2nd order Grey-Edge (p=1, =1) [54] 4.86° Exemplar-based colour constancy [62] 2,87° 

3 Deep colour constancy using CNNs [34] 5.05° Bottom-up+Top-down [58] 2,94° 

4 Edge-based Gamut (=3)  [59] 5.19° Bottom-up [58] 3,15° 

5 Bayesian [32][52] 5.20° Top-down [58] 3,25° 

6 Exemplar-based colour constancy [62] 5.46° Pixel-based Gamut(=4) [59] 3,36° 

 
 

Table 3. The 6 best algorithms in terms of quantile 95% reproduction error SFU vs Gt1, the Minkowski norm p and the smoothing 

value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm quantile 95%  algorithm quantile 95%  

1 Deep colour constancy using CNNs [34] 12,17° Exemplar-based colour constancy [62] 8,32° 

2  2nd order Grey-Edge (p=1, =1) [54] 12,77° Deep colour constancy using CNNs [34] 9,36° 

3 Exemplar-based colour constancy [62] 13,19° HeavyTailed-based spatial correlations [61] 9,89° 

4 1st order Grey-Edge (p=1, =9) [54] 13,7° CART-based Combination [56] 11,43° 

5 CART-based Combination [56] 14,26° Bottom-up [58] 11,57° 

6 Bottom-up [58] 14,78°  Grey-World [29] 12,41° 

 
 

Table 4. The 6 best algorithms in terms of quantile 95% reproduction error for GT1 vs Gt2, the Minkowski norm p and the smoothing 

value  are the optimal parameters  

 

 
Gt1 Gt2 

Rank algorithm quantile 95%  algorithm quantile 95%  

1 Exemplar-based colour constancy [62] 8,32° Exemplar-based colour constancy [62] 7,68° 

2 Deep colour constancy using CNNs [34] 9,36° Deep colour constancy using CNNs [34] 8,95° 

3 HeavyTailed-based spatial correlations [61] 9,89° HeavyTailed-based spatial correlations [61] 9,31° 

4 CART-based Combination [56] 11,43° Bottom-up [58] 10,32° 

5 Bottom-up [58] 11,57° CART-based Combination [56] 11,1° 

6  Grey-World [29] 12,41° Grey-World [29] 12,17° 
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Table 3.2 The six best algorithms in terms of trimean reproduction error SFU vs Gt1 (best
algorithms for Gt2 are the same), the Minkowski norm p and the smoothing value σ (standard
deviation of the Gaussian filter) are the optimal parameters [5].

 
Table 1. The 6 best algorithms in terms of median reproduction error for SFU vs Gt1 (best algorithms for Gt2 are the same), the 

Minkowski norm p and the smoothing value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm median algorithm median 

1 1st order Grey-Edge (p=1, =9)  [54] 3,77° Deep colour constancy using CNNs [34] 2,24° 

2 Edge-based Gamut (=3)  [59] 4,54° Exemplar-based colour constancy [62] 2,64° 

3  2nd order Grey-Edge (p=1, =1)  [54] 4,59° Pixel-based Gamut (=4) [59]  2,73° 

4 Bayesian [32][52] 4,62° Intersection-based Gamut (=4) [59]  2,74° 

5 Deep colour constancy using CNNs [34]  4,75° Bottom-up+Top-down [58] 2,75° 

6 Pixel-based Gamut (=4)  [59] 5,21° Bottom-up [58] 2,98° 

 

 
Table 2. The 6 best algorithms in terms of trimean reproduction error SFU vs Gt1(best algorithms for Gt2 are the same), the 

Minkowski norm p and the smoothing value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm trimean algorithm trimean 

1 1st order Grey-Edge (p=1, =9) [54] 4.11° Deep colour constancy using CNNs [34] 2,49° 

2 2nd order Grey-Edge (p=1, =1) [54] 4.86° Exemplar-based colour constancy [62] 2,87° 

3 Deep colour constancy using CNNs [34] 5.05° Bottom-up+Top-down [58] 2,94° 

4 Edge-based Gamut (=3)  [59] 5.19° Bottom-up [58] 3,15° 

5 Bayesian [32][52] 5.20° Top-down [58] 3,25° 

6 Exemplar-based colour constancy [62] 5.46° Pixel-based Gamut(=4) [59] 3,36° 

 
 

Table 3. The 6 best algorithms in terms of quantile 95% reproduction error SFU vs Gt1, the Minkowski norm p and the smoothing 

value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm quantile 95%  algorithm quantile 95%  

1 Deep colour constancy using CNNs [34] 12,17° Exemplar-based colour constancy [62] 8,32° 

2  2nd order Grey-Edge (p=1, =1) [54] 12,77° Deep colour constancy using CNNs [34] 9,36° 

3 Exemplar-based colour constancy [62] 13,19° HeavyTailed-based spatial correlations [61] 9,89° 

4 1st order Grey-Edge (p=1, =9) [54] 13,7° CART-based Combination [56] 11,43° 

5 CART-based Combination [56] 14,26° Bottom-up [58] 11,57° 

6 Bottom-up [58] 14,78°  Grey-World [29] 12,41° 

 
 

Table 4. The 6 best algorithms in terms of quantile 95% reproduction error for GT1 vs Gt2, the Minkowski norm p and the smoothing 

value  are the optimal parameters  

 

 
Gt1 Gt2 

Rank algorithm quantile 95%  algorithm quantile 95%  

1 Exemplar-based colour constancy [62] 8,32° Exemplar-based colour constancy [62] 7,68° 

2 Deep colour constancy using CNNs [34] 9,36° Deep colour constancy using CNNs [34] 8,95° 

3 HeavyTailed-based spatial correlations [61] 9,89° HeavyTailed-based spatial correlations [61] 9,31° 

4 CART-based Combination [56] 11,43° Bottom-up [58] 10,32° 

5 Bottom-up [58] 11,57° CART-based Combination [56] 11,1° 

6  Grey-World [29] 12,41° Grey-World [29] 12,17° 

Table 3.3 The six best algorithms in terms of quantile 95% reproduction error SFU vs Gt1,
the Minkowski norm p and the smoothing value σ (standard deviation of the Gaussian filter)
are the optimal parameters [5].

 
Table 1. The 6 best algorithms in terms of median reproduction error for SFU vs Gt1 (best algorithms for Gt2 are the same), the 

Minkowski norm p and the smoothing value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm median algorithm median 

1 1st order Grey-Edge (p=1, =9)  [54] 3,77° Deep colour constancy using CNNs [34] 2,24° 

2 Edge-based Gamut (=3)  [59] 4,54° Exemplar-based colour constancy [62] 2,64° 

3  2nd order Grey-Edge (p=1, =1)  [54] 4,59° Pixel-based Gamut (=4) [59]  2,73° 

4 Bayesian [32][52] 4,62° Intersection-based Gamut (=4) [59]  2,74° 

5 Deep colour constancy using CNNs [34]  4,75° Bottom-up+Top-down [58] 2,75° 

6 Pixel-based Gamut (=4)  [59] 5,21° Bottom-up [58] 2,98° 

 

 
Table 2. The 6 best algorithms in terms of trimean reproduction error SFU vs Gt1(best algorithms for Gt2 are the same), the 

Minkowski norm p and the smoothing value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm trimean algorithm trimean 

1 1st order Grey-Edge (p=1, =9) [54] 4.11° Deep colour constancy using CNNs [34] 2,49° 

2 2nd order Grey-Edge (p=1, =1) [54] 4.86° Exemplar-based colour constancy [62] 2,87° 

3 Deep colour constancy using CNNs [34] 5.05° Bottom-up+Top-down [58] 2,94° 

4 Edge-based Gamut (=3)  [59] 5.19° Bottom-up [58] 3,15° 

5 Bayesian [32][52] 5.20° Top-down [58] 3,25° 

6 Exemplar-based colour constancy [62] 5.46° Pixel-based Gamut(=4) [59] 3,36° 

 
 

Table 3. The 6 best algorithms in terms of quantile 95% reproduction error SFU vs Gt1, the Minkowski norm p and the smoothing 

value  are the optimal parameters 

 

Rank 
SFU Gt1 

algorithm quantile 95%  algorithm quantile 95%  

1 Deep colour constancy using CNNs [34] 12,17° Exemplar-based colour constancy [62] 8,32° 

2  2nd order Grey-Edge (p=1, =1) [54] 12,77° Deep colour constancy using CNNs [34] 9,36° 

3 Exemplar-based colour constancy [62] 13,19° HeavyTailed-based spatial correlations [61] 9,89° 

4 1st order Grey-Edge (p=1, =9) [54] 13,7° CART-based Combination [56] 11,43° 

5 CART-based Combination [56] 14,26° Bottom-up [58] 11,57° 

6 Bottom-up [58] 14,78°  Grey-World [29] 12,41° 
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are the optimal parameters [5].
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3  2nd order Grey-Edge (p=1, =1)  [54] 4,59° Pixel-based Gamut (=4) [59]  2,73° 
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5 Bayesian [32][52] 5.20° Top-down [58] 3,25° 

6 Exemplar-based colour constancy [62] 5.46° Pixel-based Gamut(=4) [59] 3,36° 
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4 1st order Grey-Edge (p=1, =9) [54] 13,7° CART-based Combination [56] 11,43° 

5 CART-based Combination [56] 14,26° Bottom-up [58] 11,57° 

6 Bottom-up [58] 14,78°  Grey-World [29] 12,41° 
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3.4 Conclusion

In this chapter of the thesis, we presented the problem with the ground-truth of the ColorChecker

dataset, an extensively used dataset for the performance evaluation of illuminant estimation

algorithms. The problem is due to the existence of three different sets of ground-truths that

have been used all together in the evaluation. This curious situation is a nonsense. In addition

to this problem these ground-truths are not completely accurate and we explain this assertion

in details in this chapter.



Chapter 4

Rehabilitating the ColorChecker Dataset

for Illuminant Estimation

We presented in the previous chapter the rather worrying discovery about the ground-truth

–the correct answers of the illuminants colours– of the ColorChecker dataset for illuminant

estimation. We showed that there exist three sets of ground-truth not only different but also

with incorrect calculation methodologies. All of these three sets are used in algorithms

evaluation. But, they are used separately. Authors conclude that their algorithm outperforms

another using one set of ground-truths but the comparison algorithm was optimised for a

completely different set of ground-truths.

The evaluation results of the state-of-the-art methods in colour constancy on benchmark

datasets are provided on colorconstancy.com and reported in [97]. Worryingly, the fact that
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there are three ground-truth sets used is not highlighted. Rather, all the algorithms simply

stipulate they are using the ColorChecker dataset without mentioning which ground-truth

was used (because prior to our work the issue of multiple ground-truths was not understood).

So right now the field is comparing apples with oranges. The question we asked is : how do

we rehabilitate the ColorChecker dataset for illuminant estimation following this discovery?

We worked with Peter Gehler, author of the ColorChecker dataset, Arjan Gijsenij, author

of colorconstancy.com, Simone Bianco, author of the Gt2 ground-truth set [101] and other

renowned researchers in the field of colour constancy and we made the decision to re-calculate

the ground-truth, that we called REC for recommended ground-truth. We then re-evaluated

state-of-the-art and most recent algorithms on the REC ground-truth.

In this chapter, we first explain the calculation methodology of the new re-calculated

ground-truth REC of the ColorChecker dataset. Then we compare this new set with the

existing ones in terms of similarities and differences. Finally in the last section, we present

results on the evaluation and rankings of illuminant estimation algorithms and compare them

with the available results in the field, hoping that with this work we are bringing a final

answer to the ColorChecker dataset problem. Some of the work reported in this chapter also

appears in [6][7].
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4.1 Providing a Single Ground-truth for the ColorChecker

Dataset

The ColorChecker dataset for the performance evaluation of illuminant estimation methods

has three sets of ground-truth that we labelled respectively SFU, Gt1 and Gt2. None of the

three sets is correctly calculated. We made the decision to re-calculate the ground-truth and

we called the new set REC, for recommended.

We re-processed the dataset Raw images and re-calculated the ground-truth using the

processing and calculation methodology described by Shi and Funt on the sfu web-site [98].

4.1.1 Dataset Images Processing

We used a linear version of the images that we generated ourselves from the Raw set of

images collected by Gehler et al.[32]. The Raw images are 4082×2718 pixels (Canon 1Ds)

and 4386×2920 pixels (Canon 5D) 12-bit floating-point format with an RGGB Bayer pattern.

We performed a linear processing with DcRaw (a programme for decoding Raw image

format files)[102]. Consistently for testing colour constancy methods, we do not apply at

this stage the auto-saved white balance.

We do not use the DcRaw demosaicing option. Rather, we simply downsample the R, G

and B images. The R and B images are downsampled directly (there is only one non-zero

value in each 2×2 pixel region and we choose this in the half resolution image). For the
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green channel there are two non-zero values and we average these. The manual demosaicing

takes into account that the two cameras, the Canon 1Ds and the Canon 5D have the same

pixels pattern but with different offsets.

In Figure 4.1 we show an example of the processed images. We have applied a 2.2

gamma to make the images bright enough to see (but this gamma is not applied when we

process the images, it is for illustration only). The images look flat because there is no

‘tone mapping’ applied to the images [103]. That the images have a mild greenish cast is,

presumably, due to the green sensor in the camera being relatively more sensitive to light

than the blue and red channels. As prescribed in the Shi-Funt methodology [98], we also

subtracted the black-level (see last chapter for details). An important detail is the images are

12-bit (in the range [0,4095]).

The images that we create are available from on colorconstancy.com, (datasets web-page).

We also provide two sets of mask images, the first for masking saturated (one or more colour

channels with digital count>3300, knowing that the images are 212-bit floating-point) and

clipped pixels (R or G or B channel is equal to 0) from every image to use the dataset for

illuminant estimation; and the second for masking the colour chart area for every image

of the dataset. Besides we provide the colour charts coordinates and a copy of the REC

ground-truth, on the same web-page. We also made the code available in the ‘Color Chart

from Images’ repository on github.com.
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4.1.2 REC Ground-truth Calculation Methodology

Every image from the dataset has an eponymous Macbeth ColorChecker chart [72] placed

in the scene. The ColorChecker has 24 patches including six achromatic (grey) patches.

The ground-truth RGB light colour for every scene is defined as the median RGB value

from the brightest achromatic patch (ranked by average of the selected squares with no

digital count>3300 [each image is in 12 bits]). The median RGB is simply the medians

calculated in the red, green and blue channels. All three medians are calculated from the

same achromatic patch. In fact, we set up this condition in response to the SFU ground-truth

which was occasionally drawn from more than one grey patch for a few images (for R versus

G versus B channels), eg. red from the white patch and green and blue from the second grey

patch. The 3300 threshold eliminates any maximum clipping and the effects of any possible

non-linearity in sensor response that might occur as intensities approaching the maximum

of 4095 [98]. Clipping at the sensor level occurs when intensity of the pixel falls outside of

the minimum or the maximum which can be represented due to an exposure problem, and

results in a pixel channel value cut-off and auto-set respectively to 0 or maximum.

The median is used instead of the mean to exclude any pixels in the square selection (see

Figure 4.1) which are not part of the patch but are from the bounding box (this can occur

considering the manual selections on the charts) and elements of the scene like vegetation

which hides tiny parts of the patches in a few images.
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Fig. 4.1 The 4 main steps of the colour chart processing. A) we select roughly the chart area
in the image. B) we select the 4 corners of the chart. C) the chart image is geometrically
transformed to be in front of the camera, then we select more precisely its contour. D) we
select the centres of the 4 corners patches as well as one square of interest in one patch, this
square selection is then automatically replicated over all patches. The medians per channel
of the achromatic red-square regions are calculated [6].

We used our own code and the toolbox in [104] to calculate the ground-truth. Figure 4.1

shows the main four steps of the processing of the colour chart images for the calculation

of the ground-truth with our code. Our method allows processing all the 568 images of the

dataset one by one semi-automatically.
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4.1.3 Comparison of All Ground-truth Sets

In this section we compare the RECommended ground-truth with the other available sets

that we labelled: Gt1, Gt2 and SFU. Figure 4.2 shows, for a subset of the 568 images, a

comparison of the chromaticity gamuts of the three sets, Gt2 is not plotted as it is almost

the same as Gt1 (see previous chapter). The convex hulls [105] in the same Figure show

that the 3 ground-truths distributions have both overlapping and disjoint areas. The SFU

ground-truth set is very close to our new ground-truth except for a few outliers: the green

squares mainly to the left of the plot which do not overlap with the black crosses. For the

specific corresponding images, these points in SFU are different from the ones in REC.

Fig. 4.2 New RECommended ground-truth chromaticities are plotted as black asterisks. The
SFU ground-truth is shown as green squares and Gt1 as red squares. The distributions convex
hulls are plotted. 100 of the 568 chromaticities are shown. [7]
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We can easily relate this to the description of the ground-truths problems presented in

the previous chapter. These outliers are due to the problems in calculating correctly the

colour charts coordinates (Bianco’s observation) [101] and to our own discovery that the

white-point was on occasion drawn from different grey patches (for R versus G versus B).

As an example, it could be that the R and G values are calculated from the white patch in the

colour chart because all the values in these patches are below the 3300 clip limit. In contrast,

the green channel might clip for this patch and this means –by the SFU methodology– that

the white-point in the green channel was calculated from the light grey-patch on the colour

chart. In our methodology, we calculate the values for all three channels from the same

light-grey patch. Despite this, the preponderance of the two sets of data are in, more or less,

precise alignment. In contrast, the points in Gt1 are far from REC.

4.2 Re-evaluation of Illuminant Estimation Algorithms

In this section, we re-evaluate on the ColorChecker dataset the 23 chosen illuminant

estimation algorithms from colorconstancy.com and Barron’s learning Fast Fourier algorithm

[36] using the REC ground-truth. As for the other three ground-truths Gt1, Gt2 and SFU, we

use for this evaluation the illuminants colours estimates of the algorithms available to us from

colorconstancy.com and provided to us by Jonathan Barron [99] for the FFCC algorithm. We
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did not run the different methods ourselves on the ColorChecker dataset because the codes

were not always available to us.

We compare the performance evaluation angular errors of the illuminant estimation

methods for REC versus SFU versus Gt1. We do not include in the following Tables the

results with Gt2, because they are very comparable to Gt1.

Table 4.1 shows the median recovery angular error over the dataset. The recovery angular

error, the most commonly used in the literature [83][82], is the angle between the actual and

estimated illuminants. The reproduction angular error [10] is a more stable measure across

illumination changes (see Section 2.4.2 for more details).

In Table 4.1, the 23 algorithms are ranked according to the median recovery angular error.

On one hand, the ranking is the same for REC and SFU, although the median errors are

slightly different. This is expected as (recall Figure 4.2) the chromaticity points in REC and

SFU are very close.

On the other hand, the ranking of algorithms with Gt1 is considerably different. The five

best algorithms with Gt1 are not in the top five according to REC. Vice versa, the five best

algorithms according to REC are among the worst-performing algorithms with Gt1.

Fast Fourier Colour Constancy [36] – which is in significant part built on top of a machine

learning algorithm – is best according to the REC ground-truth but is the 15th best with Gt1.

This may not be surprising as this algorithm was trained on SFU (similar to REC).
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Table 4.1 Ranking of 23 algorithms in terms of median recovery error for REC versus SFU
versus Gt1; the Minkowski norm p and the smoothing value σ (standard deviation of the
Gaussian filter) are the optimal parameters [6].

 

 

\cite{Barron2017, vandeweijer2007, Gijsenij2010, vandeweijer2007, Gehler2008, Rosenberg2003, Bianco2015, 

Joze2012, Gijsenij2010, Barnard2000, Schmid2007, Schmid2007, Gijsenij2007, Chakrabarti2012, Schmid2007, 

Bianco2010, Bianco2015, Bianco2010, Gijsenij2007, Land1977, Finlayson2004, Xiong2004, Buchsbaum1980, 

Nishino2003} 

 [9, 10, 11, 10, 1, 12, 
13, 14, 11, 15, 16, 16, 17, 18, 16, 19, 13, 19, 17, 20, 21, 22, 23, 24] 

 

 

Algorithm 
REC SFU Gt1 

median rank median rank median rank 

Fast Fourier Color Constancy (model Q) [36] 1.13° 1 1.13° 1 3.82° 15 

1st order Grey-Edge (p=1, =6) [54] 3.09° 2 3.08° 2 4.52° 18 

Edge-based Gamut (=4) [59] 3.27° 3 3.26° 3 5.04° 19 

2nd order Grey-Edge (p=1, =1) [54] 3.57° 4 3.59° 4 4.44° 17 

Bayesian [32][52] 3.85° 5 3.87° 5 3.46° 14 

Deep Color Constancy using CNNs [34] 3.94° 6 3.93° 6 1.99° 1 

Exemplar-based Colour Constancy [62] 4.36° 7 4.37° 7 2.27° 2 

Pixel-based Gamut (=4) [59] 4.41° 8 4.43° 8 2.33° 3 

Intersection-based Gamut (=4) [59] 4.41° 9 4.43° 9 2.34° 4 

Bottom-up + Top-down [58] 4.54° 10 4.55° 10 2.47° 5 

Top-Down [58] 4.60° 11 4.62° 11 2.63° 7 

Using Natural Image Statistics [33] 4.70° 12 4.72° 12 3.13° 11 

Heavy Tailed-based Spatial Correlations [61] 4.76° 13 4.80° 13 2.96° 9 

Bottom-Up [58] 4.90° 14 4.90° 14 2.56° 6 

CART-based Selection [56] 5.09° 15 5.09° 15 3.35° 12 

Alex-Net + SVR using CNNs [34] 5.30° 16 5.30° 16 3.11° 10 

CART-based Combination [56] 5.52° 17 5.52° 17 2.91° 8 

General Grey-World (p=9, =9) [54] 5.95° 18 5.95° 18 3.46° 13 

White-Patch [28] 6.74° 19 6.74° 19 5.68° 20 

Shades-of-Grey (p=4) [30] 6.83° 20 6.85° 20 4.01° 16 

Regression (SVR) [60] 9.60° 21 9.62° 21 6.73° 22 

Grey-World [29] 9.97° 22 9.99° 22 6.28° 21 

Inverse-Intensity Chromaticity Space [41] 11.61° 23 11.58° 23 11.52° 23 

Fast Fourier Color Constancy (model P) [9] 0.85° 1 0.86° 1 3.53° 15 
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Table 4.2 Ranking of 23 algorithms in terms of median reproduction error [10] for REC versus
SFU versus Gt1; the Minkowski norm p and the smoothing value σ (standard deviation of
the Gaussian filter) are the optimal parameters [6].

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

\nocite{vandeweijer2007, Gehler2008, Rosenberg2003, Gijsenij2010, Bianco2015, Gijsenij2010, Barnard2000, 

Schmid2007}% Gijsenij2010 + Barnard2000 for Intersection-based Gamut 

Algorithm 
REC SFU Gt1 

median rank median rank median rank 

Fast Fourier Color Constancy (model Q) [36] 1.43° 1 1.45° 1 4.75° 16 

1st order Grey-Edge (p=1, =9) [54] 3.74° 2 3.77° 2 4.90° 18 

2nd order Grey-Edge (p=1, =1) [54] 4.54° 3 4.59° 4 4.76° 17 

Edge-based Gamut (=3) [59] 4.56° 4 4.54° 3 5.88° 19 

Bayesian [32][52] 4.60° 5 4.62° 5 3.92° 13 

Deep Color Constancy using CNNs [34] 4.72° 6 4.75° 6 2.24° 1 

Exemplar-based Colour Constancy [62] 5.17° 7 5.22° 9 2.64° 2 

Pixel-based Gamut (=4) [59] 5.20° 8 5.21° 7 2.73° 3 

Intersection-based Gamut (=4) [59] 5.20° 9 5.21° 8 2.74° 4 

Bottom-up + Top-down [58] 5.36° 10 5.35° 10 2.75° 5 

Top-Down [58] 5.41° 11 5.43° 11 3.11° 7 

Using Natural Image Statistics [33] 5.46° 12 5.47° 12 3.55° 10 

Heavy Tailed-based Spatial Correlations [61] 5.83° 13 5.88° 13 3.48° 8 

Bottom-Up [58] 5.85° 14 5.89° 14 2.98° 6 

CART-based Selection [56] 6.08° 15 6.03° 15 3.90° 12 

Alex-Net + SVR using CNNs [34] 6.34° 16 6.38° 16 3.65° 11 

CART-based Combination [56] 6.56° 17 6.55° 17 3.48° 9 

General Grey-World (p=9, =9) [54] 6.66° 18 6.65° 18 3.98° 14 

Shades-of-Grey (p=4) [30] 7.55° 19 7.56° 19 4.43° 15 

White-Patch [28] 8.04° 20 8.03° 20 6.48° 20 

Regression (SVR) [60] 10.31° 21 10.39° 21 7.42° 22 

Grey-World [29] 10.63° 22 10.68° 22 6.81° 21 

Inverse-Intensity Chromaticity Space [41] 12.81° 23 12.77° 23 12.77° 23 
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Deep Colour Constancy using CNNs [34] is 6th based on REC and top ranked based on

Gt1. Again, this is not surprising since this algorithm was trained on Gt2 (which, we recall,

is very similar to Gt1 but very different from SFU and REC).

In Table 4.2, we consider the ranking of the 23 illuminant estimation algorithms according

to the median reproduction angular error[10]. This time, results with REC and SFU locally

differ. The algorithms 2nd order Grey-edge and Edge-based Gamut are in reverse order.

Exemplar-based Colour Constancy, Pixel-based and Intersection-based Gamut methods are

also in different orders when using REC versus SFU. Once again, the results with Gt1

are significantly different. The reader can also notice that some algorithms have different

rankings for the recovery error versus the reproduction error when the same ground-truth is

used. This is related to the characteristics of the two angular measures [10] and shows again

that the choice of the metric has also an effect on the evaluation (cf Chapter 2).

Table 4.3 shows that rankings of six algorithms are reversed when using REC versus the

legacy ground-truth Gt1 in terms of median recovery angular error. Gt1 is incorrect but it

was widely used, in particular in the evaluation of algorithms on colorconstancy.com and

in [97] which was cited in the big majority of past research in the field. For example, the

algorithms Edge-based Gamut Mapping [51][59], 2nd order Grey-Edge [54] and Bayesian

[52][32] are in reverse order.



58 CHAPTER 4. REHABILITATING THE COLORCHECKER DATASET

Table 4.3 The performance of 6 algorithms are in reverse order in terms of their median
recovery error when the new REC versus the legacy Gt1 ground-truth is used. Note the
Minkowski norm p and the smoothing value σ (standard deviation of the Gaussian filter) are
the optimal parameters [7].

 

 

 

Algorithm REC Gt1 

Edge-based Gamut (=4) 3.27° 5.04° 

2
nd

 order Grey-Edge (p=1, =1) 3.57° 4.44° 

Bayesian 3.85° 3.46° 

Using Natural Image statistics 4.70° 3.13° 

Heavy Tailed-based Spatial Correlations 4.76° 2.96° 

Bottom-Up 4.90° 2.56° 

4.3 Conclusion

In this chapter we introduced a new ground-truth for the ColorChecker dataset. We called the

new ground-truth set REC for recommended ground-truth. We presented the calculation steps

of REC with our code based on the methodology described by Shi and Funt on the sfu web-site.

We also re-processed the Raw images following Shi and Funt methodology and generated a

new set of linear images. We made the new data available on the colorconstancy.com web-site

for the use in colour constancy, when comparing a new illuminant estimation method to the

state of the art methods on the ColorChecker dataset or when using the existing rankings and

performance evaluations relative to this dataset.

In this chapter, we also compared the REC set to the existing ones that we labelled Gt1,

Gt2 and SFU. These three sets have multiple calculation problems that we presented in detail
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in the previous chapter. The comparison showed with no surprise that the SFU ground-truth

is the closest to the newly-recalculated REC set, and that Gt1 and Gt2 are very different from

REC (mainly due to the ‘black level’ offset which was not subtracted from the images). We

re-evaluated 23 illuminant estimation methods on the ColorChecker dataset using the REC

ground-truth and we presented the results of performance evaluation and rankings expressed

in terms of angular errors. We compare these results with the ones using the other sets of

ground-truth and show that there are considerable differences for the same algorithms in

performance evaluations and rankings, which can be as dramatic as a reversed ranking.

Of course, based on these results and considering the re-processing of the images and

the calculation methodology of the REC ground-truth, we invite the community to refer in

future research to what we hope is a more definitive data and performance evaluation on the

ColorChecker dataset.



Chapter 5

Monge-Kantorovitch Transform for

Chromagenic Colour Correction

In this chapter we present our work on the chromagenic illuminant estimation method.

This method has two stages: a calibration stage and a test stage and it is characterised by

using two images of the same scene, one captured with a coloured filter and one without a

filter, to solve for the illuminant colour. The relationship between the unfiltered image RGBs

and the filtered counterparts is described with a linear transform and depends on both the

scene illuminant and the chromagenic filter. The original chromagenic method is based on

the least-squares transform (LST) which requires registering the images for the calibration

and testing.
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We revisit the chromagenic algorithm and propose to use instead of LST the Monge-Kantorovitch

transform (MKT), to solve for the illuminant colour when the images are not registered. In

fact, registration is complex and computationally expensive and with the MKT approach, the

images do not need to be registered to perform chromagenic colour constancy.

In what follows we present first the original chromagenic method as introduced by

Finlayson et al. [45][47][48]. Then we explain what is MKT and how it can replace LST.

Then we introduce two new datasets of chromagenic RGB images and we evaluate the new

MKT approach on these datasets. We compare the MKT and LST results and we show that

using MKT outperforms LST on the first step of the chromagenic method.

To be clear, we do not re-evaluate the whole chromagenic estimation method but rather

validate that the MKT transform facilitates the calculation of the linear transform relating an

image to its filtered counterpart, a key element of the chromagenic approach.

5.1 Chromagenic Illuminant Estimation

Chromagenic illuminant estimation was first introduced by Finlayson et al. [45][47][48].

This method uses two RGB images of the same scene one filtered and one unfiltered. There

exist other colour constancy methods based on the use of two images of the same scene, e.g.

like a standard and an IR images in [106], but chromagenic uniquely uses an unfiltered and

filtered pair.
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In chromagenic colour constancy, the filtered image is obtained by placing a coloured

filter in front of the camera objective. A filtered image of the scene is similar to the scene

seen under a different illuminant. The filter has to have a discriminative power, which

means that it leads to transforms as different as possible to discriminate between different

illuminants. In other terms, the filter should maximise the inter-transforms variance, while

yielding transforms that ensure a good mapping between the filtered images and the unfiltered

counterparts.

Finlayson et al. in [107][11] showed that a suitable coloured filter that satisfies these

properties should not cut off any of the colour channels (which is the case for example for

the Kodak Wratten green saturated filter[108]) and should have a transmittance with enough

variance across the spectrum. The filter cannot be a neutral density (uniform transmittance)

which leads to a constant relation between the unfiltered and filtered images independent of

the illuminant. Suitable filters candidates are presented in Figure 5.1.

The chromagenic illuminant estimation has two stages: a calibration stage and a test stage.

The calibration is performed by calculating a set of transforms using a calibration images

set. When testing on a new pair of images INF and IF (respectively, the superscripts denote

no-filter and filtered images) to determine the scene illuminant, we then look for the best

transform Test that best describes the relationship between the two images (∥IF − INFTest∥

is minimum).
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Having two images (M×N pixels) of the same scene allows computing a transform matrix

T which describes the relation between the unfiltered image and its filtered counterpart. In

other terms, this matrix maps the unfiltered RGBs to the filtered RGBs. In [47], it was shown

that a 3×3 least-squares transform (LST) is a good solution (more complex mappings did not

improve the efficiency of the algorithm in solving for the illuminant). The linear transform

matrix, denoted TLST , is calculated using the Moore-Penrose inverse as follows:

TLST = INF
+IF (5.1)

where INF and IF denote the 2-d MN ×3 RGBs responses for respectively the unfiltered and

filtered images (where every column has M×N R, G or B values of all the image pixels) and

the superscript + denotes the Moore-Penrose inverse. In what follows we always use 2-d

MN ×3 matrices in the calculations.

The method requires a calibration step. The calibration is specific for a pair of a camera

and a filter. Let us explain the calibration in more detail. First a set of m transforms

matrices {Ti} is calculated from a set of m chromagenic pairs of images, for m lights.

Every transform Ti is associated to an illuminant colour vector ei = [ri gi bi] which is the

ground-truth illuminant of the related scene. Then this set of transforms and illuminant

colours is used to estimate the illuminant on a test image (having a chromagenic pair of

images). A least-squares regression is performed and the best matching matrix Tbest is
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selected, by solving the minimisation problem according to Equation 5.2. The choice of the

matrix gives the estimate eest , which is the illuminant associated with it at the prior step.

Test = argminTi ∥INFTi − IF∥ (5.2)

Then like for all other illuminant estimation methods, the output of the chromagenic

algorithm is ’divided-out‘ (from the non-filtered image) to remove the effect of the illuminant

colour from the scene. That is if ρ is an rgb and eest is the rgb of the estimated light then

we calculate ρ/eest , see [24] for more details on why this dividing out is the correct way to

remove the colour bias due to illumination.

The least-squares based chromagenic method can deliver good results, e.g. the chromagenic

gamut mapping [47] and the bright chromagenic algorithm [11]. One constraint of the

chromagenic method, that we can perceive from Equation 5.2 is the need for well aligned

images. Deriving the transform from Equation 5.1 only makes sense when there is a

pixel-correspondence between the two images, and this is required for the pairs of images of

both the calibration and the test stages. However registration is a computationally expensive

processing. In fact, it is still an important field of research [109] and cannot always be

reliably achieved.
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Based on this fact, we propose in the next section the use of a different transform, the

Monge-Kantorovitch transform (MKT), to solve for the transforms used in chromagenic

illuminant estimation without the need for registering the images [9].

5.2 Monge-Kantorovitch Transform for Chromagenic Illuminant

Estimation

5.2.1 The Monge-Kantorovitch Transform

We propose to solve for the linear transforms used in chromagenic colour constancy using the

Monge-Kantorovitch transform (MKT). MKT was used in colour research in the last years

for problems like for color-based similarity [110], colour transfer [111], image segmentation

[112] or to allow unpenalised distributions transformations [113].

MKT is derived from the Monge-Kantorovitch theory of mass transportation [12].

Imagine we have a few piles of earth and equal to the volume of all the earth we have

a set of holes. We would like to transfer the earth to fill the holes in a way that minimises

the transportation energy. This problem is known as the mass preserving transport problem.

Clearly we need to move each pile of earth as little as possible. This minimum distance

for moving the earth is the Earth Mover’s Distance [114] (or the Wasserstein-Kantorovitch

Distance [115][116]).
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According to [117], there is a unique solution for the linear mapping T between two

distributions that minimises the displacement cost. The mapping matrix is a product of the

covariance matrices of these distributions, and by being the product of symmetric matrices,

MKT is also a symmetric matrix.

From an image point of view, we would like to find a continuous linear mapping to match

distributions of the input (non-filtered image) with the filtered image and have as little change

in their distributions as possible. The Monge-Kantorovitch transform – a 3×3 matrix – is an

optimal solution to this linear restriction of the transportation problem.

5.2.2 Monge-Kantorovitch for Colour Correction

We chose the linear Monge-Kantorovitch transform (MKT) as a candidate to solve for colour

correction when images are not registered. The colour correction is part of the calibration

step of the chromagenic illuminant estimation algorithm. If we capture two images of a

scene, an unfiltered image INF and a filtered image IF using a coloured filter then we can

calculate the 3×3 linear matrix as explained above in Section 5.1. The linear MKT maps

the unfiltered image to its filtered counterpart. The MKT linear transform, denoted TMKT , is

solved by minimizing:

TMKT = min
T

∥INFT− INF∥s.t.T
t
I

t

NFINFT = I
t

FIF (5.3)



5.2. MKT FOR CHROMAGENIC ILLUMINANT ESTIMATION 67

where t denotes the matrix transpose operator and ∥∥ is the Euclidean distance (L2 norm)

The least-squares transform (LST), denoted TLST , is obtained by minimising the Euclidean

distance between the colour-corrected INFT and the filtered image IF , in other terms LST

minimises the amount of changes between the images colours.

TLST = min
T

∥INFT− IF∥ (5.4)

By contrast the MKT minimises the distance between INFT and INF , i.e no change, but

with the additional constraint that we seek to have match the covariance structure of INFT

and IF . The covariance structure can be represented in more ways and we will consider

another variation which is the autocorrelation (we will present results for the two cases in

Section 5.4).

By analogy to the earth movers distance ||INFT− INF || is the amount the data which we

move and the covariances or autocorrelations match captures the idea that the data should

occupy the target ’holes’ (this is visualisation rather than an exact analogy).

The covariance is a 3×3 matrix calculated as follows:

ΣΣΣc = E[(I−µI)
t(I−µI)] = E[ItI]−µIµIt (5.5)
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where t denotes the matrix transpose operator, E[] is the expected value of a matrix which

has the expected values of every elements of the matrix and muI = E[I] is the expected value

of I,

The autocorrelation is a 3×3 matrix calculated as follows:

ΣΣΣa = E[ItI] (5.6)

where t denotes the matrix transpose operator and E[] is the expected value of a matrix.

For the computation of MKT, we used the code of [111]. The MKT transform is calculated

in Equation 5.7 using covariances of the images and in Equation 5.8 using the autocorrelation

of the images.

TMKTc = ΣΣΣcNF
ΣΣΣ

1
2
cF
(ΣΣΣ

1
2
cF

ΣΣΣcNF
ΣΣΣ

1
2
cF
)−

1
2 ΣΣΣ

1
2
cF

(5.7)

TMKTa = ΣΣΣaNF
ΣΣΣ

1
2
aF
(ΣΣΣ

1
2
aF

ΣΣΣaNF
ΣΣΣ

1
2
aF
)−

1
2 ΣΣΣ

1
2
aF

(5.8)

where ΣΣΣcNF
and ΣΣΣcF

are the covariance matrices of the non-filtered and filtered images, ΣΣΣaNF

and ΣΣΣaF
are the autocorrelation matrices of the non-filtered and filtered images and ΣΣΣ

1
2 the

square root of the matrix.
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So unlike the original transform LST, where the optimisation was about minimising in a

least-squares sense the distance between the colour-corrected image INFT and the filtered

image IF matrices, with MKT the optimisation is about matching the statistical distributions

of the two matrices while minimising in a least-squares sense the distance between the input

image INF and the colour-corrected one INFT. For this reason, the alignments of the pixels

of INF and IF should not have a real impact on the results of the optimisation.

5.3 New Datasets for Chromagenic Colour Constancy

In order to evaluate the performance of the chromagenic illuminant estimation algorithm

and compare it to other methods, we collected sets of chromagenic RGB images. This type

of dataset is different from the available benchmark RGB datasets in the sense that every

scene is captured twice, with and without a coloured filter. All captured scenes come in

pairs of images. The set of unfiltered images from these datasets can of course be used in

the evaluation of other non-chromagenic illuminant estimation methods. In what follows,

we present the data collection procedure and we introduce two new chromagenic images

datasets.
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5.3.1 Dataset Collection

A chromagenic dataset comes in pairs of chromagenic RGB images. Every pair of images

represents one scene captured with and without a coloured filter. For the data collection we

used a Nikon D5200 camera with an 18-105mm lens, coupled with Tiffen coloured filters.

We place the filter in front of the camera objective. We used two different filters: a 85 red

filter and a 81EF yellow filter. The transmittance of these filters is shown in Figure 5.1.

Both filters do not cut off completely any part of the visible spectrum. The 85 filter has a

higher transmittance in the red part of the spectrum and the yellow filter has a smoother

transmittance across the spectrum.

Chromagenic illuminant estimation method works with a single coloured filter but we

used two of them in order to compare the results and choose the best filter for future

chromagenic colour constancy applications. The two filters were used separately to collect

the two sets of images.

For every scene, we take three images: one black image with the camera cap on, a second

image without a filter and a third image with the coloured filter. The black image is used in

discounting the black level from the image pixels. The Black image (the dark current signal

image), captured with the camera lens cap on, is one of the noise factors in the rendered

scene image [100]. It is simply subtracted from the two other images.
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Fig. 5.1 Filters red 85 (upper graph) and yellow 81EF (lower graph, purple curve)
transmittance in the visible spectrum. These filters were used in the collection of the
chromagenic sets of images, from [8].

The three images of the same scene are taken consecutively to avoid any change in the

light colour which can occur for example in outside scenes or scenes that contain shadows.

Note, the intensity of the light – as long as it stays constant over the 3 captures – is not

an important parameter, except for saturation (overexposure). This is because the linear

transform relating filtered and unfiltered RGBs is independent of the intensity of the light.

One challenging part of the data collection is to try to have only static objects in the scene

and avoid objects like people walking or animals moving or cars in motion because we need
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to capture the same exact scene with and without a filter. Thus an extra precaution needs to

be made based on that in particular when taking pictures outside. Our camera was mounted

on a tripod to try and make the captured images ’as registered’ as possible (LST requires the

images to be registered). All these elements makes the multi-illuminant dataset collection

–in our case when using coloured filters– a long process as explained in [118]. In our case the

data collection took approximately 10 minutes per scene.

A Macbeth ColorChecker chart is placed in every scene. We use it to determine the

ground-truth, or correct answer of the illuminant colour in the scene, by calculating the RGB

vector from the achromatic or grey patches of the colour chart. We used the calculation

methodology of Shi and Funt [98], which is described in more detail in Section 4.1.2. The

position of the colour chart in the scene is carefully chosen. It has to be in the part of the

scene under the predominant light (not in the shadow if they are present in the scene).

One example of a scene with a minor shadow is shown in the 2nd row of Figure 5.2.

There are some constraints when placing the ColorChecker: it needs to be facing the light

source as well as the camera as much as possible in order to have an accurate illuminant

colour measurement on the patches. In fact, by placing the chart parallel to the camera lens

we optimise the reproduced patches surfaces in the image which makes the ground-truth

illuminant calculation easier. The chart needs to be close enough to the camera without

occupying a too large proportion of the scene, as the chart is masked when evaluating an

illuminant estimation method.
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We often used the camera automatic mode but we also sometimes used other modes like

the exposure bracketing mode, sometimes called the High Dynamic Range (HDR) mode,

which allows capturing the scene with different exposure levels to control saturation or

overexposure: we capture a 3-image exposure stack per exposure bracketing value. Images

are saved in a Raw format, then linearly processed with DcRaw [102] (no white-balance or

gamma curve applied) and with a manual linear demosaicing with a simple interpolation of

the Bayer pattern to produce linear JPEGs (3018×2010 pixels). A more detailed description

of the images processing methodology is presented in Section 4.1.1 in Chapter 4.

5.3.2 UEA Chromagenic Dataset

The first collected dataset, the UEA (University of East Anglia) dataset, has two separate

sub-sets of respectively 92 (red filter) and 86 pairs (yellow filter) of high quality RGB images.

The dataset was collected at different locations, mainly in Norwich in the UK but also

Paris in France and Tunis in Tunisia. It has photographic images of indoor and outdoor scenes

of various colour complexities and lights. Samples from the UEA dataset are presented

in Figure 5.2. The images are the camera pipeline outputs (non-linear JPEG images) and

the difference between the unfiltered image and the yellow-filtered counterpart is not so

noticeable here due to the camera automatic white-balance (AWB). The illuminants of this

dataset range from daylight to skylight and shadow and various artificial lights including

LEDs lighting used in art galleries (see Figure 5.2).
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Fig. 5.2 Samples of indoor and outdoor scenes from the UEA chromagenic dataset. From
left to right: unfiltered, yellow-filtered and red-filtered images. Notice the ColorChecker in
every scene, and that these images are the camera pipeline outputs.

The rg chromaticity gamut of the ground-truth illuminants of the UEA dataset is shown

in Figure 5.3. It shows a relatively sparse distribution which means that the dataset has a

good variety of illuminants. The rgb chromaticities are normalised intensity-independent

RGBs with r = R
R+G+B , the same for the chromaticities g and b.
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Fig. 5.3 Chromaticity gamut (r,g) of the UEA chromagenic dataset.

5.3.3 Face Images Chromagenic Dataset

The second collected chromagenic dataset is a set of facial images (697×549 pixels). We

were interested in considering the colour constancy problem with respect to faces as we know

that face colour is exploited in many contemporary smartphone cameras. An example of a

face-based illuminant estimation algorithm is presented in [119].

We built our face database in Chiba University in Japan during the Summer of 2018.

Nine participants from Tsumura labratory [120] were subjects in our experiments. The

dataset has 63 scenes in total. Every scene represents a set of face images of a subject taken

under a specific light. The images were captured in a lighting room (from Horiuchi & Hirai
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Laboratory [121]) and various lighting conditions were simulated using two Thouslite LED

cubes [122] to modulate the colour temperature.

We call our face dataset the Kampo dataset as this dataset is also part of a project on

the Kampo image-based diagnosis system [123] being carried out in the Tusmura Lab (see

details at the end of this chapter).

Figure 5.4 shows two images of the same scene from the Kampo dataset. The scene

shows the whole capture environment and has a ColorChecker chart. As before we use the

chart to calculate the ground-truth illuminant colour for every scene. The two images seem

very well aligned, this is because the experiment conditions were very well controlled : use

of a tripod and a head holder.

We crop the images like in Figure 5.5 and we only keep the face in the image for the

evaluation of the method. The Figure shows two subjects faces, the unfiltered images and

the yellow and red filtered counterparts. The difference between the unfiltered image and

the yellow counterpart is not so noticeable here due to the camera automatic white-balance

(JPEG images). The face image –similar to a selfie– is what is needed for a Kampo medical

diagnosis based on the image.

The ground-truth illuminants chromaticity gamut of the Kampo images dataset is shown

in Figure 5.6. It shows a relatively sparse distribution which means that the dataset has a

good variety of illuminants.
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Fig. 5.4 Two images of the same scene from the dataset showing the ColorChecker chart, the
left image is a normal capture and the right image was captured through a red filter, note that
these 2 images are the camera pipeline outputs, from [9].

Fig. 5.5 Two sets of filtered and unfiltered images from the Kampo dataset. The 2 sets
represent 2 scenes (2 subjects), from left to right: normal capture, image with yellow filter
and image with red filter. The images are the camera pipeline outputs, from [9].
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Fig. 5.6 Ground-truth chromaticities of the Kampo images dataset.
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5.4 Experiments and Results

5.4.1 Experiments

Now, let us evaluate the effectiveness of our approach on the two chromagenic datasets: the

UEA dataset of (sub-sets of 92 and 86 scenes) and the Kampo dataset which has 63 scenes,

for the red and yellow-filtered images separately. We compare the results of the calibration

step of the chromagenic illuminant estimation algorithm when using the Monge-Kantorovitch

transform (MKT) considering both covariance and autocorrelation versus the least-squares

transform (LST) method, where, for the absence of doubt, we are not registering the images.

Calculating the transform matrix that linearly maps the non-filtered image to the filtered

counterpart is equivalent to solving a colour correction problem.

We are going to compare the colour correction afforded by an LST and an MKT against

a ground-truth correction, computed by using the RGBs from the Macbeth Colorchecker in

the scene. We extract images of the colour charts by cropping the original images. Then, we

measure the 24×3 colour matrix Icc using the 24 ColorChecker patches for the unfiltered

and filtered images and we calculate the 3× 3 least-squares transform Tcc which maps

the unfiltered ColorChecker image IccNF
to its filtered image IccF

of the same scene, see

Equation 5.9. The ground-truth best case colour correction afforded by a linear transform is

calculated as:



80 CHAPTER 5. MKT FOR CHROMAGENIC COLOUR CONSTANCY

IccF
= IccNF

Tcc (5.9)

Now let us compare the MKT transform and the LST transform against the ground-truth.

LST is calculated by assuming the images are in pixel-wise registration (they aren’t) and then

calculating the Moore-Penrose inverse. The MKT transform is calculated in Equation 5.7

using covariances of the images and in Equation 5.8 using the autocorrelation of the images.

So, how do we evaluate how well the LST and MKT transforms work. Well, for the

ground-truth method, we take the unfiltered image and multiply it by the colour correction

transform calculated using the Macbeth ColorChecker images. That is we know what the

corrected image should look like (and this may be slightly different than the actual filtered

image). We now multiply the unfiltered image by the LST and MKT transforms. Compared

to the ground-truth we calculate the error as:

ε = ∥ITcc − IT∥ ,T ∈ {TLST ,TMKT} (5.10)

where ITcc is the ground-truth best case colours corrected image using the ground-truth

transform Tcc and IT is the result colour corrected image with MKT or LST. We calculate

summary statistics using the set of ε for every dataset.
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5.4.2 Results on the UEA Dataset

Figure 5.7 shows the distance error ε for the set of m chromagenic pairs of images expressing

the effectiveness of the colour correction with LST versus the two MKT approaches based

on the covariance and autocorrelation of the images with non-registered images for every

scene from the dataset. The lower is the error ε , the more effective is the colour correction.

The upper graph corresponds to the use of the red filter and the lower one to the yellow filter.

Note that the images pixels values are in the interval [0,1] so a distance error of 0.01

corresponds to 1% of the image. The distance errors vary in the range [0.015,0.018]. LST

gives the largest errors for a larger number of scenes compared to the MKT approaches. The

autocorrelation-based MKT gives the lowest errors for a larger number of scenes. The results

with the two MKT approaches are comparable and different from the LST results and this is

true in particular for the yellow filter.

Table 5.1 presents different summary statistics relative to the Euclidean distance errors

{ε} plotted in the previous graphs 5.7 for every pair of chromagenic images. The summary

statistics include the root mean square (RMS) and the standard deviation (SD). In terms of

median distance error, MKT autocorrelation gives better results than MKT covariance. The

two filters give very similar results for this dataset, although the red filter seems to generate

slightly smaller errors. In terms of RMS and mean distance errors, MKT autocorrelation
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works slightly better than MKT covariance. MKT covariance is more stable (lowest maximum

and %95 quantile errors).

Visual examples of the results with the red filter are presented in Figures 5.8 and 5.10

where we show from left to right: the image corrected using the ColorChecker (the ground-truth

i.e. the best possible solution), the image corrected using MKT covariance then MKT

autocorrelation (our new approaches), and the image corrected with the LST (the original

method). Our approach generates colors that are closer to the best possible solution. We

show in Figure 5.9 the convex hulls in the chromaticity colour space for the first example

(first row in Figure 5.8) for the output image with the best transform, MKT covariance and

LST. The gamut of the MKT colour-corrected image is larger and has a closer surface to the

best possible answer. We present similar results relative to the yellow filter in Figure 5.10

and Figure 5.11.
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Fig. 5.7 UEA dataset: Euclidean distance when using MKT autocorrelation versus MKT
covariance versus LST. Top: red filter. Bottom: yellow filter.
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Table 5.1 UEA dataset: summary statistics for MKT versus LST approaches with the red
filter (upper table) and the yellow filter (lower table) on the UEA dataset.

 

 

 

 

Red filter RMS  Mean Median σ = SD  Max 
Range = 

max - min 
95% 

Quantile  

 

LST 

  

0.0721     0.0675     0.0604     0.6920     0.1451     0.1200     0.1171 

 

MKT 

autocorrelation 

0.0651     0.0570     0.0448     0.6249     0.1630     0.1445     0.1259 

 

MKT 

covariance 

0.0654     0.0584     0.0519     0.6268     0.1487     0.1306     0.1223 

Yellow filter RMS  Mean Median σ = SD Max 
Range = 

max - min 
95% 

Quantile  

 

LST 

  

0.0797     0.0713     0.0662     0.7641     0.1588     0.1588     0.1416 

 

MKT 

autocorrelation 

0.0749     0.0607     0.0444     0.7183     0.1717     0.1717     0.1601 

 

MKT 

covariance 

0.0750     0.0624     0.0510     0.7195     0.1683     0.1683     0.1539 
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Fig. 5.8 UEA dataset: colour-corrected images for red filter. From left to right: best
answer using Tcc, (the ColorChecker-based transform), output using MKT covariance, MKT
autocorrelation and LST. Images are gamma corrected for a better comparison (σ = 2.2).

Fig. 5.9 UEA dataset: Convex hulls of first example output gamuts (with red filter) for Tcc
versus MKT covariance versus LST.
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Fig. 5.10 UEA dataset: colour-corrected images for yellow filter. From left to right: best
answer using Tcc, (the ColorChecker-based transform), output using MKT covariance, MKT
autocorrelation and LST. Images are gamma corrected for a better comparison (σ = 2.2).

Fig. 5.11 UEA dataset: convex hulls of first example output gamuts (with yellow filter) for
Tcc versus MKT covariance versus LST.
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5.4.3 Results on the Kampo Dataset

Figure 5.12 shows the distance error ε for the m chromagenic pairs of images expressing the

effectiveness of the colour correction with LST versus the two MKT approaches based on

the covariance and autocorrelation of the images with non-registered images for every scene

from the dataset. The lower is the error ε , the more effective is the colour correction. The

upper graph corresponds to the use of the red filter and the lower one to the yellow filter.

Note that the images pixels values are in the interval [0,1] so a distance error of 0.01

corresponds to 1% of the image. The errors vary in the range [0.001,0.014]. LST gives the

largest distance errors for a larger number of scenes compared to the MKT approaches. The

autocorrelation-based MKT is best performing with the red filter and the covariance-based

MKT is best performing with the yellow filter. The results with the two MKT approaches are

comparable and different from the LST results with both filers.

Table 5.2 presents different summary statistics relative to the Euclidean distance errors

{ε} plotted in the previous graphs 5.12 for every pair of chromagenic images. The summary

statistics include the root mean square (RMS) and the standard deviation (SD). In terms

of median distance error, MKT autocorrelation gives better results than MKT covariance

and the red filter seems to be more appropriate for this dataset. In terms of RMS and mean

distance errors, MKT covariance works better especially when the red filter is used. The
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maximum errors prove that MKT autocorrelation can fail where MKT covariance is more

stable.

Visual examples of the results with the red filter are presented in Figure 5.13 and 5.15

where we show from left to right: the image corrected using the ColorChecker (the ground-truth

i.e. the best possible solution), the image corrected using MKT covariance then MKT

autocorrelation (our new approaches), and the image corrected with the LST (the original

method). Our approach generates colors that are closer to the best possible solution. We

show in Figure 5.14 the convex hulls in the chromaticity colour space for the first example

(first row in Figure 5.13) for the output image with the best transform, MKT covariance and

LST. Clearly, the gamut of the MKT colour-corrected image is much more similar to the best

possible solution. We present similar results relative to the yellow filter in Figure 5.15 and

Figure 5.16.
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Fig. 5.12 Kampo dataset: Euclidean distance when using MKT autocorrelation versus MKT
covariance versus LST. Top: red filter. Bottom: yellow filter.
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Table 5.2 Kampo dataset: summary statistics for MKT versus LST approaches with the red
filter (upper table) and the yellow filter (lower table) on the Kampo dataset.

 

 

 

 

Red filter RMS  Mean Median σ = SD  Max 
Range = 
max - min 

95% 

Quantile  

 

LST 

  

0.0045 0.0042 0.0038 0.0036 0.0116 0.010 0.0073 

 

MKT 

autocorrelation 

0.0035 0.0025 0.0018 0.0274 0.0165 0.0154 0.0063 

 

MKT 

covariance 

0.0029     0.0024     0.0021     0.0228 0.0102 0.0093 0.0055 

Yellow filter RMS  Mean Median σ = SD Max 
Range = 

max - min 
95% 

Quantile  

 

LST 

  

0.0047     0.0044     0.0041     0.0037     0.0118 0.0091 0.0069 

 

MKT 

autocorrelation 

0.0036 0.0029 0.0023 0.0284 0.0132 0.0128 0.0063 

 

MKT 

covariance 

0.0030     0.0025     0.0025     0.0237 0.0108 0.0104 0.0050 
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Fig. 5.13 Kampo dataset: colour-corrected images for red filter. From left to right: best
solution using Tcc, (the ColorChecker-based transform), output using MKT covariance, MKT
autocorrelation and LST.
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Fig. 5.14 Kampo dataset: convex hulls of first example output gamuts (with red filter) for Tcc
versus MKT covariance versus LST.
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Fig. 5.15 Kampo dataset: colour-corrected images for yellow filter. From left to right: best
solution using Tcc, (the ColorChecker-based transform), output using MKT covariance, MKT
autocorrelation and LST.
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Fig. 5.16 Kampo dataset: convex hulls of first example output gamuts (with yellow filter) for
Tcc versus MKT covariance versus LST.
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5.5 Conclusion

We revisited in the colour correction part of the chromagenic illuminant estimation algorithm.

Chromagenic algorithms work by relating the RGBs in a conventional image to a second

image taken through a coloured filter. The mapping is generally found by least-squares

regression. We show that the original approach has an important constraint : the least-squares

transform (LST) is the best solution to the colour correction problem only when the pair of

images are registered.

In this chapter, we introduced a new use of the Monge-Kantorovitch transform (MKT)

in colour correction. The MKT transform allows the colour correction transform to be

calculated without registration. An important contribution is the creation of two new datasets

of chromagenic RGB images. Experiments demonstrated that the MKT supports better

colour correction than the original approach LST (for unregistered images).



Chapter 6

Monge-Kantorovitch for Colour

Stabilisation

We previously used the Monge-Kantorovich transform (MKT) as the preprocessing step

for illuminant estimation and more precisely to make the preprocessing of the chromagenic

method simpler. In this chapter, we propose using MKT to solve for the colour stabilisation

problem.

Colour stabilisation –the change in the colour between frames in a video of the same

scene – is a significant problem for video capture, e.g. for TV broadcasting [124] where

the challenge is to have a real-time and efficient solution for reprocessing the video so that

the content is stable across frames. In the TV industry devices called camera control units

are used to keep the colours and other shooting components consistent over time. Colour
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stabilisation is also important in 3D stereoscopic cinema [125] and amateur video [126]. The

change in the colours between two different frames of the scene can have various origins :

the use of different cameras or a change in the same camera capture parameters (AWB, ISO,

exposure,...) or a different predominant light in the scene depending on the perspective or

simply a change in the viewing angle. Broadly, to solve the colour stabilisation problem we

need to match content across frames of the same scene and make sure this content has the

same colour.

In this chapter, we are interested in solving for colour stabilisation using a set of matching

points from the images. The prior art finds the best colour and tonal mapping between the

matched points and applies the same transform to one image to match the other. The flaw

in this approach is that the matched points only match statistically. There are many false

matches. Ideally, we would like to match the colours for the matched points in a manner

where registration was not crucial.

We introduce two new methods for colour stabilisation based on the Monge-Kantorovitch

transform (MKT) (also reviewed in the last chapter). We showed previously in the last chapter

that MKT is less sensitive to a misalignment of the images than the standard least-squares

transform. MKT also has a very low computational cost which makes it a good candidate

to solve for real-time colour stabilisation. We compare our methods to recently presented

algorithms and find the MKT approach delivers competitive performance, while being much

simpler in formulation.



98 CHAPTER 6. MONGE-KANTOROVITCH FOR COLOUR STABILISATION

6.1 Colour Stabilisation

In colour stabilisation given two images (e.g.from two consecutive frames of the same scene)

we wish to change the colour balance of one image to match the other so that the content that

is common in both frames looks the same. The colour stabilisation problem has two parts:

first we need to find the common content and second we need to convert the colours for this

content in one image to match the other.

We propose using the Monge-Kantorovitch transform (MKT) to perform the colour

conversion. Because the two images have similar content (frames of the same scene under

different viewing angles or shooting parameters), the colour stabilisation problem is a special

case of image transfer[127].

We chose to match similar content by finding correspondences points between two images.

Matching points are found using the well known SIFT algorithm [91]. The outputs of SIFT

are matching points of interest which are associated with image RGBs. If we can map the

colours of the matching points - e.g. by applying a linear 3×3 matrix - we can apply this

matrix to the whole image thereby solving the colour stabilisation problem if we make the

matching content in the source image match the target.

One of the problems of this approach is that the SIFT pairs - while they may be broadly

in correspondence - will contain many incorrect matches. Thus in the prior art the linear

mapping is found using an expensive procedure such as RANSAC [92][90].
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Our idea is to carry out the corresponding matching using the Monge-Kantorovitch

transform and in so doing we side-step the need for exact pairwise matches. The MKT

returns a linear transform which takes one image to another –or in this case one point set

to another– so that their covariance structures match. Because the covariance in one point

set is calculated independent of the other we remove the need for correspondence. Actually,

the covariance structure of a point set can be represented in more ways and we will consider

two variations. First we match covariance matrices. Second, we also consider matching the

corresponding autocorrelations, see Section 5.2 for more details.

6.2 Monge-Kantorovitch Image Stabilisation

We propose to use the Monge-Kantorovitch transform to solve for colour stabilisation. Given

two image frames of the same scene, a source image and a target image (also referred to as a

reference image in [90]). On pair of images is shown in Figure 6.1.

The methods has two main steps: first the common content of the two images needs to be

found. For that we use the SIFT algorithm to find correspondence points between the two

images. More precisely SIFT gives a set of the correspondence pixels positions [3][4]. For

the example in Figure 6.1, we plot the correspondence points in Figure 6.2.

The SIFT set of the pixels positions defines a vector of corresponding points for every

image. We plot these points as 3-d point clouds in Figure 6.3.
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Fig. 6.1 A pair of images of the same scene under different capture conditions: source image
(left) and target image (right).

Fig. 6.2 SIFT Corresponding points for the source image (left) and target image(right). Only
20 pairs are plotted.

Fig. 6.3 rgb chromaticities gamut of the SIFT correspondence points for the source and target
images. Only 100 pairs are plotted.
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Now we want to match the points sets one to the other. The sets of points are denoted Fsrc

and Ftar. Let us assume exact correspondence of the points and solve the mapping between

the two sets by a least-squares regression. The least-squares transform LST, denoted TLST , is

defined as follows (Equation 6.1):

TLST = Fsrc
+Ftar (6.1)

where Fsrc and Ftar are the N × 3 sets of points from the source and target images, and +

denotes the Moore-Penrose inverse.

We apply LST to the source image and we expect visually the result to be as close

as possible to the target image, see Figure 6.4. Clearly the Figure shows that the colour

stabilisation is poor, and this is because the matching is imperfect. In fact, the pairs of pixels

not in correct correspondence are outliers and the least-squares transform is very sensitive to

outliers. The calculated transform can quickly deviate from the ideal.

We replace the least-squares transform by the Monge-Kantorovitch transform (MKT)

to calculate the mapping between the 2 sets of matching points given by SIFT using the

covariances of the 2 sets. We again apply this new transform to the source image and show

the result in Figure 6.4. The quality of the colour stabilisation in this case is more convincing.

We also consider in this work another representation of the covariance structure of a

point set which is autocorrelation (see Section 5.2), and we present a 2nd approach for the
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Fig. 6.4 Results of the colour stabilisation for LST (left) versus MKT (right) using the SIFT
points.

MKT-based method using the autocorrelations of the point sets. One interesting property of

MKT presented also in Section 5.2 is symmetry. The colour stabilisation methods that we

consider in what follows are based on symmetric transforms.

6.3 Other Methods for Colour Image Stabilisation

We will compare our proposed method based on the Monge-Kantorovitch transform (MKT)

to 3 other recent methods.

The first colour stabilisation method, described in [90], is based on the Scale-Invariant

Feature Transform (SIFT). The SIFT algorithm is used to find the sets of matching points

between the 2 images, the source and the target, and solve the mapping between the 2 sets

by least-squares regression. The transform is then applied to the source image to match the

target.
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The second method by Vazquez-Corral and Bertalmío [90] is a 2-step approach using

both the SIFT [91] and the RANdom SAmple Consensus (RANSAC) [92] to refine the sets

of corresponding points and find the best linear transform matching the two sets of points.

While this method can work well, the RANSAC process is computationally laborious. The

method uses SIFT and RANSAC to find correspondence points in the 2 images, the source

and the target, and calculate the least-squares transform with these points. The transform is

then applied to the source image to match the target. More details about these 2 methods are

presented in Chapter 2.

The last method that we consider is the colour transfer MKL by Pitié and Kokaram.

[111] which is also based on the symmetric transform MKT. Colour transfer MKL finds the

mapping of all the colours in one image to another (and not considering only the SIFT sets

of points which correspond to the content that is similar). The method relates two images

with a linear transform (again we are treating the colour stabilisation problem as one of

mapping images, and not just the overlapping content). Further, using the colour transfer

MKL approach for colour stabilisation between frames of the same scene is also novel.

We made the least-squares transform symmetric (see next section) for a fair comparison

with the symmetric MKT-based approaches. That way all compared methods use symmetric

transforms.
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6.3.1 Symmetric Least-squares Transform Calculation

Given Fsrc and Ftar, N ×3 matrices of matching points between the source image Isrc and

target images Itar, we first calculate the products of Fsrc by the set of 3× 3 symmetric

matrices Ui j having 1 at positions (i, j)and( j, i) and zeros elsewhere.

The N ×3 matrix products are defined as follows:

A11 =


fr1

fg1
fb1

...
...

...

frN
fgN

fbN




1 0 0

0 0 0

0 0 0


, A22 =


fr1

fg1
fb1

...
...

...

frN
fgN

fbN




0 0 0

0 1 0

0 0 0



A12 =


fr1

fg1
fb1

...
...

...

frN
fgN

fbN




0 1 0

1 0 0

0 0 0


, A23 =


fr1

fg1
fb1

...
...

...

frN
fgN

fbN




0 0 0

0 0 1

0 1 0



A13 =


fr1

fg1
fb1

...
...

...

frN
fgN

fbN




0 0 1

0 0 0

1 0 0


, A33 =


fr1

fg1
fb1

...
...

...

frN
fgN

fbN




0 0 0

0 0 0

0 0 1


(6.2)

Using the matrices
{

Ai j
}

we create the matrix Msrc which is 3N×6 defined such as each

of its 3N ×1 column vector Msrci j
has the elements of Ai j.

Then for every column vector Msrci j
we solve x in the following equation:
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vtarx = Msrci j
i, j ∈ [1,6] (6.3)

where vtar is 3N ×1 vector and has the R, G and B elements from Ftar. xi j = Msrci j
\vtar is a

solution of the equation for every column vector Msrci j
.

Solving Equation 6.3 corresponds to solving 3N equations in 3N unknowns. The

symmetric least-squares transform can be written as follow:

TLST =


Msrc11

\vtar Msrc12
\vre f Msrc13

\vtar

Msrc21
\vtar Msrc22

\vtar Msrc23
\vtar

Msrc31
\vtar Msrc32

\vtar Msrc33
\vtar


(6.4)

6.4 Datasets for Colour Stabilisation

The first and second datasets are series of images of a variety of urban scenes captured in

Barcelona (Spain) by Vazquez-Corral et al. [90] [128]. Every scene was captured twice under

different angles (two perspectives). The images –the source and the target– are the outputs

from the camera pipeline. In order to establish a ground-truth colour stabilised image, every

scene was captured with perspective relative to the source image and capture parameters of

the target image [90].

Changing the perspective to take the second capture of the scene results in two non-aligned

images showing the same objects but with a small change in colour. The more the two
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perspectives are different, the more this difference in colour is noticeable and therefore the

need for colour stabilisation becomes important. The colour change between the paired

images may also be due to a change in the illuminant.

In the discussion that follows we will consider 3 images. First we have the image pair

from an image sequences and it is this pair for which we want to stabilise the colour. We will

talk about mapping the source image to the target (respectively, the first and second image in

the pair). Of course we will not be able to map the colours exactly. However, a ground-truth

image was captured for every scene with perspective relative to the source image and capture

parameters of the target image [90]. We use the ground-truth image as the best possible

colour stabilised image to evaluate the methods.

The first dataset has 10 images of 5 different scenes [90]. To emphasize the colour

difference between the two images of the same scene for the purpose of performance

evaluation, different AWB modes were used (see Figure 6.5). The source image was taken

with AWB on, and the target with “illuminant = sunny”. The images are in RGB JPEG

format (3072×1728 pixels).

The second set of images has 40 scenes [128]. The images were taken using two camera

models, Nikon D3100 (12-bits) and Canon EOS80D (14-bits). Manual mode was used in

order to have full control over exposure time, white balance, ISO value, and aperture. The

source, target and ground-truth images are in a JPEG format (4608× 3072 pixels). All

images were reduced to size 1152×768. The down-sampling might remove some details
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Fig. 6.5 Scenes from the first dataset. From left to right: source image, ground-truth image
and target image.

and introduce spatial distortions of the image content but it globally preserves the content

relations between the images.

In all our experiments the input images are rendered jpegs. The underlying colour

stabilisation are carried out in a linearised space. Linearisation is carried out using the

method described in the next section.

In the next section we will run a variety of colour stabilisation algorithms to map source

image to the corresponding target image yielding what we call a colour-stabilised image.

The performance evaluation of the algorithms consists in comparing the ground-truth image

to the colour-stabilised image for every scene.
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Fig. 6.6 Scenes from the second dataset. From left to right: source image, ground-truth image
and target image.

6.5 Experiments and Results

We evaluate our two approaches –covariance and autocorrelation-based MKT colour stabilisation–

against recent methods: the SIFT [3] and RANSAC-based colour stabilisation methods

[90], the colour transfer MKL (based on the MKT symmetric transform). The SIFT

and RANSAC-based methods use a least-squares transform computed with the SIFT and

RANSAC output points that we made symmetric for a fair comparison of all the methods.

The calculation method of the symmetric LST is described in Section 6.3.1. That way all

compared methods use symmetric transforms.
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For every scene, we first estimate the gamma-correction factor to linearise the images

(see next section) using the SIFT+RANSAC algorithm outputs. Then we perform a reverse

gamma-correction to linearise the images (the other camera pipeline processing steps are not

reversed) and we calculate for 3 different SIFT threshold values (th = {0.005,0.007,0.009})

the SIFT outputs on the linearised images successively that we use in the different transforms

calculation. As described in [90], to avoid the possible inaccuracies of the SIFT matches we

first compute smoothed versions of the original images, after convolution with a Gaussian of

standard deviation σ = 5. We use the SIFT code from [3][4].

We calculate the transform with each of the methods. We then apply the transform

to the source (first image) image, we re-do the gamma-correction and we compare the

colour-stabilised image to the ground-truth image using various metrics. We evaluate the

performance of the methods and compare them with summary statistics.

6.5.1 Gamma Estimation

We first estimate the gamma value γ for every scene, using the methodology described

in [90]. For each pair of images, source Isrc and target Itar, we linearise the data (JPEGs

outputs of the camera pipeline) with γ = 2.2 to run SIFT (for every threshold value th =

{0.005,0.007,0.009} ). The threshold filters the small features (in absolute value in the

DoG scale space). With a small threshold the number of features increases. We obtain the

correspondences points with SIFT. We refine these correspondences with RANSAC, which
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removes the matches that cause a large colour error and we obtain two matches matrices.

The parameter values that we use for RANSAC are the same as in [90]): 5 points to fit the

model, 1000 iterations, a threshold value of 0.09 for determining when a datum fits a model,

and 0.001 as the minimum length of the solution vector.

We estimate the values of the gammas using the least-squares transform and by solving

a polynomial regression:. For different values g1 and g2 ranging from 2 to 3, we use two

matches matrices Fsrc and Ftar (JPEG pixels values), we first calculate the least-squares

transform TLST such as Fg2
tar = Fg1

srcTLST . Then we solve the polynomial regression between

Fg2
tar and Fg1

srcT . The best pair of gammas g1 and g2 is the one that gives the smallest value for

the polynomial P coefficient with the highest degree i.e. error min |P(1)−1| where || is the

absolute value. Finally by ratios equalisation, one gamma parameter (the largest) is set to 2.2

and the other to the estimated normalised value, by solving 2.2/g = g1/g2 when g1 > g2.

Considering that SIFT and RANSAC were used to estimate the gamma values, we can

expect the results to be slightly in favour of theses two methods. In fact we observed that

estimating the gammas with the MKT approaches gives better results when evaluating these

methods. In what follows, we use one estimation of the gammas (g1,g2) based on the

least-squares regression.
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6.5.2 Colour Error Metrics

We rely for the performance evaluation and the comparison on different error metrics.

For every scene, given the colour-stabilised and the ground-truth images we calculate the

Euclidean distance image-difference, the colour-difference in the CIE76 space, the CIE

2000 colour-difference ∆E00 [86][87] (see 2.4.2 for more details about these state of the art

metrics) and the improved Colour-Image-Difference (iCID) [129][130].

The Colour-Image Difference (CID) metric [130] was initially developed for optimising

gamut-mapping and predicting its distortions. It contains local comparison terms for

computing lightness-difference, lightness-contrast, lightness-structure, chroma-difference

and hue-difference. Its framework comprises image normalization by an image-appearance

model, features (Image-Difference Features IDFs) extraction, and features combination.

The metric that we use is the improved version iCID [129] which was designed to avoid

the artefacts of the CID-based gamut-mapping optimizations due to the gamut distortions

(and avoid predictions inconsistent with the perception). The common artefacts are the

lightness inversion and banding and the chromatic ringing and edges. The iCID metric (see

Equation 6.5) has a total of 10 parameters: the weighting parameters c1, ...,c7, the window

size k and the standard deviation for computing the Gaussian weights.The image comparison

is operated in the perceptually uniform LAB2000HL colour space (HL stands for hue linear)

[131].
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iCIDP(Isrc,Itar)= 1− 1
|P| ∑i∈P

[lL(xi,yi).cL(xi,yi).sL(xi,yi)
α .lC(xi,yi).lH(xi,yi).cC(xi,yi).sC(xi,yi)]

(6.5)

where P is an index set with the pixels positions and |P| is the cardinal number of P. The

pixels (xi,yi) in the window (sub-region) are extracted from the LAB2000HL images Isrc

and Itar. lL is the lightness-difference comparison term, cL is the lightness-contrast, sL is the

lightness-structure, lC chroma-difference, lH is the hue-difference, cC is the chroma-contrast

and sC is the chroma-structure.
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6.5.3 Results

Results on 10 scenes Barcelona Series Dataset

In this section we present the quantitative and qualitative results of the colour stabilisation

methods on the two datasets of images. We evaluate the performance of the methods with

different error metrics.

For the first dataset of 10 scenes, we present the mean and median error results in

Table 6.1. our MKT-based approaches give as good results as RANSAC, in particular the

MKT autocorrelation method. The ∆E∗
00 and iCID mean errors for MKT autocorrelation and

RANSAC are very close and the median errors are the same. MKT autocorrelation seems to

be a good alternative to the computationally expensive method RANSAC.

Considering the output images of the methods –we present four examples in Figure 6.7–

we can say that our approaches deliver overall convincing visual results, where the colour

transfer MKL, SIFT and sometimes RANSAC fail. On the first example, RANSAC

and the autocorrelation-based MKT give similar visual results. On the second example,

correlation-based MKT succeeds to restore the saturated red of the motorbike while the result

with RANSAC is less convincing. The covariance-based MKT image shows a stronger yellow

hue on the facades of the buildings which is different from the colour in the ground-truth

image. One the third example, the orange of the truck is well restored using RANSAC.
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Table 6.1 Quantitative performance evaluation of the colour stabilisation methods on the first
dataset: error measures with four different metrics. Top table: mean errors. Bottom table:
median errors. In brackets, the best threshold parameter values.

Dataset 1 

Mean 
error 

SIFT 
 

(0.009)       

RANSAC 
 

(0.009)       

MKT 
autocorrelation 

(0.009)       

MKT 
covariance 

(0.007)       

Colour 
transfer 

MKL 

Euclidian 
distance 

0.107    0.095    0.100    0.106 0.104    

CIE76 
error 

15.955    14.487    14.280   15.044 15.657    

𝚫𝑬𝟎𝟎
∗  12.192    11.066    10.995    11.553 12.267    

iCID 0.554     0.538     0.536     0.548 0.588 

 

Median 
error 

SIFT 
 

(0.009)       

RANSAC 
 

(0.009)       

MKT 
autocorrelation 

(0.009)       

MKT 
covariance 

(0.007)       

Colour 
transfer 

MKL 

Euclidian 
distance 

0.103     0.099    0.099     0.102 0.0971   

CIE76 
error 

14.807    13.580    13.661 14.540 13.511    

𝚫𝑬𝟎𝟎
∗  11.967   10.497    10.708   12.225 11.508     

iCID 0.531    0.531   0.531     0.532 0.578 

 

 
However both RANSAC and our two approaches fail regarding the walls colour. On the last

example, our approaches work better than the other methods.
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Fig. 6.7 Qualitative performance evaluation of the colour stabilisation methods on the first
dataset: output images of four scenes (a)(b)(c) and (d). For every scene, from left to right:
(Top row) Target, ground-truth and source images, (middle row): SIFT, RANSAC(bottom
row) MKT autocorrelation, MKT covariance and colour transfer MKL. SIFT parameter is th
= 0.005
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Results on 40 scenes Barcelona Series Dataset

For the second dataset of 40 scenes, we present the mean and median error results in Table 6.2.

We calculate the error in the centre area of the images for every scene. The mean and median

errors are in the same range as for the results on the first dataset. The Euclidean distance,

∆E∗
00 and iCID errors are smaller with this dataset for all methods. The SIFT and RANSAC

method handles very well this dataset and gives much better results in terms of mean and

median errors than on the first dataset. Our MKT-based approaches do not give very good

quantitative results on this dataset, due partially to the loss of information when resizing the

images.

In what follows we present the output images of the six methods including our two

MKT-based approaches. The results are overall good with our approaches that we recall are

cost effective compared to the RANSAC algorithm. On the first example, RANSAC and

autocorrelation-based MKT present artefacts on the wall and plants in the images. However,

the colours in the rest of the image are well recovered. On the second example, SIFT,

RANSAC and our methods do not give this artefact. However, the dark edges of the window

panes are less visible with these methods. On the last example, our approaches give very

convincing visual results.
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Table 6.2 Quantitative performance evaluation of the colour stabilisation methods on the
second dataset: error measures with four different metrics. Top table: mean errors. Bottom
table: median errors. In brackets, the best threshold parameter values.

Dataset 2   

Mean 
error 

SIFT 
 

(0.007) 

RANSAC 
 

(0.007) 

MKT 
autocorrelation 

(0.005) 

MKT 
covariance 

(0.007) 

Colour 
transfer 

MKL 

Euclidian 
distance 

0.084     0.079     0.085     0.100 0.110    

CIE76 
error 

14.290    13.534    15.634    18.894 17.115    

𝚫𝑬𝟎𝟎
∗    9.749     9.218    10.686    12.740 12.273     

iCID 0.405    0.393     0.429     0.476 0.482 

 

Median 
error 

SIFT 
 

(0.007) 

RANSAC 
 

(0.007) 

MKT 
autocorrelation 

(0.005) 

MKT 
covariance 

(0.007) 

Colour 
transfer 

MKL 

Euclidian 
distance 

0.067    0.061    0.072    0.091 0.098   

CIE76 
error 

11.991    11.909    14.124    17.267 15.297    

𝚫𝑬𝟎𝟎
∗  8.277     7.439     9.234   11.225 11.452     

iCID 0.353     0.359     0.398   0.437 0.483 
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Fig. 6.8 Qualitative performance evaluation of the colour stabilisation methods on the second
dataset: output images of four scenes (a)(b)(c) and (d). For every scene, from left to right:
(Top row) Target, ground-truth and source images, (middle row): SIFT, RANSAC(bottom
row) MKT autocorrelation, MKT covariance and colour transfer MKL. SIFT parameter is th
= 0.005
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6.6 Conclusion

We introduced in this chapter a new use of the Monge-Kantorovitch transform (MKT) in

colour stabilisation. We consider the problem using a set of matching points: we need

to transfer the colour gamut from a target image to a source image. The algorithms

we introduced comes in two steps: first it computes the SIFT matching points between

two images of the same scene, and second it computes the MKT transform using the

autocorrelation or covariances matrices of the matching points. Finally the colour stabilised

result image is obtained by applying the transform to the source image.

We compare the algorithms, the autocorrelation and covariance-based MKT, to other

recent methods of colour transfer: SIFT and RANSAC [90], colour transfer MKL [111]. The

performance evaluation on two datasets of images showed that our method performs well and

gives comparable quantitative and visual results to the computationally expensive RANSAC.



Chapter 7

Conclusion and Future Work

In the presented work we considered two important colour processing operations: colour

constancy and colour stabilisation. First we examined the ColorChecker dataset for illuminant

estimation. We discovered a problem with the dataset ground-truth –correct answers of the

illuminants colours–. We showed that not only different sets of ground-truth exist but also

that their calculation methodologies are not correct. We investigate the sources of errors in

the calculations and the impact on the performance evaluation and rankings of the algorithms.

Finally based on the methodology described by Shi and Funt we re-processed the dataset

images and re-calculated the ground-truth that we named the RECommended set and we

present in this work as well as on the colorconstancy.com web-site extensive results of the

algorithms evaluation in terms of angular errors.
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This project let us emphasize the importance of the accuracy of the ground-truth and the

repeatability of the evaluation procedure when evaluating the performance of algorithms and

comparing them.

As a future work, we would like to examine the learning methods for illuminant estimation.

The ground-truth is used for learning the model and therefore the performance of a learning

algorithm is truly affected by the accuracy of the ground-truth. We would like to re-evaluate

these methods on the ColorChecker dataset using the REC ground-truth and give a final

answer for the evaluation and rankings.

In the next contribution of this thesis, we focused on a specific method of illuminant

estimation for colour constancy which is the chromagenic method. In particular, we re-visited

the pre-processing step of the method which is chromagenic colour correction. In the

chromagenic method, the scene is captured twice with a without a coloured filter. A transform

that describes the relationship between the two images is calculated. A calibration step is

needed : for a set of filtered and unfiltered images, a set of transforms is calculated. Each

transform is relative to a pair of images and goes in pair with an RGB colour vector which

is the ground-truth illuminant in the captured scene. For a new pair of captured images,

the best transform which gives the best mapping between the two images is selected and

gives the estimate of the illuminant. The original chromagenic method uses the least-squares

regression to calculate the initial set of transforms and solve for the best transform. However,

the least-squares transform works only when the images are registered, and registering images
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is a costly processing task, We proposed to replace it by the Monge-Kantorovitch transform

(MKT) which works without the need for image registration. We test our approach on two

sets of chromagenic images that we collected: the Kampo dataset and the UEA dataset.

Candidly, we did not actually use our method to try and solve for the illuminant. Rather, we

became very interested in the general potential of the MKT. The results in chapter 5 showed

we could register colours without registering the images.

Of course, as a follow-up for this project we would like to use MKT for chromagenic

illuminant estimation and perform colour constancy. Although we expect our approach to

work well without the need to register the images, we believe additional tuning is needed to

develop a performing chromagenic algorithm to estimate the illuminant which can work well

in the case of real images and compete with state of the art and recent methods.

Another idea we would like to demonstrate, is about improving the Kampo diagnosis

system by performing MKT chromagenic colour constancy on the system input face images.

The advantage of the image-based system is to emit a medical diagnosis by taking a face

image (similar to a selfie) in any uncontrolled lighting conditions (the scene can have shadow,

indoor artificial lighting, multiple light sources). The evaluation of the method is possible by

comparing the diagnosis emitted by the image-based system to a traditional diagnosis made

by a Kampo doctor.

In the last contribution of this thesis we use MKT to solve for colour stabilisation –a

further processing of the camera pipeline output image– which is particularly useful in live
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TV broadcasting and amateur video. We evaluated our approach on two datasets of images

and we compared it to other competitive methods like MKL for colour transfer and the

computationally expensive RANSAC. The MK-based method that we propose performs well

and by optimising the code, it is possible to have in the future a better performing algorithm.
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