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Abstract
In Spectral Reconstruction (SR), we recover hyperspectral

images from their RGB counterparts. Most of the recent ap-
proaches are based on Deep Neural Networks (DNN), where
millions of parameters are trained mainly to extract and uti-
lize the contextual features in large image patches as part of
the SR process. On the other hand, the leading Sparse Coding
method ‘A+’—which is among the strongest point-based base-
lines against the DNNs—seeks to divide the RGB space into
neighborhoods, where locally a simple linear regression (com-
prised by roughly 102 parameters) suffices for SR.

In this paper, we explore how the performance of Sparse
Coding can be further advanced. We point out that in the orig-
inal A+, the sparse dictionary used for neighborhood separations
are optimized for the spectral data but used in the projected RGB
space. In turn, we demonstrate that if the local linear mapping is
trained for each spectral neighborhood instead of RGB neighbor-
hood (and theoretically if we could recover each spectrum based
on where it locates in the spectral space), the Sparse Coding al-
gorithm can actually perform much better than the leading DNN
method. In effect, our result defines one potential (and very ap-
pealing) upper-bound performance of point-based SR.

1. Introduction
The spectral signature of light signals is often regarded as a

rich descriptor of object surfaces and light sources. Hence, hy-
perspectral cameras [14, 16] are developed to record high reso-
lution radiance spectra at each pixel of the scene. This technol-
ogy is found useful in many industrial applications such as remote
sensing [15, 8], medical imaging [35], food processing [27], de-
vice color characterization [9, 29] and computer graphics [19, 33].
However, precise spectral measurements often require some form
of scanning—either spatial, spectral and/or temporal—which re-
sults in long integration time, low light sensitivity and/or low res-
olutions.

Spectral Reconstruction (SR) is one of the approaches for
mitigating the need for accurate physical measurements in hy-
perspectral imaging. In SR, high resolution spectra are recov-
ered from spectral images of fewer spectral channels, and many
consider to train SR directly from the easily accessible RGB im-
ages, e.g., [4, 5]. This problem may seem insoluble at the first
glance. Indeed, only 3 coarsely averaged spectral measurements
are recorded at a pixel of an RGB image—respectively in the Red,
Green and Blue spectral regions, and to obtain an SR-from-RGB
map would mean we are to solve a 3-to-n inverse problem [31]
(where n� 3 is the number of sampled wavelengths of the hyper-
spectral measurement).

In spite of its highly ill-posed nature, since as early as 1986

[24] to-date, many algorithms have been proposed to solve the
SR problem. Historically, the SR mapping is trained on match-
ing point measurements of RGBs and spectra, and the solved
map is ‘one-to-one’ from each RGB to the most probable and/or
most reasonable spectral estimation. Examples include regression
[18, 11, 26, 22], Bayesian inference [7, 25] and iterative optimiza-
tion [6, 36]. Recently, as large hyperspectral ‘image’ databases
are made available [3, 34, 26], highly data-driven Deep Neural
Network (DNN) and Sparse Coding approaches come to the fore.

On one hand, leading DNNs [4, 5, 30, 20] seek to utilize the
image content information by training a patch-based mapping,
i.e., the RGBs are regressed as part of its proximal pixels. While
the DNNs have proved to be effective (recently it is believed that
DNNs provide the state-of-the-art performance [4, 5]), they are
often parametrized by millions of model parameters, which re-
sults in much longer training time compared to the legacy meth-
ods, usually also with much higher hardware requirements (e.g.,
large-memory GPUs). And, realistically, the training data that is
available is not large enough to optimally train such a large num-
ber of parameters.

On the other hand, the leading Sparse Coding method ‘A+’
[1] continues to train an effective point-based mapping (where
each pixel of an image is regarded as an independent data entry),
but instead of targeting a single function (i.e., a mapping that is el-
igible for all RGB inputs), the algorithm seeks to explicitly divide
the RGB space where, in each local RGB neighborhood, a differ-
ent SR mapping is used. And, each local mapping is described by
a simple ‘linear regression’ [21]. Despite its simplicity, research
shows that A+ not only provides comparable SR performance to
some early DNNs [1], but also ensure much better color fidelity
[21, 23] and stability under exposure change [22].

As it stands, A+ still falls short in SR accuracy compared
to the top DNN models [23]. However, we found that the neigh-
borhood assignment of A+ is actually not optimized, in that the
sparse dictionary [2] used for defining the RGB neighborhoods is
optimized for the spectral data but not the RGBs. Based on this
finding, we investigate how A+ would have performed if the lin-
ear regressions are trained for individual spectral neighborhoods
rather than the RGB neighborhoods. Surprisingly, we show that
if all spectra are recovered using the correct regressions—that
is if we pair all of them with the correct spectral-neighborhood
labels—our new Sparse Coding setup is able to reach an SR per-
formance substantially beyond the leading DNN.

While we leave the question open as of how to obtain the
spectral neighborhood information when the ground-truth spec-
tra are practically unknown (perhaps through additional physical
measurements and/or by a learned estimation), our result opens up
a new route for seeking a point-based SR map that can be more



accurate than the patch-based and heavily parametrized DNNs.
The rest of the paper will be organized as follows. In Section

2, we introduce the A+ Sparse Coding algorithm and the com-
pared DNN method. In Section 3, we present the proposed Sparse
Coding upgrade. Experimental procedures are introduced in Sec-
tion 4. The results and future work discussion are provided in
Section 5. This paper concludes in Section 6.

2. Methods
The relation between RGB and hyperspectral images at a sin-

gle pixel can be written as [32]:

[sR,sG,sB]
Tr = x , (1)

where the n-component r vector refers to the n-channel discrete
hyperspectral measurement of the radiance spectrum, sR,sG and
sB are the spectral sensitivity functions [32] of the R, G, and B
sensors, respectively, and x is the resulting RGB camera response.

Hereafter, we use the matrix R to denote the training-set
spectra (each column of R is one spectrum) and the matrix
X to denote the RGB counterparts derived from R following
[sR,sG,sB]

TR = X.
In SR, we seek to solve the inverse problem [31] of the above

RGB imaging process. That is:

Ψ(x)≈ r , (2)

where Ψ denotes the SR algorithm.

2.1. A+ Sparse Coding

2.1.1. Dictionary Training
The training scheme of the A+ algorithm is illustrated in the

top panel of Figure 1. The common first step of a Sparse Coding
algorithm is to find an effective dictionary to represent the data.
In A+, the K-SVD algorithm [2] is used, where a given number of
K representative spectra—also called the ‘atoms’—are found:

Dr = K-SVD`(R) = [r1,r2, · · · ,ri, · · · ,rK ] . (3)

These atoms are optimized such that all spectra in the training
dataset can be derived by their linear combinations with minimal
errors. In addition, upon running the K-SVD, we often set a ‘spar-
sity constraint’ `, which limits the algorithm to use only ` atoms
to recover each spectrum (`� K).

Next, following Equation (1), we derive the RGB counterpart
of Dr, denoted as the RGB dictionary Dx:

Dx = [sR,sG,sB]
TDr = [x1,x2, · · · ,xi, · · · ,xK ] . (4)

Hereafter we call the columns of Dr and Dx respectively the spec-
tral and RGB atoms for distinction.

2.1.2. Linear Regression in Each RGB Neighborhood
Each RGB atom in Dx defines an RGB data neighborhood

roughly centers at the atom. In A+, we train an SR regression for
each RGB neighborhood using only the neighboring data of its
centering atom.

Let us take the ith neighborhood (centering at xi) as an ex-
ample. We find the N nearest RGB neighbors of xi in X (the
training-set RGBs):

Xi = ProxN(X,xi) = [xi,1,xi,2, · · · ,xi, j, · · · ,xi,N ] . (5)

Figure 1. The training and reconstruction schemes of A+ Sparse Coding.

Here, the ProxN function calculates and ranks the Euclidean dis-
tances of normalized vectors, i.e., both xi and the training-set
RGBs (columns of X) are normalized to unit-lengths when cal-
culating the distances. But, in the resulting Xi matrix, the un-
normalized ground-truth vectors are recorded.

For each nearest neighbor in Xi, we also record the corre-
sponding matching ground-truth spectrum in the corresponding
column of Ri:

Ri = [ri,1,ri,2, · · · ,ri, j, · · · ,ri,N ] . (6)

Given both Xi and Ri, we solve the ith-neighborhood SR
mapping, denoted as Ψi, following a regularized least-squares
minimization [18]:

min
Mi
||Ri−MiXi||22 + γi||Mi||22 =⇒ Ψi(x) = Mix , (7)

where Mi is an n× 3 regression matrix that constitutes Ψi(x),
and γi refers to the regularization parameter which controls the
penalty for large ||Mi||22 while minimizing the least-squares term
(this setting stabilizes the Mi solution and prevents it from over-
fitting the training data [31]).

In practice, Mi can be solved in closed form [18], while
the proper value for γi is typically searched for using a cross-
validation methodology [13]—a separate validation-set data is
tested with a wide range of different γi values (we search between
10−20 and 1020), and the γi that minimizes the recovery error is
selected (here we use the MRAE error metric [4, 5], which will
be introduced in the experimental section).

2.1.3. Reconstruction
The reconstruction procedure of A+ is illustrated in the bot-

tom panel of Figure 1. Straightforwardly, because the local linear
regressions are optimized for the data around each RGB atom, for
each testing RGB in reconstruction we are to apply the regression
that is attached to its closest RGB atom in Dx.



Mathematically, we write:

Prox1(Dx,x) = xq =⇒ Ψq(x)≈ r , (8)

which means if among Dx the closest atom to the testing RGB
x is xq, we say x locates in the qth neighborhood and apply the
qth local regression Ψq(x) (trained using Xq and Rq) to recover
spectrum.

Note that the Prox1 function—similarly to the ProxN

function—also calculates the distances of normalized vectors.

2.2. Compared Method: HSCNN-R Network
There are many DNN-based SR algorithms proposed in

the recent literature, most of which are based on the Convolu-
tional Neural Network (CNN) or Generative Adversarial Network
(GAN) architectures. In this paper, we benchmark the HSCNN-R
method [30], which is among the top models trained on our con-
cerned hyperspectral image dataset ‘ICVL’ [3], according to the
NTIRE 2018 Spectral Reconstruction Challenge [4].

HSCNN-R is a CNN-based method, which is trained to map
50× 50 RGB image patches to their corresponding hyperspec-
tral image patches. The network adopts a deep residual learning
framework [17]. Each residual block consists of 2 convolutional
layers and 1 ReLU layer, and all convolutional kernels are set to
3×3. We set the depth of the network to be 34 and the filter num-
bers in each layer to be 64, based on one of the suggestions in the
original work [30].

3. Proposed Sparse Coding Upgrade

3.1. Linear Regression in Each Spectral Neighbor-
hood

In our proposed framework (Figure 2), we do not operate the
neighborhood regressions in the RGB space. Instead, we seek to
train a bespoke regression in each spectral neighborhood center-
ing at the spectral atom.

Returning to Equation (5), and let us continue to use the ith

neighborhood as an example, here we group the N nearest spectral
neighbors of ri in R (training-set spectra) instead:

R′i = ProxN(R,ri) . (9)

Correspondingly (and similarly to Equation (6)), we record the
matching RGBs of these spectral neighbors in the corresponding
columns of X′i.

Clearly, R′i and X′i represent a different set of data com-
pared to Ri and Xi (Equation (5) and (6)). Indeed, for example,
it is well known in color science that two very different spectra
can correspond to the same RGB response under a given view-
ing condition—i.e., these two spectra are metameric [12], which
means it is possible for two spectra to be neighbors in the RGB
space but not simultaneously in the spectral space.

Then, following Equation (7) while replacing Ri and Xi by
R′i and X′i, respectively, the ith local regression Ψi(x) is calculated
under our new proposed setting.

3.2. The ‘Oracle’ Reconstruction Scenario
Since the local regressions are optimized for each spectral

neighborhood, ideally, we should reconstruct each spectrum r

Figure 2. The training and (oracle) reconstruction schemes of our new

Sparse Coding setup.

based on where it locates in the spectral space:

Prox1(Dr,r) = rq =⇒ Ψq(x)≈ r . (10)

However, in the practical situation where the ground-truth spec-
trum r is unknown, we shall not be able to calculate Prox1(Dr,r).

Sometimes the approach we are taking is called an ‘oracle
method’. To solve Equation (10) we need to know the radiance
spectrum that we are trying to recover. Or, we need an all seeing
oracle to make the assignment for us. Oracle methods are often
used to make perfect decisions that are—at the time of writing
a paper—difficult to make algorithmically. In effect, in this pa-
per, we have defined the ‘Oracle A+’ method. And, this method
usefully bounds how well A+ can work, in general.

We remark that the spectral neighborhood information might
be obtained via physical measurements (from the sound of it, mea-
suring the spectral neighborhood should only need to be a coarser
measurement than hyperspectral imaging); or, we may seek to
estimate the spectral neighborhood labels from the RGBs; or a
combination of both.

4. Experiment

4.1. Database
In this paper, we benchmark on the ICVL hyperspectral im-

age database [3]. In ICVL, there are 200 scenes of size 1300×
1392 and 31 spectral channels, referring to the spectral measure-
ments between 400 to 700 nanometers (the ‘visible range’) with
10-nanometer intervals.

The ground-truth RGB images were generated from the hy-
perspectral images using Equation (1) with CIE 1964 color match-
ing functions [10] as the camera’s spectral sensitivity functions.
We note that this setting is standard for the bi-annually NTIRE
Spectral Reconstruction Challenges [4, 5].



4.2. Performance Metric
We use the following metrics to evaluate the methods:

• Mean-Relative-Absolute Error

MRAE =
1
n

∣∣∣∣∣∣∣∣ r−Ψ(x)
r

∣∣∣∣∣∣∣∣
1
, (11)

where r and Ψ(x) are respectively the ground-truth and SR-
recovered spectra, n is the number of spectral channels (n = 31
for ICVL database), and the division is element-wise to the vec-
tors. In essence, MRAE calculates the averaged percentage L1
deviation with respect to the ground-truth spectral intensities over
all spectral channels. This metric is the standard protocol used
to benchmark the most recent models, particularly those based on
DNNs [4, 5].

• Root-Mean-Square Error

RMSE =

…
1
n
||r−Ψ(x)||22 . (12)

Here, unlike MRAE, the RMSE is a ‘scale-dependent’ metric,
which means the brightness level and/or the bit-depth of the spec-
tral data will influence the scale of RMSE. Hence, it is essential to
note that the ICVL database uses 12-bit encoding (with the maxi-
mal value of 4095) [3] when interpreting the RMSE results.

4.3. Training, Validation, and Testing
We follow a 4-fold cross validation process [28]: the total

of 200 scenes are separated into four sets of 50 scenes, and while
each set is in turn reserved for evaluation, the rests are used for
training (two sets; 100 scenes) and validation (one set; 50 scenes).

The training process of Sparse Coding includes training the
spectral dictionary and the local linear regressions. Following the
original work of A+ [1], we randomly sample 3,000 pixels per
training image for dictionary training and 30,000 pixels per image
for training the local linear regressions. Also, for fair comparison,
we use the same settings for number of atoms (K = 1024), sparsity
(` = 8) and number of nearest neighbors (N = 8192) in our new
method, as what was originally suggested for A+ [1].

Then, the validation process of Sparse Coding refers to tun-
ing the γi value in Equation (7) (for each and every local re-
gression). Since each local regression is trained specifically for
that neighborhood, we also need to determine which data points
among the validation set (also downsampled to 30,000 pixels per
image) are in the concerned neighborhood, and subsequently use
only these neighborhood data to tune the γi value. We do this by
using the ProxN function in Equation (5) for A+ (or Equation (9)
for the proposed method), while setting N = 8192/2 = 4096—
this is because the validation set is half the size of the training
set.

Finally, in testing, we test on all pixels and images of the
testing set, and the averaged result of the 4 cross-validation trials
is presented.

Note that for the compared method, HSCNN-R, we do not
downsample the pixels in training and validation, and the valida-
tion step refers to determining the stopping epoch of its iterative
training process. Interested readers are pointed to [30] for more
details.

Table 1. The mean (± standard deviation) hyperspectral image
reconstruction accuracy measured in MRAE and RMSE.

Method MRAE RMSE
A+ 0.0381 (±0.0199) 23.26 (±11.85)

HSCNN-R 0.0176 (±0.0111) 16.38 (±11.48)
Proposed 0.0149 (±0.0095) 10.27 (± 6.01)

Figure 3. Reconstruction error maps of an example scene in MRAE.

5. Results and Future Work
In Table 1, we show the mean and standard deviation of the

per-image mean errors in MRAE and RMSE. Also, in Figure 3,
we present the MRAE error maps of one example scene recovered
by the tested methods.

Evidently, our proposed modification to A+ considerably im-
proves the upper-bound performance of Sparse-Coding-based SR.
This advance indicates that using our new way of defining neigh-
borhoods, on average, the local regressions are trained to recover
spectra much more accurately. It would be interesting to study the
cause of this result in the future work.

Next, given that the upper-bound performance of the point-
based and shallow-learned Sparse Coding is now better than the
leading DNN method, we may further ask how we can approach
this upper-bound performance (i.e., how we can correctly predict
the spectral neighborhood of an RGB). The answer to this ques-
tion may potentially lead us to an entirely point-based SR solution
that performs on par with or even better than the leading DNNs.

On the other hand, we may also explore the possibility of a
‘Sparse-Coding-guided’ hyperspectral imagery, where the spec-
tral neighborhood information is physically measured apart from
the RGB imaging—essentially, our new Sparse Coding can serve
as a guide to what to measure in order to make SR more accurate.



6. Conclusion
Spectral Reconstruction (SR) algorithms are trained to re-

cover hyperspectral information from RGB camera responses.
Recently, Deep Neural Networks (DNN) are considered the state-
of-the-art approaches to SR, however, they are often excessively
parametrized, which leads to long training time and high hardware
requirements. Alternatively, the much simpler leading Sparse
Coding ‘A+’ seeks to define local neighborhoods in the RGB
space, where in each RGB neighborhood only a simple linear re-
gression is trained and used. Yet its performance do not compare
to the leading DNN methods.

In this paper, we show that the upper-bound performance of
the leading Sparse Coding method can be further advanced if we
localize the regressions in spectral neighborhoods rather than the
RGB neighborhoods (the upper-bound is met when we could lo-
cate the neighborhoods of all target spectra). Moreover, we show
a cross-validated experimental result that this upper-bound per-
formance is clearly better than the leading DNN method. For fu-
ture work, we shall seek the physical and/or learning means of
acquiring the spectral neighborhood information of the incoming
spectral signal, as such to approach the upper-bound performance
of the proposed method.
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