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Abstract. In this preliminary paper, we investigate the use of keystroke
and mouse dynamics as a means of identifying soft biometric features.
We present evidence that combining features from both provides a more
accurate means of identifying all of the soft biometric traits investigated
regardless of the machine learning method used. The data presented in
this paper gives a thorough breakdown of accuracy scores from multiple
machine learning methods and numbers of features used.
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1 Introduction

While biometrics are becoming more prevalent as alternatives to conventional
password and passcode systems, a key source of data which is often overlooked
is the mouse. When we take into account the sheer number of times the average
user moves or clicks a mouse per day, there is potentially a vast amount of data
that goes unused. Utilising this data, could prove to uplift prediction scores
of soft biometric features when combined with keystroke dynamics, and this is
discussed in the research presented in this paper.

Previous work completed, such as that of [2] has found that mouse dynamics
directly complement keystroke dynamics, resulting in a higher accuracy level
when data is analysed. Combining mouse with keystroke dynamics therefore,
could be a way to leverage certain parts of the users interaction with the mouse,
in a way that directly assists in the authentication and identification of certain
soft biometrics of a user.

In this study we aim to utilise keystroke and mouse dynamics as a method of
predicting soft biometric features. Furthermore, we aim to understand if mouse
dynamics can give an uplift to the accuracy of prediction in the hopes of com-
bining these two widely used technologies. This then allowing us to hopefully
establish a new use for potentially under-utilised data.

2 Literature Review

Biometrics can be broadly split into two categories, physical and behavioural.
Physical biometrics are physical features of a person which can be analysed to
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uniquely identify them, whilst behavioural biometrics are concerned with our
dynamic actions and usage as a unique characteristic [8].

Keystroke dynamics are one of the most widely accepted forms of behavioural
biometric currently in use. These describe the unique typing pattern of a user
and are collected from keystroke data which results in two measurements; dwell
and flight time.

Many different values are calculated from raw keystroke data for analysis
purposes. Two of the most common are dwell time (the time between key press
and key release) and flight time (the time between the initial key press and
pressing the subsequent key) [12]. The interaction of these two values form the
user’s typing ‘rhythm’.

A key consideration when using keystroke dynamics is the split of the letters
or text. These are classified as n-grams which can be defined as a contiguous
sequence of n items. The most common n-grams are those of uni-grams, bi-
grams and tri-grams with these being a length of 1, 2, or 3 letters respectively.
Bi-grams are often seen as more of a robust method of identification as they are
less effected by environmental factors [1]. The most commonly used n-gram is
the bi-gram, and can be found in various experiments.

Mouse dynamics is described as the way in which a user interacts with their
system through the mouse. As with keystroke dynamics, there are common mea-
surements which are extracted, which are based around the xy co-ordinates and
time [11].

“Soft” biometrics are features which are not uniquely identifying on their
own, but can aid in identification [7].

Research into using keystroke dynamics to determine soft biometric features
was first conducted by Giot and Rosenberger [4], who were able to predict gender
with 91% accuracy. Research conducted by Idrus et al [5] then found accuracy
scores of between 80-90% for recognising number of hands used, handedness, age
and gender and identification. Soft biometrics are therefore a viable inclusion,
and one which can be predicted by utilising keystroke data. This was improved
upon by the same authors in the following year [6].

With regards to discovering soft biometrics through mouse dynamics, re-
search has found the gender of a user of a webpage to a success rate of 70%,
with the age of a user (either older or younger than 33) with a 90% success
rate [9]. Yamauchi and Bowman [18] investigated the identification of gender
and emotions of a user while using mouse dynamics. This shows as a 72-74%
accuracy for emotion, depending on which emotion was being predicted, and a
61-65% accuracy on gender.

The combination of keystroke dynamics and mouse dynamics is a novel tech-
nique which has been researched only partially. Pentel’s [15] findings show that
mouse was the most accurate compared to keyboard, with scores on identifying
gender at 73% for keyboard and 94% for mouse. A combination of keystroke
and mouse has also been found to provide the best results when attempting
continuous authentication, as it proved difficult to spoof both measurements
simultaneously [11].
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The studies above highlight the promising potential accuracy of keystroke and
mouse dynamics when combined; and also their individual ability to predict some
soft biometric features. We present in this paper our preliminary investigation
into this concept.

3 Methodology

For this study, we devised a platform which would allow us to gather keystroke
and mouse dynamic data through a series of tasks. For the mouse data, partic-
ipants were asked to click the centre of a single ‘crosshairs’. When they clicked
within 100px of the centre of the target, the next was shown. This task was sim-
ilar to that devised by Van et al [17]. Additionally, mouse data was gathered at
the point that we collected demographic information. For the keystrokes tasks,
participants were first asked to copy a passage from Bram Stoker’s Dracula,
and then asked to describe the plot of their favourite film. These provided some
data with the same expected results for all participants (the fixed text and the
mouse tasks), and some which simulated more realistic use (free prompt and
mouse data gathered elsewhere). The free collection is crucial should keystroke
or mouse dynamics be integrated into a continuous authentication system [16].

3.1 Mouse Dynamics

We captured the mouse data using the p5.js library [13] which allowed us to cap-
ture more real-time information in a more intuitive format than basic JavaScript
mouse event listeners allowed. The xy co-ordinates and time were logged when-
ever the mouse moved, the left click button was pressed, or when the right click
button was released. Additionally, it was logged whether the clicks were on or
off target.

From this data, we extracted a number of features which were mostly selected
due to them being common in existing literature. When we combined these
features within all of the relevant tasks this created a total of 55 mouse features,
as for the features for all mouse data had 4 instances per participant, and the
features for mouse tasks only had 3 instances per participant.

3.2 Keystroke Dynamics

Keystroke data was captured using JavaScript keyUp and keyDown event lis-
teners. On any event, the timecode, keycode, and type of event (up or down).
From this data, we processed it into keystroke events (Key, Time of Press, Time
of Release).

From this data, we extracted a number of features, again chosen from the
literature. When we combined these features within all of the relevant tasks this
created a total of 186 keystroke features.
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3.3 Machine Learning

For classification of the models, we used machine learning as it has generally
been found to be more accurate than statistical methods [3]. For this we used
the open-source Python library scikit-learn [14]. In order to examine whether
combining the two biometrics increased accuracy, we used 5 classifiers: Decision
Trees, Random Forest, Gaussian Naive-Bayes, SVM, and K Nearest Neighbours.
We have included the results for 2 different sets of parameters for Decision Trees
within this paper.

We randomly split our data with 95% in the training set and the remaining
5% in the test set. The data was then resampled 100 times. We additionally
performed random undersampling, using the imbalanced-learn library [10].

In addition to undersampling, we also attempted feature selection to improve
the accuracy. To do this we used the scikit-learn ‘SelectKBest’ function, to select
the ‘k’ best features within the dataset, with k set to all, 100, and 150, to examine
how reducing the number of features might improve the accuracy. These values
for K were selected in order to present a broad range of potential feature numbers,
without removing so many features that the models would become imprecise.
Due to the smaller number of features, we only used k=all for the purely mouse
dynamics experiments.

4 Results

We recruited 240 participants who completed our study. Of these 225 were right
handed, 15 left. 120 identified as female, 119 as male, and 1 as ‘other’, and
there was an even distribution of ages, which we split into 6 bins. We cut the
participant who identified as ‘other’ from the sample when examining gender,
due to the severe class imbalance. We additionally collected data about the
number of hours participants spent on electronic devices in a day, which was
again split into 6 bins.

As can be seen in Table 1, the results we achieved varied massively in accu-
racy between both the different demographics and different classifiers. However;
consistently for all the demographics we studied, a combination of keystroke and
mouse dynamics provided the most accurate result across all classifiers.

For all demographics, the least consistently accurate classifier was SVM,
whilst the most consistently accurate classifier was Random Forest.
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4.1 Gender

For gender, we achieved a maximum accuracy of 0.68333, using the random forest
classifier. Gender was the most consistently accurately predicted demographic,
with accuracy only falling below 0.5 on 4 occasions.

These results were worse than previous studies involving both keystroke dy-
namics and mouse dynamics (such as those in [5] and [18]), however, this is not
surprising as studies due to the difference in data collection methodology, as our
data collection was created to mimic an authentication system with a single data
capture, whilst many previous studies concerned more continuous data collection
in a more natural setting, with more data collection.

4.2 Handedness

With handedness we achieved our highest accuracy of 0.805, using decision trees
as the classifier. In stark contrast to gender, handedness had the largest range
of accuracy scores, with the lowest at 0.26.

With the results for handedness, it is worth noting that the sample size (after
undersampling) was significantly smaller than the other demographics tested (30
total) owing to a small sample of left-handed people. This is likely to be a large
factor in the range of results, as one failed prediction massively alters the overall
accuracy score.

4.3 Age

We achieved very low accuracy with both age and electronic hours. For age, the
most accurate classifier (Gaussian Naive-Bayes with 100 features) achieved an
accuracy score of 0.27636. This is slightly better than random chance.

Other studies frequently consider age in a binary form (often under or over
30). We chose to additionally complete classification in this form. This massively
increased our accuracy, with the highest accuracy being 0.69222 using a combi-
nation of keystroke and mouse dynamics with the Random Forest classifier.

4.4 Hours Spent on Electronic Devices

As with age, our accuracy for hours spent on electronic devices was also ex-
ceptionally low, with a maximum accuracy of 0.22. The majority of classifiers
produced exceptionally low accuracy scores. This suggests that prediction of time
spent on such devices is difficult from keystroke and mouse dynamics, potentially
because there is not a link between the two.

4.5 Feature Selection

In addition to the above analysis, we also considered which features had been
removed during our feature selection stage, to determine if keystroke or mouse
dynamics had any meaningful weight on the accuracy. As can be seen in Table 2,
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the mouse dynamic features always made up a smaller percentage of the selected
features, as it so be expected with them making up just over 22% of the total
features possible. This data suggest that mouse features are more discriminatory,
as they always made up a larger percentage of features when 100 are selected,
and reducing in percentage when the number of features increases to 150. This
suggests strongly that the most prejudicial features in the dataset are those
arising from mouse dynamics.

It is also important to note that we collected mouse dynamic data in 4
separate parts of the study, compared to the 2 where we collected keystroke
data, and this may affect how influential the features are.

K=100 K=150
Mouse

Features
Keystrokes
Features

Mouse
Features

Keystrokes
Features

Gender 29% 71% 26% 74%

Handedness 39% 61% 30.67% 69.33%

Age 34% 66% 26.67% 73.33%

Electronic Hours 29% 71% 25.33% 74.67%
Table 2. Percentage split of features

5 Conclusion

The preliminary results of our study show that using a combination of mouse
and keystroke dynamic features is more effective at predicting soft biometric
features than using either in isolation (see Table 1). As can be seen from the
table, the combined accuracy scores were better than the individual (mouse or
keystroke in isolation) accuracy scores, for each machine learning method.

In addition to the results in Table 1, we can see from Table 2 that both mouse
dynamic and keystroke features were selected as the most influential, showing
the value of using them in combination.

Future work will need to focus on a few areas. Firstly, some further tuning of
the hyperparamaters of the machine learning methods is necessary to improve
accuracy. Additionally, some work with classifiers designed for imbalanced classes
might be useful to avoid the need for undersampling, and make the system more
reliable in real-world scenarios. Finally, some further investigation into which
features were the most prejudicial would be interesting.
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