
 

 

Autonomous ocean carbon 

system observations from gliders 

 

 

Luca Possenti 

 

PhD candidate 

University of East Anglia 

Centre for Ocean and Atmospheric Sciences 

School of Environmental Sciences 

 

 

September 2020 

 

 

Supervised by: Professor Jan Kaiser, Dr Matthew Humphreys, Dr 

Liam Fernand, Professor Matthew Mowlem, Dr Socratis Loucaides 

 

 

 

© This copy of the thesis has been supplied on condition that anyone who consults it 

is understood to recognise that its copyright rests with the author and that use of any 

information derived therefrom must be in accordance with current UK Copyright Law. In 

addition, any quotation or extract must include full attribution 

 

 

 



 

2 
 

Abstract 

Climate change is altering the ocean carbonate system decreasing the seawater pH. To 

quantify these changes novel sampling and monitoring methods are necessary. One of 

these methods are gliders. The sensors to fit on a glider need to have a compact size, 

low-cost, stability, accuracy and fast response. For the first time, a CO2 optode 

(Aanderaa), a potentiometric pH glass electrode (Fluidion) and a spectrophotometric lab-

on-chip pH sensor (UK National Oceanography Centre) were tested on gliders. 

The CO2 optode was deployed for 8 months in the Norwegian Sea, with an O2 optode. 

The CO2 measurements required several corrections. The calibrated optode CO2 

concentrations and a regional parameterisation of total alkalinity (AT) were used to 

calculate dissolved inorganic carbon concentrations (CT) with a standard deviation of 11 

µmol kg-1. The O2 and CO2 data were used to calculate CT- and O2-based net community 

production (NCP) from inventory changes combined with estimates of air-sea exchange, 

diapycnal mixing and entrainment of deeper waters. Because of the summer period the 

NCP was largely positive.  

The spectrophotometric pH sensor, the glass electrode and an O2 optode were deployed 

on a Seaglider for 10 days in the North Sea. Before the deployment, laboratory tests 

showed that the main source of error for glass electrodes is drift when deployed in 

seawater. The spectrophotometric sensor was stable with an accuracy of 0.002 and was 

used as reference to calibrate the glass electrode. The potentiometric sensor failed after 

2 days' deployment and was not affected by drift (<0.01), because it had been stored in 

seawater for 2 months. The spectrophotometric sensor had a mean bias of 0.006±0.008 

(1σ) compared with pH derived from discrete AT and CT samples, higher than in the 

laboratory. The data were used to calculate O2 and CO2 air-sea fluxes and bottom 

respiration rates. 
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Chapter 1 

 

Introduction 

 

1.1 Ocean carbon system  

In the ocean, dissolved inorganic carbon occurs in four different forms: aqueous carbon 

dioxide (CO2(aq)), bicarbonate ions (HCO3
-), carbonate ions (CO3

2-) and carbonic acid 

(H2CO3). These chemical species are linked by equilibrium reactions between 

atmospheric CO2 and seawater (Zeebe and Wolf-Gladrow, 2001): 

CO2(g) ⇌ CO2(aq) + H2O ⇌ HCO3
- + H+ ⇌ CO3

2- + 2H+       (1.1) 

The concentration of H2CO3 is considered negligible (<10–3 %). For that reason, it is 

summed together with the other uncharged dissolved form (CO2(aq)) and is usually 

denoted by CO2 or H2CO3
*. 

The ocean carbonate system can be quantified using four quantities: dissolved inorganic 

carbon concentration (CT), total alkalinity (AT), pH, partial pressure of CO2 (p(CO2)) or 

fugacity of CO2 (f(CO2)) and CO3
2- concentration. These concentrations are controlled 

by the equilibrium of equation 1.1. For example, an increase of atmospheric CO2 

(CO2(g)) would shift the equilibrium to the left having a lower pH and a higher 

concentration of CO3
2-. Instead, a decrease of atmospheric CO2 (CO2(g)) would shift the 

equilibrium to the right with a higher pH, lower f(CO2) and CT. The measurement of two 

of the four quantities along with temperature, salinity and pressure allow the calculation 

of the two remaining quantities. Different pairs of combinations lead to different 

accuracies for the derived quantities (Dickson and Riley, 1979; Millero et al., 1993; 

Dickson, 2010). Using as input the uncertainties reported in Table 1.1, the uncertainties 

in the calculated quantities are reported in Table 1.2 (Millero, 2007). 
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Table 1.1: Analytical precision and accuracy in the laboratory of measurements of pH, 

AT, CT and f(CO2). From Millero (2007). 

variable (analysis method) precision accuracy 

pH (spectrophotometric) ±0.0004 ±0.002 

AT (potentiometric) ±1 µmol kg-1 ±3 µmol kg-1 

CT (coulometric) ±1 µmol kg-1 ±2 µmol kg-1 

f(CO2) (infrared) ± 0.5 µatm ±2 µatm 

 

Table 1.2: Estimated errors due to experimental errors in carbonate system calculations. 

From Millero (2007).  

input variables pH AT / 

(µmol kg-1) 

CT / 

(µmol kg-1) 

f(CO2) / 

 µatm 

pH & AT   ±3.8 ±2.1 

pH & CT  ±2.7  ±1.8 

pH & f(CO2)  ±21 ±18  

f(CO2) & CT ±0.0025 ±3.4   

f(CO2) & AT ±0.0026  ±3.2  

AT & CT ±0.0062   ±5.7 

 

CT is defined as the sum of the concentrations of the dissolved inorganic carbon species 

CO2, HCO3
- and CO3

2-. In seawater at temperature θ = 25 °C, practical salinity S = 35 

and pH = 8.1 the most common species is HCO3
- accounting for 86.5 %, CO2 accounts 

just for 0.5 % and CO3
2- for 13 % (Zeebe and Wolf-Gladrow, 2001). 

AT is defined as the  excess concentration of proton acceptors over proton donors. The 

concentration excess is defined as the sum of the charges of major cations Na+, K+, Mg2+, 

and Ca2+ that are not exactly balanced by the major anions Cl2- and SO4
2-. The changes 

in AT are related to processes connected to salinity (e.g. precipitation, evaporation, 

freshwater input and sea-ice melting and formation) and to processes that also affect 

temperature (e.g. convective mixing of cold deep waters with high AT) (Lee et al., 2006). 

Another major change in AT is caused by biogeochemical processes such as biogenic 

precipitation of calcium carbonate (CaCO3), nitrogen assimilation by plants and release 

during remineralisation of dissolved inorganic nitrogen from organic compounds. 

Routinely, AT can be regionally estimated from S and θ (Chu et al., 2020; Lee et al., 

2006; Nondal et al., 2009; Saba et al., 2019). 
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The partial pressure of CO2 for a gas-phase mole fraction x(CO2) in equilibrium with 

seawater at total pressure pT is described by the following equation: 

p(CO2) = x(CO2) pT       (1.2) 

However, partial pressure is a concept strictly appropriate only for ideal gases and for 

that reason should be reported as fugacity of CO2, f(CO2). However, p(CO2) and f(CO2) 

are almost the same numbers and can be assumed equal for studies that do not require 

accuracies better than 0.7 % (Weiss, 1974). 

The fourth quantity is pH and is defined as the negative logarithm of the activity of H+ 

(commonly replaced with the concentration [H+]). Typically, ocean pH is measured using 

the Total scale (Hansson, 1973) that is based on artificial seawater. The scale includes 

the hydrogensulfate ion concentration: 

pHT = lg([H+]F + [HSO4
-]) = -lg[H+]T               (1.3) 

where [H+]F is the free hydrogen ion concentration. 

After the creation of the Total pH scale, a series of new standard buffers based on 

artificial seawater were introduced. One of these is made using 2-amino-2-

hydroxymethyl-1,3-propanediol (Tris) and it is available from the laboratory of Prof A. G. 

Dickson, Scripps Institution of Oceanography, San Diego (DelValls and Dickson, 1998; 

Nemzer and Dickson, 2005).  

The ocean carbon system has been modified since the industrial revolution (starting 

around 1760) by the increase of atmospheric x(CO2) by more than 100 µmol mol-1 

resulting in a decrease of the global ocean pH average from 8.21 to 8.10, corresponding 

to a 29 % increase in H+ activity (Doney et al., 2009a; Fabry et al., 2008). The increase 

of x(CO2) is driven by human activities such as fossil fuel combustion and deforestation 

(Doney and Schimel, 2007). Future projections suggest that in the next decades the 

ocean CO2 uptake will continue, decreasing the ocean pH in a process known as ocean 

acidification (OA). In fact, since the industrial revolution (year 1760), global surface 

ocean pH has fallen from 8.21 to 8.10 (corresponding to a 30 % increase in H+ ion 

activity) (Doney et al., 2009a; Fabry et al., 2008). New high-resolution pH sensors can 

provide the accurate measurements needed to quantify the magnitude  and variability of 

OA around the globe. OA is lowering the calcium carbonate saturation state (Ωcarbonate) 

and carbonate ion concentration, which impacts shell-forming organisms from plankton 

to benthic molluscs, echinoderms and corals (e.g. Scleractinia) (Doney, Fabry, et al., 

2009; Hofmann et al., 2011). Ωcarbonate is defined as a measure of the thermodynamic 

tendency for the mineral calcium carbonate to form (Ω > 1) or to dissolve (Ω < 1). The 

oceanic CO2 uptake has resulted in a shoaling of the aragonite saturation (Ωaragonite) 
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horizon (Ωaragonite = 1) by 40 m to 200 m ( Feely et al., 2004) and the formation of 

potentially corrosive waters (Ω < 1) that would dissolve the marine organisms shells and 

skeleton, for example in the western continental shelf in North America (Feely et al., 

2008). 

 

1.2 Sensors to measure seawater pH 

In the next sections are described the most common methods to measure ocean pH 

using in-situ sensors.  

 

1.2.1 Potentiometric  

The most widely used method to measure pH is potentiometry using a glass electrode 

and a silver/silver chloride reference electrode. The sample (X) pH is defined in terms of 

the electromotive force (EMF) by the Nernst equation: 

pH(X) = pH(S) + 
𝐸S− 𝐸X

𝑅𝑇ln10/𝐹
     (1.4)       

where S is a standard buffer of known pH, E is the EMF, R is the gas constant, T is the 

temperature in Kelvin and F is the Faraday constant. 

The residual liquid junction (all the implications are explained in section 3.2) is defined 

as the difference in junction potentials between measurements with the sample and the 

standard buffer. The single liquid junction potential is immeasurable, but differences in 

liquid junction potential can be estimated (Buck et al., 2001). Liquid junction potentials 

vary with the composition of the solutions forming the junction and the geometry of the 

junction. The Nernst equation (1.4) assumes an ideal condition measurement where 

this difference is zero. However, this error cannot be ignored when the ionic strengths 

of the standard buffer and the sample are different (Kadis and Leito, 2010). This error 

is minimised by matching the calibration standard buffer composition to the 

composition of seawater (Dickson, 1993). For example, by making a buffer in synthetic 

seawater or by calibrating the sensor directly in seawater. Along with the creation of 

new buffers that match the seawater composition new pH scales have been developed 

specifically for ocean studies such as the Total scale (Eq 1.3) (Hansson, 1973), Free 

scale (Dickson, 1984) and Seawater scale (Goyet and Poisson, 1989). 

The advantages of the potentiometric method are the low cost, small size, lightweight 

and the potential to collect high-frequency measurements (> 1 Hz) (Hemmink et al., 
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2009). The glass electrodes can achieve an accuracy < 0.01 (Seiter and DeGrandpre, 

2001) and a precision in the laboratory of 0.003 (Bane et al., 1988). However, the 

measured pH is affected by a series of problems: uncertainties caused by temperature 

changes, glass and reference electrode drift (up to 0.02 d-1), electromagnetic 

interferences, residual liquid-junction potential variation and ionic strength changes 

(Dickson, 1993; Seiter and DeGrandpre, 2001). Long deployments of glass electrodes 

are challenging because they require regular calibration. McLaughlin et al. (2017) used 

the pH measured by a benchtop spectrophotometer to regularly calibrate glass 

electrodes and achieved a mean difference between discrete samples and calibrated pH 

of 0.002. An alternative can be using as reference miniaturised spectrophotometric pH 

sensors (Liu et al., 2011; Martz et al., 2003; Rérolle et al., 2013; Seidel et al., 2008), 

reducing the labour cost and allowing prolonged unattended deployments. The glass 

electrodes are affected by drift when transferred from the 3 M KCl storage solution into 

seawater. The drift is driven by the ionic strength difference between seawater and the 

storage solution and the reaction between the AgCl reference electrode and bromide 

forming AgClxBr1-x, which shifts the sensor reference potential by 2 to 5 mV (Takeshita 

et al., 2014). 

 

1.2.2 Spectrophotometric  

Byrne and Breland (1989) were the first to measure seawater pH using a 

spectrophotometer with an accuracy of 0.001. The method uses an acid-base 

sulfonephthalein indicator dye (e.g. meta-cresol purple and thymol blue) that changes 

colour according to pH with a second dissociation constant pKA close to the seawater pH 

(Rérolle et al., 2012). The seawater pH is determined from the distinct absorbance at the 

wavelengths where the protonated and deprotonated dye forms absorb light. The 

spectrophotometric method does not require any calibration and is not affected by drift, 

making it the most precise and accurate method to measure seawater pH with an 

accuracy as good as 0.001 (Seidel et al., 2008; Wang et al., 2007). However, sensors 

using the spectrophotometric method can lose accuracy (< 0.004) (Bellerby et al., 2002) 

in case of variations in the background absorption, the optical cell, the strength and the 

spectrum of the light source and the sensitivity of the detector (Rérolle et al., 2012). 

This method has been extensively used for shipboard measurement; however, the 

application to miniaturised sensors is challenging due to the complexity and high power 

requirement needed by the system that requires storing an indicator dye, frequently 

measuring blanks and valves and pumps to propel the sample and indicator dye through 

the system (Clarke et al., 2015; Martz et al., 2010). Other problems arise from bubbles 
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and particles in the system and the limited lifetime of the indicator dye (1 year) 

(DeGrandpre et al., 1995). In recent years new miniaturised spectrophotometric pH 

sensors (lab-on-a-chip) have been developed (Aßmann et al., 2011; Bellerby et al., 2002; 

Carter et al., 2013; Martz et al., 2003; Rérolle et al., 2013; Seidel et al., 2008). These 

new systems are smaller and simpler because they consist of a pump to collect and 

inject the sample and dye, a mixer where the sample and dye are mixed and an 

absorption cell where the absorbances are measured. An example is the SAMI-pH 

instrument (Seidel et al., 2008) that showed a precision between 0.0003 and 0.0016 with 

a measurement interval of 15 min (Seidel et al., 2008). 

 

1.2.3 ISFET  

One of the most recent technologies developed to measure seawater pH is the ion-

sensitive field effect transistor (ISFET). The method determines the H+ ion activity using 

the interference potential between a semiconducting ion sensing transistor coated with 

silicon dioxide (SiO2) and silicon nitride (Si3N4) and a reference electrode. The final pH 

is obtained by the voltage between the reference electrode and the source electrode, 

which follows a Nernst equation form. The advantages of using ISFET sensors are the 

low power consumption (2 mW) (Martz et al., 2010), rapid response to pH changes (<15 

s) (Bresnahan et al., 2016; Briggs et al., 2017), small size (Chou and Weng, 2001), low 

cost (Hemmink et al., 2009), limited drift and robustness with respect to sampling noise 

due to stray currents. Similarly to glass electrodes, to avoid any drift caused by the 

reconditioning of the AgCl electrode the ISFET sensors need to be stored in seawater 

for weeks before being deployed (Gonski et al., 2018; Johnson et al., 2017; Martz et al., 

2010). 

One of these sensors is the DuraFET sensor (Johnson et al., 2016) that is currently 

deployed on 86 biogeochemical profiling floats across the globe as part of the Southern 

Ocean Carbon and Climate Observations and Modelling (SOCCOM) program. The 

sensors showed an accuracy of 0.01, a multiyear precision of 0.005 (Johnson et al., 

2016) and an annual drift < 0.01 a-1 (Johnson et al., 2017). Despite the potential of the 

technology, the 2000 m-rated version is only commercialised in the SeapHOx 

configuration. The application of this configuration is limited to moorings due to the high-

power consumption and large size (55.88 cm х 28.25 cm х 12.90 cm) as the instrument 

compromises of a CTD, an oxygen sensor and an ISFET pH sensor. In recent years, two 

different ISFET sensors have been tested on a glider (Hemming et al., 2017; Saba et al., 

2019) showing the potential of the technology to be applied on different sampling 

platforms.  
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1.2.4 Luminescence 

The luminescence method measures seawater pH using the luminescent variation of a 

pH-dependent indicator dye immobilised in a gas impermeable membrane. In the past, 

this method has been successfully applied to oxygen (Bittig et al, 2018) and CO2 optodes 

(Atamanchuk et al., 2014). pH optodes use a time-domain dual-lifetime referencing (t-

DLR), which combines ratiometric and lifetime measurements (Liebsch et al., 2001). The 

pH is calculated from the fluorescence intensity ratio of two luminescent indicators: one 

with a short luminescent lifetime sensitive to pH and another non-pH-sensitive with a 

longer lifetime. The sensor measurement time varies from 5 to 200 s and the response 

time depends on the seawater diffusion through the impermeable membrane (Clarke et 

al., 2015).  

The main advantages of optodes are the low power consumption and small size. 

However, the luminescence method is not widely used because it is affected by a series 

of problems. In particular, the final pH needs to be corrected for the seawater 

temperature and ionic strength and the sensor performance is affected by foil bleaching 

and sensitive to ambient light (Rérolle et al., 2012). Long exposure to ambient light and 

excitation light causes the bleach of indicator molecules making the sensor less sensitive 

to pH changes. Commonly, foil bleaching leads to a continuous drift driven by the 

different bleaching rates of the pH-sensitive dye and the reference dye (Clarke et al., 

2015). These series of limitations related to light sensitivity have restricted the application 

of this method to measurements of sediment pH (Schröder et al.,  2005; Zhu et al., 2005; 

Hakonen and Hulth, 2010; Larsen et al. (2011). Larsen et al., (2011) tested a pH optode 

in a Tris buffer, and found an excellent precision of 0.00064. Clarke et al. (2015) deployed 

another pH optode for 5 weeks on an underway surface ocean system achieving a 

precision of 0.0074, but also observed a drift of 0.06 over this period. 

 

 1.3 Gliders as novel instrument platforms 

The need for high-resolution and affordable data brought Stommel (1989) to suggest 

underwater gliders to the oceanographic community. Gliders are autonomous 

underwater vehicles (AUV). There are three widely used models: the Scripps Institution 

of Oceanography’s and Woods Hole Oceanographic Institution’s Spray glider (Sherman 

et al., 2001), Webb Research’s Slocum glider (Webb et al., 2001) and the University of 



 

26 
 

Washington’s Seaglider now distributed by Kongsberg (Figure 1.1) (Eriksen et al., 2001). 

In this thesis we used the Seaglider (called glider throughout the thesis). 

 

Figure 1.1: example of a Kongsberg Seaglider developed by the University of 

Washington’s Seaglider now distributed by Kongsberg. 

Underwater gliders can perform a 1000 m dive in 6 hours (descent and ascent), moving 

vertically at 10 cm s-1 and horizontally 20-30 cm s–1 (4-6 km per dive). The use of lithium 

batteries and the energy-efficient system gives the potential for several months' 

deployments (Rudnick, 2016). The vehicle is buoyancy-driven and its vertical 

movements are controlled by varying the glider’s volume, which influences its density. 

The glider has two wings attached to either side of its body that provides the lift for the 

horizontal movement. At the end of every dive, the glider sits at the surface for 5 to 15 

minutes to communicate via satellite with a base station on land to send back the data 

collected and receive commands for the following dive. Gliders found rapid acceptance 

in the oceanography community after their introduction because they allow studies with 

long temporal (several months) and good spatial (up to 25 km d-1) coverage (Queste et 

al., 2012). Also, gliders are cheaper to operate than research ships and are preferable 

to Argo floats because they allow control over the horizontal direction. The deployment 

cost can be significantly reduced using small rigid-hulled inflatable boats rather than 

research vessels to deploy and recover the glider. 

The use of gliders is very versatile due to the large number of sensors that can be used. 

Every glider is equipped with a conductivity-temperature-depth (CTD) sensor and can be 

equipped with other sensors to measure oxygen (e.g. Aanderaa optodes), chlorophyll a 

and coloured dissolved organic matter (CDOM) fluorescence, optical backscatter at 

different wavelengths (e.g. WET Labs Eco Puck) and turbulence (e.g. Ocean 

Microstructure Gliders - OMGs). In the last few years, new sensors have emerged to 

measure nitrate concentrations, pH, p(CO2), acoustic backscatter, optical transmission, 

passive acoustics and microstructure temperature. Different sensors have different 

temporal resolution that can vary from a couple of seconds to several minutes. Even if 

the temporal resolution is several minutes the use of gliders is still preferable to ships 

because the number of samples is larger, the cost is lower and the length of the 

deployment is longer. 
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1.4 Net Community Production 

The plankton community regulates biological activity in the open ocean. This activity 

can be autotrophic (phytoplankton) fixing inorganic carbon to organic carbon 

compounds by photosynthesis; and heterotrophic (zooplankton) consuming the organic 

compounds and release inorganic carbon in the system through remineralisation. The 

importance of remineralisation of organic carbon decreases exponentially with depth 

following the “Martin curve” (Martin et al., 1987). The process is widely known as the 

“biological carbon pump”, in particular the organic carbon not remineralised is stored 

for a long time in deep waters.  

The amount of carbon that is fixed by the phytoplankton is defined as gross primary 

production (GPP) and the amount of carbon remineralised is defined as community 

respiration (CR). The difference between GPP and CR is defined as net community 

production (NCP) and represents the rate at which the whole community exports 

carbon to the mesopelagic and deep waters (Lockwood et al., 2012). A system is 

defined as autotrophic when GPP is larger than CR (i.e. NCP is positive) and as 

heterotrophic when CR is larger than GPP (i.e. NCP is negative) (Ducklow and Doney, 

2013). 

In the past the oceanographic community has used different methods to estimate NCP 

(Alkire et al., 2014; Binetti et al., 2020; Neuer et al., 2007; Plant et al., 2016; Quay et 

al., 2012; Seguro et al., 2019; Sharples et al., 2006). Across most of the globe the real 

value of NCP is still uncertain and there is still a debate if they can be defined as 

autotrophic or heterotrophic and the variability can be even seen in the same period of 

the year (Duarte et al., 2013; Ducklow and Doney, 2013; Williams et al., 2013). The 

uncertainty is linked to many factors such interannual variability of biological activity 

and the limitation of the equipment used to measure the changes. 

In general NCP is derived by vertical integration to a specific depth, that is commonly 

defined relative to the mixed layer depth (zmix) or the bottom of the euphotic zone (Plant 

et al., 2016). Several methods can be used to estimate NCP such as bottle incubations 

or in situ biogeochemical budgets (Sharples et al., 2006; Quay, et al, 2012; Seguro et 

al., 2019). Bottle incubations involve measuring production and respiration in vitro 

under dark and light conditions. Biogeochemical budgets combine O2 and CT inventory 

changes with estimates of air-sea gas exchange, entrainment, advection and vertical 

mixing (Neuer et al., 2007; Alkire et al., 2014; Binetti et al., 2020) (an estimate of NCP 

in the Norwegian Sea is described in chapter 2). 
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An important component of NCP changes is the air-sea gas exchange. It is an 

important process regulating the effect of anthropogenic greenhouse emission because 

it regulates the absorption of the excess of atmospheric CO2. The flux of a soluble 

nonreactive gas (such as O2 and CO2) across the air-sea interface (ϕ), can be defined 

as the product of gas transfer velocity (kw) and the concentration difference between 

the top and the bottom of the liquid boundary layer: 

ϕ = kw (cw – c0)         (1.5) 

where co is the gas concentration at the water surface and cw is the gas concentration 

in the well-mixed bulk fluid below (the air). The flux is defined positive when it is from 

the ocean to the atmosphere and it is negative when it from the atmosphere to the 

ocean. 

 

1.5 Study area 

1.5.1 Norwegian Sea 

The Norwegian Sea is part of the Nordic Seas (Greenland, Iceland and the Norwegian 

Sea) and comprises the Norwegian Basin and the Lofoten Basin. The North Atlantic 

warm and saline waters (S varying between 35.1 and 35.3 and θ > 6° C) identified as 

Norwegian Atlantic Current (NwAC) flows north, accessing the Norwegian Sea as an 

extension of the Gulf Stream from the Iceland-Faeroe-Shetland ridge (Figure 1.2) (Swift, 

1986). Next to the Norwegian coast, the less saline (S < 35) northward-flowing 

Norwegian Coastal Current (NCC) originates primarily from the Baltic and freshwater 

run-off from Norway (Sætre, 1999). When the NwAC is north of 70° N, it bifurcates into 

two branches, one entering in the Barents Sea and the other continuing north to the 

Arctic Ocean. NwAC in the northward route is cooled due to heat loss to the atmosphere 

and mixing with the surrounding waters. Typically, NwAC and NCC are distinguished by 

S = 35 (Hopkins, 1991) and the Atlantic Waters occupy the top 500-600 m in the 

Norwegian Basin and 800-900 m in the Lofoten Basin. Cold and less saline waters 

identified as Norwegian Sea Deep Water (NSDW) occupy the water column from 1000 

m to the bottom. In between NwAC and NSDW, there is an intermediate layer of 

fluctuating thickness called Arctic Intermediate Water. 
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Figure 1.2: Norwegian Sea map and the main water masses. The three main currents 

(Skjelvan et al., 2008) are the Norwegian Coastal Current (NCC, yellow), the Norwegian 

Atlantic Current (NwAC, orange) and Arctic Water (green). 

 

The Norwegian Sea biogeochemistry is largely controlled by the seasonality of the mixed 

layer depth (zmix). During autumn and winter, zmix can reach 300 m and the deepening is 

controlled by the cooling of surface waters. The deepening of zmix introduces nutrients 

and low oxygen waters into the surface layer. During spring and summer, the warming 

of the surface waters controls the shallowing of zmix to 20 m and primary production starts 

increasing the surface oxygen concentration and consuming nutrients (Nilsen and Falck, 

2006). The organic matter produced during the summer is transformed into secondary 

products such as particulate debris and dissolved organic matter (DOM) that are 

remineralised at depth. The surface oxygen seasonality makes the Norwegian Sea an 

O2 sink during autumn and winter and an O2 source in spring and summer. Skjelvan et 

al. (2001) found that on an annual base the Norwegian Sea is an oxygen sink of (3.4±0.4) 

mol m-2 a-1 in transect 1 and (4.9±0.5) mol m-2 a-1 in transect 2 (Figure 1.3). The surface 

oxygen increases from south to north due to air-sea exchange and phytoplankton 

production (Skjelvan et al., 2001). Gislefoss et al. (1998) found the opposite seasonality 

for the central Norwegian Sea (66° N, 2° E) surface CT that was 2140 µmol kg-1 in winter 

and decreased to 2040 µmol kg-1 during the summer. Instead, under zmix CT remained 

almost constant during all the year at (2170±10) µmol kg-1. The surface layer is generally 

CO2 undersaturated and has been identified as a CO2 sink (Takahashi et al., 2002; 
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Skjelvan et al., 2005). The northward cooling of NwAC increases the CO2 sink and this 

water in the Greenland Sea is overturned in the deep water that flows south in the Atlantic 

(Figure 1.2) (Skjelvan et al., 2005). At lower latitudes, this CO2 enriched water upwells 

reaching the surface.  

 

1.5.2 North Sea 

The North Sea is located in western Europe between Britain, France, Belgium, the 

Netherlands, Germany, Denmark and Norway, covering 575300 km2 with an average 

depth of 74 m that increases from south to north (ICES, 1983) (Figure 1.3). The North 

Sea bathymetry creates two different biogeochemical regions. The southern North Sea 

has an average depth of 30 m and is fully mixed year-round (Otto et al., 1990). The 

northern North Sea is deeper and the depth gently increases northward to 250 m, leading 

to the formation of seasonal stratification (Otto et al., 1990; Sharples et al., 2006). The 

southern and northern North Sea are separated at 54° N by the shallow Dogger Bank 

(15 to 20 m deep) (Lenhart et al., 2004). Thomas et al. (2005) determined that North Sea 

inflows are dominated by Atlantic water (90 %) followed by English Channel input (8 %) 

and a combination of Baltic and riverine flow (2 %). The North Atlantic inflow enters at 

the north-west boundary and circulates southward next to the Scottish coast and turns 

north at Dogger Bank (Brown et al., 1999; Hill et al., 2008; Turrell et al., 1992). The 

strength and direction of this circulation is associated with the North Atlantic Oscillation 

Index (NAOI). When the NAOI is positive the circulation is anticlockwise; when it is 

negative the anticlockwise circulation is greatly reduced (Lenhart et al., 1995, 2004; 

Rodwell et al., 1999). The anticlockwise circulation has the consequence that very little 

inflow from the northern boundary reaches the southern North Sea (Thomas et al., 2005). 

This warm saline North Atlantic water (NAW) during the summer can be mixed with a 

combination of fresher coast and/or Skagerak Water (SW) forming the central North Sea 

water mass (CNSW) (Bozec et al., 2006; Kempe and Pegler, 1991; Omar et al., 2010; 

Salt et al., 2013). The second inflow in the northern North Sea is located in the north-

east were less saline waters from the Baltic and the Norwegian Sea access the North 

Sea. In the southern North Sea waters enter through the Straits of Dover and eventually 

leaves the North Sea via the Norwegian Trench.  
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Figure 1.3: Bathymetry and general currents circulation of the North Sea. 

 

Previous studies have studied the North Sea carbonate system started in the late 1980s 

(Hoppema, 1991; Kempe and Pegler, 1991; Pegler and Kempe, 1988). Recent studies 

allowed quantifying changes of surface p(CO2) in the entire North Sea (Omar et al., 2010; 

Thomas et al., 2005, 2007). Omar et al. (2010) found a decrease of f(CO2) from south to 

north of -12 µatm per degree latitude that disappeared during spring. Thomas et al., 

(2004) identified the North Sea as a continental shelf pump (Tsunogai et al., 1999) where 

93 % of 1.4 mol m-2 a-1 CO2 absorbed is transported to the North Atlantic Ocean. The 

high biological activity, driven by high inputs and efficient use of nutrients, mediates CO2 



 

32 
 

drawdown from the atmosphere and subsequent export to the sub-surface layer via the 

biological pump. The outflow of this CO2 enriched waters by remineralisation in the 

bottom layer of the phytoplankton material produced at the surface is the continental 

shelf pump (Figure 1.4) (Thomas et al., 2004). The continental shelf pump is defined as 

a mechanism transferring atmospheric CO2 into the open ocean, which is thought to 

substantially contribute to the global ocean’s uptake of atmospheric CO2 (Tsunogai et al., 

1999). The southern North Sea carbon system is driven by riverine input from Rhine, 

Scheldt, Thames and Elbe and during the year is a weak CO2 sink, except for the summer 

when it is a CO2 source (Schiettecatte et al., 2007).  

Salt et al. (2013) found a correlation between pH and CO2 with the North Atlantic 

Oscillation (NAO). Under positive NAO there is the highest rate of inflow from the North 

Atlantic Ocean and the Baltic which outflow strengthened the north-south 

biogeochemical divide. The limited mixing between the north and the south lead to a 

steeper gradient in pH and p(CO2) between the two regions in the productive period.  

Blackford and Gilbert (2007) looked at ocean acidification in the North Sea having pH 

ranges <0.2 in areas with low biological activity to >1.0 in areas influenced by riverine 

signals. Their study show on average a decrease of the North Sea pH by 0.1 in the past 

50 years and by 0.5 compared with pre-industrial levels. 

Bozec et al. (2006) calculated the North Sea net community production (NCP) finding 

that during winter advection and air-sea gas exchange control the CT content. Later, from 

February to July the inventory changes control the NCP changes with a net uptake from 

0.5 to 1.4 mol m-2 month-1. During August to December the inventory changes control 

NCP in the southern North Sea with a net release ranging from 0.5 to 5.5 mol m-2 month-

1.  

All these studies mostly used sparse samples in time and space, focusing on changes 

happening in large spatial areas that in most cases included the entire North Sea. 
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Figure 1.4: Vertical sections of total inorganic carbon concentrations in the North Sea 

along 0.5° W, 2.5° E and 60° N. Each top plot shows the specific dissolved inorganic 

carbon concentration (CT) and the bottom plots the section where A) covers the Atlantic 

inflow approximately at 0.5° W, B) covers the eastern outflow at 2.5° E and C) covers at 

60° N from west to east the North Sea entrance and exit. The blue scheme indicates the 

water circulation with the blue darkening referring to an increase of CT, figure adapted 

from Bozec et al., (2005). 

 

1.6 Thesis aims 

The work presented herein is a collaboration between the University of East Anglia 

(UEA), the Centre for Environment Fisheries and Aquaculture Science (Cefas) and the 

National Oceanography Centre (NOC) in Southampton, United Kingdom.  
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The aim of the project was to assess at what stage is the development of new 

carbonate sensors to be used on gliders and in general on autonomous platforms. 

These sensors can help to constrain carbon uptake, storage rates and subsequently 

the ecosystem impacts (Bushinsky et al., 2019). Before the development for 

autonomous platforms the data was mainly gathered from discrete measurements on 

repeated hydrographic cruises (Gruber et al., 2019; Sabine et al., 2004; Talley et al., 

2016) and seasonal time-series stations at a single location (Bates et al., 2014). These 

methods have several limitations, spatially because large areas of the globe are under 

sampled and temporally because there is little information on seasonal or interannual 

variability (Bushinsky et al., 2019).  

Despite recent years efforts to improve the analytical methods, to develop new sensors 

and to coordinate international monitoring activities, the spatial and temporal resolution 

of oceanic carbon measurements is not as high as for temperature and salinity (Doney, 

Tilbrook, et al., 2009). The gaps in ocean biogeochemical observations can be filled by 

routine measurements using moorings, drifters, profiling floats and gliders. The sensors 

suitable for these platforms need to be automated, miniaturised, low cost, low power, 

precise and accurate, robust, work in large temperature ranges and withstand high 

pressures (> 1000 dbar) (Johnson et al., 2016). Miniaturised pH sensors are at the 

moment the most advanced and commercialised sensors for this purpose. The 

precision of these sensors need to be < 0.003 to capture the long term pH trends 

(climate goal) and < 0.02 to identify relative spatial patterns and short-term variation 

(weather goal) (Newton et al., 2014). These accuracies can be derived using a 

benchtop spectrophotometer that can reach an accuracy of ±0.0004 and an accuracy 

of ±0.002 (Table 1.1). However, in many studies pH is derived from AT and CT discrete 

samples leading to an uncertainty of 0.0062 (Table 1.2) that is not sufficient for the 

climate goal. The use of discrete samples lack of a good spatial and temporal 

resolution. The use of autonomous sensors is crucial to have a good spatial and 

temporal that allows to quantify and assess the consequences of OA. Other sensors 

that can be used to monitor the ocean carbonate system are CO2 optodes, the 

principles of which are described in section 2.3.4. 

To capture the spatiotemporal variability new observational strategies are required and 

the use of gliders fulfil the need of cheap, high resolution (< 10 s) and precise 

observations. New ocean carbonate sensors that can rapidly respond to inorganic 

carbon changes and also withstand high pressure (1000 m) show great value for ocean 

monitoring. New sensors that can fulfil this need are tested and deployed in this thesis. 

In particular, a CO2 optode developed by Aanderaa, a spectrophotometric pH sensor 

developed by the Ocean Technology and Engineering Group (OTE) of NOC and two 
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glass electrode pH sensors developed by (Fluidion, Créteil, France)  and (AMT 

Analysenmesstechnik GmbH, Rostock, Germany) were tested. Before the deployment 

the three pH sensors, 2 potentiometric and one spectrophotometric, were tested in the 

laboratory to assess the performance and identify best practices to use these sensors. 

 

1.7 Thesis outline 

The chapters are ordered following the timeline of the project, having first the analysis of 

data received by the University of Bergen for the Seaglider trial of a CO2 optode (chapter 

2). Followed by chapter 3 that explains all the work done on the implementation and tests 

of a pH sensor for ocean studies. In chapter 4, these sensors are deployed on a 

Seaglider in the North Sea. 

In Chapter 2, I present the first glider deployment of a CO2 sensor that needed to be 

corrected for drift, lag and in situ calibration using discrete samples. The corrected data 

coupled with O2 were used to calculate 4 months of net community production and O2 

and CO2 air-sea flux.  

In Chapter 3, I assess the performance of two glass electrodesAMT and Fluidion, and a 

lab-on-a-chip spectrophotometric pH sensor developed by the Ocean Technology and 

Engineering Group (OTE) of NOC. The quality of the pH measurements were evaluated 

by looking at the response time, storage solution and the effect of changes in 

temperature and salinity. Based on these experiments a methodology was developed to 

calibrate in situ the glass electrodes using the spectrophotometric sensor as reference.  

In Chapter 4, I present the first deployment of a pH glass electrode and 

spectrophotometric pH sensor on a glider, along with the description of their accuracy 

and corrections. The glider was deployed for 10 days in the North Sea and the data was 

used to calculate the O2 and CO2 air-sea flux, quantify the respiration rate in the bottom 

waters and look at the spatial and temporal changes. 

In Chapter 5 I summarise my work and suggest avenues for future developments. 
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Chapter 2 

 

Norwegian Sea net community production 

estimated from O2 and prototype CO2 optode 

measurements on a Seaglider 

 

Publication 

This chapter has been previously published in Ocean Science Discussions under the title 

‘Norwegian Sea net community production estimated from O2 and prototype CO2 optode 

measurements on a Seaglider’ with co-authors Ingunn Skjelvan, Dariia Atamanchuk, 

Anders Tengberg, Matthew P. Humphreys, Socratis Loucaides, Liam Fernand, Jan 

Kaiser. All scientific work and writing was undertaken by Luca Possenti, with 

improvements made using comments from co-authors. This chapter is as published. 

 

Possenti, L., Skjelvan, I., Atamanchuk, D., Tengberg, A., Humphreys, M. P., Loucaides, S., Fernand, L., and 

Kaiser, J.: Norwegian Sea net community production estimated from O2 and prototype CO2 optode 

measurements on a Seaglider, Ocean Sci. Discuss., https://doi.org/10.5194/os-2020-72, in review, 2020. 

 

 

 

2.1 Summary 

We report on a pilot study using a CO2 optode deployed on a glider in the Norwegian 

Sea for 8 months (March to October 2014). The optode measurements required drift- 

and lag-correction, and in situ calibration using discrete water samples collected in the 

vicinity. We found the optode signal correlated better with the concentration of CO2, 

c(CO2), than with its partial pressure, p(CO2). Using the calibrated c(CO2) and a regional 

parameterisation of total alkalinity (AT) as a function of temperature and salinity, we 

calculated total dissolved inorganic carbon concentrations, CT, which had a standard 

deviation of 11 µmol kg-1 compared with direct CT measurements. The glider was also 

equipped with an oxygen (O2) optode. The O2 optode was drift-corrected and calibrated 

using a c(O2) climatology for deep samples (R2 = 0.89; RMSE = 0.009 µmol kg-1). The 

calibrated data enabled the calculation of CT - and oxygen-based net community 

production, N(CT) and N(O2). To derive N, CT and O2 inventory changes over time were 
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combined with estimates of air-sea gas exchange, entrainment of deeper waters and 

diapycnal mixing. Glider-based observations captured two periods of increased Chl a 

inventory in late spring (May) and a second one in summer (June). For the May period, 

we found N(CT) = (21±5) mmol m-2 d-1, N(O2) = (94±16) mmol m-2 d-1 and an 

(uncalibrated) Chl a peak concentration of craw(Chl a) = 3 mg m-3. During the June period, 

craw(Chl a) increased to a summer maximum of 4 mg m-3, which drove N(CT) to (85±5) 

mmol m-2 d-1 and N(O2) to (126±25) mmol m-2 d-1. The high-resolution dataset allowed 

the quantification of the changes in N before, during and after the periods of increased 

Chl a inventory. After the May period, the remineralisation of the material produced 

during the period of increased Chl a inventory decreased N(CT) to (-3±5) mmol m-2 d-1 

and N(O2) to (0±2) mmol m-2 d-1. The survey area was a source of O2 and a sink of CO2 

for most of the summer. The deployment captured two different surface waters: the 

Norwegian Atlantic Current (NwAC) and the Norwegian Coastal Current (NCC). The 

NCC was characterised by lower c(O2) and CT than the NwAC, as well as lower N(O2), 

N(CT) and craw(Chl a). Our results show the potential of glider data to simultaneously 

capture time and depth-resolved variability in CT and O2. 

 

2.2 Introduction 

Climate models project an increase in the atmospheric CO2 mole fraction driven by 

anthropogenic emissions from a preindustrial value of 280 µmol mol–1 (Neftel et al., 1982) 

to 538-936 µmol mol-1 by 2100 (Pachauri and Reisinger, 2007). The ocean is known to 

be a major CO2 sink (Sabine et al., 2004; Le Quéré et al., 2009; Sutton et al., 2014), in 

fact has taken up approximately 25 % of this anthropogenic CO2 with a rate of (2.5±0.6) 

Gt a–1 (in C equivalents) (Friedlingstein et al., 2019). This uptake alters the carbonate 

system of seawater and is causing a decrease in seawater pH, a process known as 

ocean acidification (OA) (Gattuso and Hansson, 2011). The processes affecting the 

marine carbonate system include air-sea gas exchange, photosynthesis and respiration, 

transport and vertical and horizontal mixing, and CaCO3 formation and dissolution. For 

that reason, it is important to develop precise, accurate and cost-effective tools to 

observe CO2 variability and related processes in the ocean. Provided that suitable 

sensors are available, autonomous ocean glider measurements may help resolve these 

processes. 

To quantify the marine carbonate system, four variables are commonly measured: total 

dissolved inorganic carbon concentration (CT), pH, total alkalinity (AT) and the fugacity of 

CO2 (f(CO2)). At thermodynamic equilibrium, knowledge of two of the four variables is 
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sufficient to calculate the other two. Marine carbonate system variables are primarily 

measured on research ships, commercial ships of opportunity, moorings, buoys and 

floats (Hardman-Mountford et al., 2008; Monteiro et al., 2009; Takahashi et al., 2009; 

Olsen et al., 2016; Bushinsky et al., 2019). Moorings equipped with submersible sensors 

often provide limited vertical and horizontal, but good long-term temporal resolution 

(Hemsley, 2015). In contrast, ship-based surveys have higher vertical and spatial 

resolution than moorings but limited repetition frequency because of the expense of ship 

operations. Ocean gliders have the potential to replace some ship surveys because they 

are much cheaper to operate and will increase our coastal and regional observational 

capacity. However, the slow glider speed of 1-2 km h-1 only allows a smaller spatial 

coverage than ship surveys and the sensors require careful calibration to match the 

quality of data provided by ship-based sampling. 

Carbonate system sensors suitable for autonomous deployments have been developed 

in the past decades, in particular pH sensors (Martz et al., 2010; Rérolle et al., 2013; 

Seidel et al., 2008) and p(CO2) sensors (Atamanchuk, 2013; Bittig et al., 2012; 

Degrandpre, 1993; Goyet et al., 1992; Körtzinger et al., 1996). One of these sensors is 

the CO2 optode (Atamanchuk et al., 2014) which has been successfully deployed to 

monitor an artificial CO2 leak on the Scottish west coast (Atamanchuk et al., 2015b), on 

a cabled underwater observatory (Atamanchuk, et al., 2015a), to measure lake 

metabolism (Peeters et al., 2016), for fish transportation (Thomas et al., 2017) and on a 

moored profiler (Chu et al., 2020). 

Oxygen and CT can be used to calculate net community production (N), which is defined 

as the difference between gross primary production (G) and community respiration (R). 

At steady-state, N is equal to the rate of organic carbon export and transfer from the 

surface into the mesopelagic and deep waters (Lockwood et al., 2012). N is derived by 

vertical integration to a specific depth, that is commonly defined relative to the mixed 

layer depth (zmix) or the bottom of the euphotic zone (Plant et al., 2016). A system is 

defined as autotrophic when G is larger than R (i.e. N is positive) and as heterotrophic 

when R is larger than G (i.e. N is negative) (Ducklow and Doney, 2013). N can be 

quantified using bottle incubations, isotope methods (14C, 15N, 16O/17O/18O) (Sharples et 

al., 2006; Quay, et al., 2012; Seguro et al., 2019) or in situ biogeochemical budgets. 

Bottle incubations involve measuring oxygen concentration driven by production and 

respiration in vitro under dark and light conditions. Biogeochemical budgets combine O2 

and CT inventory changes with estimates of air-sea gas exchange, entrainment, 

advection and vertical mixing (Neuer et al., 2007; Alkire et al., 2014; Binetti et al., 2020).  

The Norwegian Sea is a complex environment due to the interaction between the Atlantic 

Water (NwAC) entering from the south-west, Arctic Water coming from north and the 
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Norwegian Coastal Current (NCC) flowing along the Norwegian coast (Nilsen and Falck, 

2006). In particular, Atlantic Water enters the Norwegian Sea through the Faroe-

Shetland Channel and Iceland-Faroe Ridge (Hansen and Østerhus, 2000) with S 

between 35.1 and 35.3 and temperatures warmer than 6 ˚C (Swift, 1986). Furthermore, 

the NCC water mass differs from the NwAC with a surface S < 35 (Saetre and Ljoen, 

1972) and a seasonal θ signal (Nilsen and Falck, 2006).  

Biological production in the Norwegian Sea varies during the year and can be divided 

into 5 periods (Rey, 2001): (1) winter with the smallest productivity and phytoplankton 

biomass; (2) a pre-bloom period; (3) the spring bloom when productivity increases and 

phytoplankton biomass reaches the annual maximum; (4) a post-bloom period with 

productivity mostly based on regenerated nutrients; (5) autumn with smaller blooms than 

in summer. Previous estimates of N(CT) were based on discrete CT samples (Falck and 

Anderson, 2005) or were calculated from oxygen-based measurements and converted 

to C equivalents assuming Redfield stoichiometry of production/respiration (Falck and 

Gade, 1999; Kivimäe, 2007; Skjelvan et al., 2001). Glider measurements have been 

used to estimate N in other ocean regions (Nicholson et al., 2008; Alkire et al., 2014; 

Haskell et al., 2019; Binetti et al., 2020); however, as far as we know, this is the first 

study of net community production in the Norwegian Sea using a high-resolution glider 

dataset (>106 data points; 40 s time resolution) and the first anywhere estimating N from 

a glider-mounted sensor directly measuring the marine carbonate system. 

 

2.3 Material and methods 

2.3.1 Glider sampling 

Kongsberg Seaglider 564 was deployed in the Norwegian Sea on the 16 March 2014 at 

63.00° N, 3.86° E and recovered on the 30 October 2014 at 62.99° N, 3.89° E. The glider 

was equipped with a prototype Aanderaa 4797 CO2 optode, an Aanderaa 4330F oxygen 

optode (Tengberg et al., 2006), a Sea-Bird CTD (GPCTD) and a combined 

backscatter/chlorophyll a fluorescence sensor (Wetlabs Eco Puck BB2FLVMT). The 

mean time needed by the sensors to reach a stable value for an in situ measurement (t) 

varied with depth (Table 2.1). On average in the top 100 m the CTD performed an in situ 

measurement every 24 s, the O2 optode every 49 s, the CO2 optode every 106 s and the 

fluorescence sensor every 62 s. The time to perform an in situ measurement increased 

in depths between 100 to 500 m to 31 s for the CTD, 153 s for the O2 optode and 233 s 

for the CO2 optode. This measurement time reached its maximum at depths between 

500 to 1000 m where it was 42 s for the CTD, 378 s for the O2 optode and 381 s for the 
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CO2 optode. These sampling intervals where enough to resolve the vertical changes 

because the glider vertical speed was 0.05±0.07 m s-1. For example, in the surface 100 

m the CO2 optode sampled every 5 m and in the last 500 m every 19 m. 

Table 2.1. Average time needed by the Sea-Bird CTD (GPCTD), Aanderaa 4330F 

oxygen optode, Aanderaa 4797 CO2 optode and a combined backscatter/chlorophyll a 

fluorescence sensor (Wetlabs Eco Puck BB2FLVMT) to reach stable readings during  in-

situ measurement in the top 100 m, from 100 to 500 and from 500 to 1000 m. 

Depth / m t(CTD) / s t(O2) / s t(CO2) / s t(Chl a) / s 

0 – 100 m 24 49 106 62 

100 – 500 m 31 153 233 - 

500 – 1000 m 42 378 381 - 

 

The deployment followed the Svinøy transect, from the open sea towards the Norwegian 

coast. The glider covered a 536 km long transect 8 times (4 times in each direction) for 

a total of 703 dives (Figure 2.1).  

 

 

Figure 2.1: Map of the glider deployment and the main water masses. The black dots 

are the glider dives, the green and the red dots are the water samples collected along 

the glider section and at OWSM, respectively. The three main currents (Skjelvan et al., 

2008) are the Norwegian Coastal Current (NCC, yellow), the Norwegian Atlantic Current 

(NwAC, orange) and Arctic Water (green). 
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2.3.2 Discrete sampling 

During the glider deployment, 70 discrete water samples from various depths (5, 10, 20, 

30, 50, 100, 300, 500 and 1000 m) were collected on 4 different cruises on the R/V 

Haakon Mosby along the southern half of the glider transect on the 18 March, the 5 May, 

6 and 14 June, and the 30 of October 2014. Samples for CT and AT were collected from 

10 L Niskin bottles following the standard operational procedure (SOP) 1 of Dickson et 

al. (2007). The CT and AT samples were preserved with a saturated HgCl2 solution (final 

HgCl2 concentration: 15 mg dm–3). Nutrient samples from the same Niskin bottles were 

preserved with chloroform. CT and AT were analysed on-shore according to SOP 2 and 

3b (Dickson et al., 2007) using a VINDTA 3D (Marianda) with a CM5011 coulometer (UIC 

instruments) and a VINDTA 3S (Marianda), respectively. Nutrients were analysed on-

shore using an Alpkem Auto Analyzer (Alpkem Analytical, OI, Inc. ). In addition, 43 water 

samples were collected at Ocean Weather Station M (OWSM) on 5 different cruises on 

the 22 March on R/V Haakon Mosby, the 9 May on R/V G.O. Sars, the 14 June on R/V 

Haakon Mosby, the 2 August and the 13 November on R/V Johan Hjort from 10, 30, 50, 

100, 200, 500, 800 and 1000 m depth. The OWSM samples were preserved and 

analysed for AT and CT similar to the Svinøy samples. No phosphate and silicate samples 

were collected from OSWM. Temperature (θ) and salinity (S) profiles were measured at 

each station using a Sea-Bird 911 plus CTD. pH and f(CO2) were calculated using the 

MATLAB toolbox CO2SYS (Van Heuven et al., 2011), with the following constants: K1 

and K2 carbonic acid dissociation constants of Lueker et al. (2000), K(HSO4
–/SO4

2–) 

hydrogensulfate dissociation constant of Dickson (1990) and borate to chlorinity ratio of 

Lee et al. (2010). In the OWSM calculations, we used nutrients collected from the Svinøy 

section at a time as close as possible to the OWSM sampling. In the case of the glider, 

using the discrete samples collected during the glider deployment at the Svinoy section 

and OWSM we derived a parameterisation to derive phosphate and silicate 

concentrations as a function of the discrete sample depth and time. This 

parameterisation had an uncertainty of 1.3 and 0.13 µmol kg–1, for silicate and phosphate 

concentrations, respectively. 

 

2.3.3 Oxygen optode calibration 

The last oxygen optode calibration before the deployment was performed in 2012 as a 

two-point calibration at 9.91 °C in air-saturated water and at 20.37 °C in anoxic Na2SO3 

solution. Oxygen optodes are known to be affected by drift (Bittig et al., 2015), which is 

worse for the fast-response foils used in the 4330F optode for glider deployments. It has 

been suggested to calibrate and drift correct the optode using discrete samples or in-air 
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measurements (Nicholson and Feen, 2017). Unfortunately, no discrete samples were 

collected at the glider deployment or recovery. 

To overcome this problem, we used archived data to correct for oxygen optode drift. 

These archived concentration data (designated cC(O2)) were collected at OWSM 

between 2001 and 2007 (downloaded from ICES database) and from the deployment 

region (selected between the maximum and minimum latitude and longitude of the 

deployment) between 2000 and 2018 (extracted from GLODAPv2; Olsen et al., 2016). 

To apply the correction, we used the oxygen samples corresponding to a potential 

density σ0 > 1028 kg m-3 (corresponding to depths between 427 and 1000 m), because 

waters of these potential densities were always well below the mixed layer and therefore 

subject to limited seasonal and interannual variability. The salinity S of these samples 

varied from 34.88 to 34.96, with a mean of 34.90±0.01; θ varied from 0.45 to –0.76 °C, 

with a mean of (–0.15±0.36) °C. 

Figure 2.2 shows that the glider oxygen concentration (cG(O2)) where σ0 > 1028 kg m-3 

was characterised by two different water masses separated at a latitude of about 64° N. 

We used just the samples collected north of 64° N to derive the glider optode correction 

because this reflects the largest area covered by the glider. It was not possible to use 

the southern region and was not included in the calibration because it contained samples 

from only 5 days. For each day of the year with archived samples, we calculated the 

median concentration of the glider and the archived samples. Figure 2.3 shows a plot of 

the ratio between cC(O2)/cG(O2) against the day of the year and a linear fit, which is used 

to calibrate cG(O2) and correct for drift.  
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Figure 2.2: Glider oxygen concentration over time (day/month), cG(O2), under σ0 = 

(1028±0.02) kg m-3 coloured by latitude with the filled dots for latitude > 64 and the empty 

stars for latitude < 64.  

 

No lag correction was applied because the O2 optode had a fast response foil and 

showed no detectable lag (<10 s), based on a comparison between descent and ascent 

profiles. 
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Figure 2.3: The linear fit of the ratio between the daily median of the discrete oxygen 

samples (cC(O2)) and glider oxygen data (cG(O2)) for σ0 > 1028 kg m-3 was used to derive 

the cG(O2) drift and initial offset at deployment. We chose the median to avoid the 

influence of any outliers and differences in cC(O2) given by sampling error. The time 

interval Δt was calculated with respect to the deployment day of the 16th of March. 

 

2.3.4 CO2 optode measurement principle 

The CO2 optode consists of an optical and a temperature sensor incorporated into a 

pressure housing. The optical sensor has a sensing foil comprising two fluorescence 

indicators (luminophores), of which one is sensitive to pH changes and the other is not 

and thus used as a reference. The excitation and emission spectra of the two 

fluorescence indicators overlap, but the reference indicator has a longer fluorescence 

lifetime than the pH indicator. These two fluorescence lifetimes are combined using an 

approach known as Dual Lifetime Referencing (DLR) (Klimant et al., 2001; von 
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Bültzingslöwen et al., 2002). From the phase shift (φ), the partial pressure of CO2, 

p(CO2), is parameterised as an eight-degree polynomial (Atamanchuk et al., 2014):  

log [p(CO2)/µatm] = C0 + C1 φ + … + C8 φ8             (2.1) 

where C0 to C8 are temperature-dependent coefficients. 

The partial pressure of CO2 is linked to the CO2 concentration, c(CO2), and the fugacity 

of CO2, f(CO2), via the following relationship: 

c(CO2) = p(CO2) / [1 – p(H2O) / p] F(CO2) = K0(CO2) f(CO2)             (2.2) 

where F(CO2) is the solubility function (Weiss and Price, 1980), p(H2O) is the water 

vapour pressure, p is the total gas tension (assumed to be near 1 atm) and K0(CO2) is 

the solubility coefficient. F and K0 vary according to temperature and salinity. 

 

2.3.5 CO2 optode lag and drift correction 

The CO2 optode was fully functional between dives 31 (the 21 March 2014) and 400 (the 

24 July 2014). After dive 400, the CO2 optode stopped sampling in the top 150 m. Figure 

2.4 shows the outcome of each calibration step described in this section (steps 1 and 2) 

and section 2.3.6 (step 3): 0) uncalibrated optode output (blue dots), 1) drift correction 

(red dots), 2) lag correction (green dots) and 3) calibration using discrete water samples 

(black dots). 
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Figure 2.4: vertical profiles of a) in black the calibrated p(CO2) (pcal(CO2)) and in azure 

the discrete samples numerically derived from AT and CT b) p(CO2) versus depth where 

the vertical continuous lines are the moving mean every 50 m and the error bars 

represent the standard deviation. Blue colour shows pu(CO2) without any correction; red 

shows pd(CO2) corrected for drift, green represents pc(CO2) corrected for drift and lag; 

black shows pcal(CO2) calibrated against water samples (azure dots) collected during the 

deployment (section 2.6). pcal(CO2) had a mean standard deviation of 22 µatm and a 

mean bias of 2 µatm compared with all the discrete samples. 

 

To correct for the drift occurring during the glider mission, we selected the CO2 optode 

measurements in water with σ0 > 1028 kg m-3 (just as for O2; section 2.3). We calculated 

the median of the raw optode phase shift data ("CalPhase" φcal) for each glider dive. 

Then, we calculated a drift coefficient (mi) as the ratio between the median φcal for a given 

dive divided by the median φcal of dive 31. Drift-corrected φcal,d values were calculated by 

dividing the raw φcal by the specific mi for each dive. 

The CO2 optode was also affected by lag (Atamanchuk et al., 2014) caused by the slow 

response of the optode to ambient c(CO2) changes in time and depth. The lag created a 

discrepancy between the depth profiles obtained during glider ascents and descents. To 

correct for this lag we applied the method of Miloshevich et al. (2004), which was 

previously used by Fiedler et al. (2013) and Atamanchuk et al. (2015b) to correct the lag 

of the Contros HydroC CO2 sensor (Fiedler et al., 2013; Saderne et al., 2013). This CO2 

sensor has a different measurement principle (infrared absorption) than the CO2 optode, 

but both rely on the diffusion of CO2 through a gas-permeable membrane. 
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To apply the lag correction, the sampling interval (Δt) needs to be sufficiently small 

compared to the sensor response time (τ) and the ambient variability (Miloshevich, 

2004). Before the lag correction, φcal,d was rLOWESS-smoothed to remove any outliers 

and "kinks" in the profile. The smoothing function applies a local regression every 9 

points using a weighted robust linear least-squares fit. Subsequently, τ was determined 

such that the following lag-correction equation (Miloshevich, 2004) minimised the φcal,d 

difference between each glider ascent and the following descent:  

𝑝c(CO2, 𝑡1) =
𝑝d(CO2,𝑡1)−𝑝d(CO2,𝑡0)  e−∆t/τ

1 − e−∆t/τ               (2.3) 

where pd(CO2,t0) is the drift-corrected value measured by the optode at time t0, pm(CO2,t1) 

is the measured value at time t1, Δt is the time between t0 and t1, τ is the response time, 

and pc(CO2,t1) is the lag-corrected value at t1. We calculated a τ value for each glider 

dive and used the median of τ (1384 s, 25th quartile: 1101 s; 75th quartile: 1799 s) (Figure 

2.5), which was larger than Δt (258 s) and therefore met the requirement to apply the 

Miloshevich (2004) method. This lag correction decreased the average difference 

between the glider ascent and descent from (71±30) µatm to (21±26) µatm.  

 

Figure 2.5: The histogram shows the distribution of the τ calculated from glider dive 31 

to 400 to correct the CO2 optode drift using the algorithm of Miloshevich (2004). 
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2.3.6 CO2 optode calibration 

The CO2 optode output was calibrated using the discrete samples collected throughout 

the mission. Using the discrete sample time and potential density σ0, we selected the 

closest CO2 optode output. A linear regression between optode output and c(CO2) from 

the discrete samples (cWS(CO2) was used to calibrate the optode output pc(CO2) in 

terms of c(CO2). c(CO2) had a better correlation than p(CO2) (R2 = 0.77 vs. R2 = 0.02). 

Plotting the regression residuals (cr(CO2), calculated as the difference between 

cWS(CO2) and the value predicted by the regression) revealed a quadratic relation 

between the regression residuals and water temperature (θ). We have therefore 

included θ and θ2 in the optode calibration (Figure 2.6a). This second calibration 

increased the correlation coefficient R2 from 0.77 to 0.90 and decreased the standard 

deviation of the regression residuals from 1.3 to 0.8 µmol kg-1. Even with the explicit 

inclusion of temperature in the calibration, the CO2 optode response remained more 

closely related to c(CO2) than p(CO2) (Figure 2.6b). 
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Figure 2.6: Regression (black lines, reg1) of the CO2 optode output pc(CO2) against a) 

co-located concentration cWS(CO2) that has an uncertainty of 0.28 µmol kg-1 b) and 

partial pressure pWS(CO2) of CO2 in discrete water samples (black dots). Also shown 

are the values predicted by including θ and θ2 in the regression used for optode 

calibration (red dots, reg2). The regression equations are: 

a) reg1: cWS(CO2)/(µmol kg-1) = (0.033±0.003)pc(CO2)/µatm – 1.8±1.6 (R2 = 0.77) 

a) reg2: cWS(CO2)/(µmol kg-1) = (0.12±0.14)θ/°C – (0.071±0.011)(θ/°C)2 + 

(0.0094±0.0048)pc(CO2)/µatm +16±4 (R2 = 0.90). 

b) reg1: pWS(CO2)/µatm = (0.05±0.05)pc(CO2)/µatm + 344±33 (R2 = 0.02) 



 

51 
 

b) reg2: pWS(CO2)/µatm] = (21±3)θ/°C – (1.9±0.2)(θ/°C)2 + (0.2±0.1)pc(CO2)/µatm + 

209±76 (R2 = 0.60). 

 

2.3.7 Regional algorithm to estimate AT 

To calculate CT, we used two variables: glider c(CO2) derived as described in section 2.6 

and AT derived using a regional algorithm that uses the top 1000 m S and θ. The 

algorithm followed the approach of Lee et al. (2006) and was derived using 663 water 

samples collected at OWSM from 2004 to 2014 and GLODAPv2 (Olsen et al., 2016) data 

from 2000 in the deployment region. Discrete samples with S < 33 were removed 

because these values were lower than the minimum S measured by the glider. The 

derived AT parameterisation is: 

AT,reg / (µmol kg-1) = 2317.03 + 33.12 (S–35) + 7.94 (S–35)2 + 0.96 (θ/°C–20)                 

+ 0.01 (θ/°C–20)2              (2.4) 

The parameterisation has an uncertainty of 8.2 µmol kg-1 calculated as the standard 

deviation of the residual difference between actual and parameterised AT. 

To test this parameterisation, we compared the predicted AT,reg values with discrete 

measurements (AT,WS) collected close in terms of time, potential density (σ0) and distance 

to the glider transect (n = 60). These discrete samples and the glider had the mean 

temperature and salinity differences of (0.17±0.68) °C and (0.03±0.013), respectively. 

The mean difference between AT,WS and AT,reg was (2.1±6.5) µmol kg-1. 

This AT parameterisation was used in CO2SYS (Van Heuven et al., 2011) to calculate 

CT from AT,reg and the calibrated c(CO2), cG,cal(CO2). The calculated CT,cal values were 

compared with CT,WS of the same set of discrete samples used to calibrate cG,cal(CO2), 

the only difference being that instead of the actual total alkalinity of the water sample 

(AT,WS), we used  AT,reg. The mean difference between CT,cal and CT,reg was (1.5±10) µmol 

kg–1, with the non-zero bias and the standard deviation due to the uncertainties in the 

ATreg parameterisation and the cG,cal(CO2) calibration. 

 

2.3.8 Quality control of other measurement variables 

The thermal lag of the glider conductivity sensor was corrected using Gourcuff (2014). 

Single-point outliers in conductivity were visually identified and removed then replaced 

by linear interpolation. The glider CTD salinity was affected by presumed particulate 

matter stuck in the conductivity cell (Medeot et al., 2011) during dives 147, 234, 244, 
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251, 272, 279, 303, 320 and 397 and sensor malfunction caused a poor match between 

glider ascent and descent during a dives 214, 215, 235 and 243. These dives were 

removed from the subsequent analysis. 

Glider-reported chlorophyll concentrations, craw(Chl a), were affected by photochemical 

quenching during the daytime dives. To correct for quenching, we used the method of 

Hemsley et al. (2015) based on the night time relationship between fluorescence and 

optical backscatter. This relationship was established in the top 60 meters and the night-

time values were selected between sunset and sunrise. We calculated a linear fit 

between craw(Chl a) measured at night, cN(Chl a), and the backscatter signal measured 

at night (bN). The slope and the intercept were then used to correct daytime cD(Chl a). 

The glider-reported chlorophyll concentration has not been calibrated against in situ 

samples and is not expected to be accurate, even after correction for quenching. 

However, it should give an indication of the depth of the deep chlorophyll concentration 

maximum (zDCM) and the direction of chlorophyll concentration change (up/down). 8 day-

means of craw(Chl a) were compared with satellite 8 day-composite chlorophyll 

concentration (Figure 2.7) from Ocean Colour CCI (https://esa-oceancolour-cci.org/) and 

gave a mean difference of (0.12±0.08) mg m-3 (Figure 2.7). 

 

 

Figure 2.7: Comparison between the 8 days glider c(Chl a) (cG(Chl a)) mean and the 8 

days satellite c(Chl a) (cS(Chl a)) download from Ocean Colour CCI (https://esa-

oceancolour-cci.org/) where in a) cG(Chl a) in red diamond and cS(Chl a) in blue dots 

variability in time and in b) the direct comparison between cG(Chl a) and cS(Chl a).  

 

https://esa-oceancolour-cci.org/
https://esa-oceancolour-cci.org/
https://esa-oceancolour-cci.org/
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2.3.9 Calculation of oxygen-based net community 

production, N(O2) 

Calculating net community production N from glider data is challenging because the 

glider continuously moves through different water masses. For that reason we 

subdivided the transect by binning the data into 0.1° latitude intervals to derive O2 

concentration changes every two transects. The changes were calculated between 

transects in the same direction of glider travel (e.g. transects 1 and 3, both in N-S 

direction) to have approximately the same time difference (40-58 days) at every 

latitude. If instead we had used two consecutive transects, this would lead to a highly 

variable time difference of near-0 to about 50 days along the transect. 

We calculated N(O2) (in mmol m–2 d–1) from the oxygen inventory changes (ΔI(O2)/Δt) 

corrected for air-sea exchange Φ(O2), normalised to zmix when zmix was deeper than the 

integration depth of zlim, entrainment E(O2) and diapycnal eddy diffusion Fv(O2): 

𝑁(O2) =
Δ𝐼(O2)

Δ𝑡
+  𝛷(O2)

min(𝑧lim,𝑧mix)

𝑧mix
− 𝐹E(O2) −  𝐹v(O2) )              (2.5) 

The inventory changes were calculated as the difference between transects of the 

integrated c(O2) in the top 45 m. A constant integration depth of 45 m was chosen to 

capture the deepest extent of the deep chlorophyll maximum (zDCM) found during the 

deployment, which likely represents the lower bound for the euphotic zone.  

The inventory changes were calculated using the following equation: 

Δ𝐼(O2)

Δ𝑡
=  

∫ 𝐶n+1d𝑧 − ∫
𝐶n

dz
45 m

0

45 m

0 

𝑡n+1− 𝑡n
             (2.6) 

where n is the transect number, t is the day of the year and C is c(O2).  

The air-sea flux of oxygen, Φ(O2) was calculated for each glider dive using the median 

c(O2), θ and S in the top 10 m. We followed the method of Woolf and Thorpe (1991) that 

includes the effect of bubble equilibrium supersaturation in the calculations: 

Φ(O2) = kw(O2) {(c(O2) – [1 + Δbub(O2)]csat(O2)}               (2.7) 

where kw(O2) is the gas transfer coefficient, Δbub(O2) is the increase of equilibrium 

saturation due to bubble injection and csat(O2) is the oxygen saturation. csat(O2) was 

calculated from S and θ using the solubility coefficients of Benson and Krause (1984), 

as fitted by Garcia and Gordon (1992). Δbub(O2) was calculated from the following 

equation: 

𝛥𝑏𝑢𝑏(O2) = 0.01 (
𝑈

𝑈0
)

2
             (2.8) 
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where U is 10 m-wind speed with 1 hours resolution (ECMWF ERA5, 

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5) and U0 

represents the wind speed when the oxygen concentration is 1 % supersaturated and 

has a value of 9 m s-1 (Woolf and Thorpe, 1991). U has a spatial resolution of 0.25° 

latitude and 0.25° longitude and was interpolated to the glider position at the beginning 

of the dive. 

The transfer velocity kw(O2) was calculated based on Wanninkhof (2014): 

𝑘w(O2)

cm h−1 = 0.251 (
𝑆𝑐(O2)

660
)

−0.5
(

𝑈

m s−1)
2
              (2.9) 

The Schmidt number, Sc(O2), was calculated using the parameterisation of Wanninkhof 

(2014). To account for wind speed variability, kw(O2) applied to calculate N(O2) was a 

weighted mean. This value was calculated using the varying daily-mean wind speed U 

in the time interval between tn and tn+1 (Δt) (50 days) using a 5 point-median zmix (Reuer 

et al., 2007). The time interval is the same as used to calculate 
Δ𝐼(O2)

Δ𝑡
. 

The entrainment flux, FE(O2), was calculated as the oxygen flux when the mixed layer 

depth deepens in time and is greater than zlim at time t2:  

𝐹E(O2) =  
𝐼(O2,𝑡1,𝑧mix(𝑡2))

𝑧lim
𝑧mix(𝑡2)

−𝐼(O2,𝑡1,𝑧lim)

𝑡2− 𝑡1
                  (2.10) 

where t2 – t1 represents the change in time, zmix is the mixed layer depth, I(O2,t1,zmix(t2)) 

is the expected inventory that would result from a mixed layer deepening to zmix(t2) 

between t2 and t1, and I(O2,t1,zlim) is the original inventory at t1. 

The effect of diapycnal eddy diffusion (Fv) was calculated at zmix when it was deeper 

than zlim and at zlim when zmix was shallower than zlim, using the following equation: 

𝐹v(O2) = 𝐾z  
∂𝐶(O2)

𝜕𝑧
               (2.11)                                                                                                                             

for a vertical eddy diffusivity (Kz) of 10-5 m2 s-1 (Naveira Garabato et al., 2004). The 

effect of Fv(O2) on N(O2) was negligible with a median of (-0.1±0.5) mmol m-2 d-1. 

Then, we calculated N(O2) in oxygen units with 
Δ𝐼(O2)

Δ𝑡
 corrected for Φ(O2), Fv(O2) and 

FE(O2) using equation 2.5. 

 

 

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
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2.3.10 Calculation of inorganic carbon-based net 

community production, N(CT) 

N(CT) was calculated from the CT inventory changes 
Δ𝐼(𝐶T)

Δ𝑡
, air-sea flux of CO2, Φ(CO2), 

and entrainment FE(CT) and diapycnal diffusion Fv(CT): 

𝑁(𝐶T) = –
Δ𝐼(𝐶T)

Δ𝑡
− 𝛷(CO2)

min(𝑧lim,𝑧mix)

𝑧mix
+ 𝐹E(𝐶T) +  𝐹v(𝐶T)               (2.12) 

Firstly, Φ(CO2) was calculated using the 10 m wind speed with 1 hours' resolution 

downloaded from ECMWF ERA5. As for oxygen, we selected the closest wind speed 

data point at the beginning of each glider dive. We used the monthly mean atmospheric 

CO2 dry mole fraction (x(CO2)) downloaded from the Greenhouse Gases Reference 

Network Site from (https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php) the closest site to the 

deployment at Mace Head, County Galway, Ireland (Dlugokencky et al., 2015). Using 

x(CO2) we calculated the air-saturation concentration catm(CO2): 

catm(CO2) = x(CO2) pbaro F(CO2)                  (2.13) 

where pbaro is the mean sea level pressure and F(CO2) is the CO2 solubility function 

calculated from surface θ and S (Weiss and Price, 1980).  

The seawater c(CO2) at the surface was calculated using the median in the top 10 meters 

between the glider ascent and descent of the following dive c(CO2). From this, Φ(CO2) 

was calculated: 

Φ(CO2) = k(CO2) [c(CO2) – catm(CO2)].                 (2.14) 

k(CO2) was calculated using the parameterisation of Wanninkhof (2014): 

𝑘(CO2)

cm h−1 = 0.251 (
𝑆𝑐(CO2)

660
)

−0.5
(

𝑈

m s−1)
2
                (2.15) 

Sc(CO2) is the dimensionless Schmidt number at the seawater temperature 

(Wanninkhof, 2014). To account for wind speed variability, kw(CO2) applied to calculate 

N(CT) was a weighted mean based on the varying daily-mean wind speed U in the time 

interval between tn and tn+1 (Δt) used to calculate 
Δ𝐼(𝐶T)

Δ𝑡
 and for 40 50 days to calculate 

Φ(CO2) (Reuer et al., 2007). 

The inventory changes were calculated in the top 45 m with the following equation:  

Δ𝐼(𝐶T)

Δ𝑡
=  

∫ 𝐶n+1d𝑧− ∫ 𝐶nd𝑧
45 m

0

45 m

0 

𝑡n+1− 𝑡n
                             (2.16) 

https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php
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The entrainment flux, FE(CT) was calculated as the oxygen flux when the mixed layer 

depth deepens in time and is greater than zlim at time t2: 

𝐹E(𝐶T) =  
𝐼(C,𝑡1,𝑧mix(𝑡2))

𝑧lim
zmix(𝑡2)

−𝐼(C,𝑡1,𝑧lim)

𝑡2− 𝑡1
                   (2.17) 

As for oxygen, the effect of diapycnal eddy diffusion (Fv) was calculated at zmix when it 

was deeper than zlim and at zlim when zmix was shallower than zlim, using the following 

equation: 

𝐹v(𝐶T) = 𝐾z  
∂𝑐(𝐶T)

𝜕𝑧
                (2.18) 

for a Kz of 10-5 m2 s-1 (Naveira Garabato et al., 2004). The effect of Fv(CT) was 

negligible with a median of (0.1±0.3) mmol m-2 d-1.  

The contribution of horizontal advection to N(CT) was considered minimal over the 

timescales we calculated inventory changes because previous studies have shown that 

changes in CT during summer are mainly controlled by biology and air-sea interactions 

(Gislefoss et al., 1998). For that reason, previous studies that estimated N in the 

Norwegian Sea have also neglected advective fluxes (Falck and Anderson, 2005; Falck 

and Gade, 1999; Kivimäe, 2007; Skjelvan et al., 2001). 

The uncertainties in N(CT) and N(O2) were evaluated with a Monte-Carlo approach. The 

uncertainties of the input variables are shown in Table 2.2; we repeated the analysis 

1000 times. The total uncertainty in N was calculated as the standard deviation of the 

1000 Monte-Carlo simulations. 
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Table 2.2. Uncertainty associated with N(CT) and N(O2) input variables calculated by a 

Monte Carlo approach. 

Variable Error Reference/Method 

CT 11 µmol kg-1 Standard deviation vs the water samples.  

S 0.01 Standard deviation of glider salinities for σ0 > 1028 

kg m-3 and latitude > 64° N 

θ 0.3 °C Standard deviation of glider temperature for σ0 > 

1028 kg m-3 and latitude > 64° N 

catm(CO2)  1.5 µmol kg-1 Standard deviation of catm(CO2)   

c(CO2) 1.3 µmol kg-1 Error is the standard deviation vs water samples. 

k(CO2) 20 % (Wanninkhof, 2014) 

zmix 

 

9 m Standard deviation compared with zmix based on 

thresholds ΔT = 0.1 °C (Sprintall and Roemmich, 

1999), 0.2 °C (Thompson, 1976) and 0.8 °C (Kara 

et al., 2000). 

zmix latitude 0.32 m Standard deviation compared with zmix based on 

thresholds ΔT = 0.1 °C (Sprintall and Roemmich, 

1999), 0.2 °C (Thompson, 1976) and 0.8 °C (Kara 

et al., 2000). 

cG(O2) 2.4 µmol kg-1 Standard deviation of glider oxygen concentrations 

for σ0 > 1028 kg m-3 and latitude > 64° N 

 

2.4 Results 

The uncorrected temperature θ, salinity S, c(O2), p(CO2) and craw(Chl a) presented in 

Figure 2.8 were analysed to dive 400 dive (24 July 2014). In the following dives, the CO2 

optode stopped sampling in the first 150 m (Figure 2.8d). The raw c(O2) data were 

calibrated and drift corrected and c(CO2) was drift-, and lag-corrected and recalibrated, 

then used to quantify the temporal and spatial changes in N and Φ together with the 

quenching corrected craw(Chl a) to evaluate the net community production changes.  
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Figure 2.8: Raw glider data for all 703 dives with latitude of the glider trajectory at the 

top (black: NwAC; red: NCC, separated by a S of 35). a) temperature θ, b) salinity S, c) 

uncorrected oxygen concentration c(O2), d) uncorrected CO2 optode output pu(CO2) and 

e) chlorophyll a concentration craw(Chl a). The white space means that the sensors did 

not measure any data. 
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2.4.1 O2 optode calibration 

The uncorrected c(O2) continually decreased (Figure 2.8c). The ratio cC(O2)/cG(O2) and 

against the day of the year used for the drift correction had a good correlation with time 

(R2 = 0.90), showing a continuous increase of 0.0004 d–1 (Figure 2.3), equivalent to a 

decrease in the measured glider O2 concentration of 0.11 µmol kg–1 d–1. It was possible 

to apply the correction because cC(O2) had low temporal variability (Figure 2.9). The 

discrete oxygen samples from OWSM and GLODAPv2 had a mean of (304.6±3.1) µmol 

kg-1, varying from 294 to 315 µmol kg-1. The drift correction reduced the variability of 

cG(O2) in the selected potential density range from a standard deviation of 7.3 µmol kg-1 

to a standard deviation of 2.4 µmol kg-1 (Figure 2.10). 

 

Figure 2.9: discrete samples cC(O2) (yellow), raw glider oxygen cG(O2) (blue) and drift 

corrected glider oxygen cG,cal(O2) (red) for a potential density > 1028 kg m-3.  
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Figure 2.10: Distributions of (a) dissolved oxygen concentration, c(O2) (b) and oxygen 

saturation factor, s(O2), defined as c(O2)/csat(O2). zDCM (red line) and zmix (pink line) were 

calculated using a threshold criterion of Δθ = 0.5 °C relative to the median θ of the top 5 

m of the glider profile (Obata et al., 1996; United States. National Environmental Satellite 

and Information Service, Monterey and Levitus, 1997; Foltz et al., 2003). σ0 = 1028 kg 

m-3 (black line) and at the top the latitude trajectory of the glider in black the Norwegian 

Atlantic Current (NwAC) and in red the Norwegian Coastal Current (NCC). 

 

2.4.2 CO2 optode calibration 

Following drift, lag and scale corrections, glider fugacity fG(CO2) derived from Eq. 2.2 had 

a mean difference of (2±22) µatm to the discrete samples (n = 55; not shown) and CT 

had a standard deviation of 11 µmol kg-1 and a mean difference of 3 µmol kg-1 (Figure 

2.11). p(CO2) and f(CO2) are almost the same numbers, specifically f(CO2) takes into 

account the non-ideal nature of the gas phase. The optode was able to capture the 

temporal and spatial variability showing that NCC had a lower concentration of CT than 

NwAC. Because of the surface variability between the glider location and OWSM, 

restricting the discrete samples f(CO2) to the top 10 m only gave a mean difference of 

(19±31) µatm (n = 6). We also compared glider fG(CO2) with SOCAT f(CO2) (Bakker et 

al., 2016) data in the region during the deployment (Figure 2.12). During the whole 

deployment, there was general agreement between fG(CO2) and fSOCAT(CO2). fG(CO2) 

varied between 204 and 391 µatm while fSOCAT(CO2) varied between 202 and 428 µatm 

(Figure 2.12).  

Our results are in agreement with Jeansson et al. (2011) who found the surface NCC 

was the region with the lowest CT values (2083 µmol kg–1) in the Norwegian Sea. This 

was confirmed during our deployment because CT was (2081±39) µmol kg-1 in the NCC 

region and (2146±27) µmol kg-1 in the NwAC region (Figure 2.11) and c(O2) was >300 

µmol kg-1 in the NwAC and < 280 µmol kg-1 in the NCC.  
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Figure 2.11: CT contour plot with zDCM (red line) and the zmix (pink line) calculated using 

a threshold criterion of Δθ = 0.5 °C to median θ of the top 5 m of the glider profile (Obata 

et al., 1996; United States. National Environmental Satellite and Information Service, 

Monterey and Levitus, 1997; Foltz et al., 2003), in black σ0 = 1028 kg m-3 and at the top 

the latitude trajectory of the glider in black NwAC and in red NCC. 
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Figure 2.12: The plot represents the surface f(CO2) from 2014 SOCAT measured during 

the glider deployment and the glider. The black squares are the median of the glider 

f(CO2) in the top 10 meters calculated using the ascent of the single dive and the descent 

of the next dive. The red dots are the water samples collected during the deployment 

and the remaining dots are from the SOCAT cruises in the area during the deployment. 

On the bottom, there is the map of the glider and SOCAT data positions. 

 

2.4.3 Air-sea exchange  

The surface water was supersaturated with oxygen all summer (Figure 2.13). From May 

this supersaturation drove a continuous O2 flux from the sea to the atmosphere. 

However, the flux varied throughout the deployment having a median of 25 mmol m-2 d-

1 (5th centile: -31 mmol m-2 d-1; 95th centile: 88 mmol m-2 d-1). Before the spring period of 

increased Chl a inventory, the supersaturation varied between 0 to 10 µmol kg-1. Φ(O2) 
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had a median of -1.4 mmol m-2 d-1 (5th centile: -49 mmol m-2 d-1; 95th centile: 23 mmol m-

2 d-1). Then, during the spring period of increased Chl a inventory, the surface 

concentration increased by over 35 µmol kg-1, causing a peak in Φ(O2) of 140 mmol m-2 

d-1. A second period of increased Chl a inventory was encountered in June and had a 

larger Φ(O2) up to 118 mmol m-2 d-1, driven by supersaturation of 68 µmol kg-1. These 

larger fluxes during the second period of increased Chl a inventory were associated with 

an increase of craw(Chl a) from 2.5 mg m-3 to the summer maximum of 4.0 mg m-3. 

However, before the spring period of increased Chl a inventory, Φ(O2) showed a few 

days of influx into the seawater caused by a decrease of θ from 7.6 °C to 5.9 °C that 

increased csat(O2). The influx at the beginning of the deployment is partly due to the 

Δbub(O2) correction that increased [1+ Δbub(O2)]csat(O2) to values larger than c(O2) for U > 

10 m s-1. In August the surface supersaturation decreased to 2.3 µmol kg-1 and Φ(O2) 

decreased to a monthly minimum of –7.6 mmol m-2 d-1. In the second half of September 

the surface water became undersaturated by –2.6 µmol kg-1, causing O2 uptake with a 

median flux of -13 mmol m-2 d-1 (5th centile: -39 mmol m-2 d-1; 95th centile: 10 mmol m-2 d-

1). 

The CO2 flux from March to July was always from the air to the sea (Figure 2.13), with a 

median of -5.2 mmol m-2 d-1 (5th centile: -14 mmol m-2 d-1; 95th centile: -1.5 mmol m-2 d-1). 

An opposing flux direction is expected for Φ(O2) and Φ(CO2) during the productive 

season when net community production is the main driver of concentration changes. 

After the summer period of increased Chl a inventory, the flux had a median of -11 mmol 

m-2 d-1 (5th centile: –16 mmol m-2 d-1; 95th centile: -6.8 mmol m-2 d-1). Positive fluxes (from 

water to air) are in disagreement with previous studies that classified the Norwegian Sea 

as a CO2 sink (Takahashi et al., 2002; Skjelvan et al., 2005). Calculating Φ(CO2) from 

the discrete samples from the 18 March to the 14 June (n = 13) the flux varied from 0.1 

to -13 mmol m-2 d-1  with just one positive Φ(CO2) in March. 
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Figure 2.13: Air-sea flux of O2 and CO2 during spring and summer for CO2 and during 

spring, summer and autumn for O2, a) csat(O2) in blue and c(O2) in red, b) csat(CO2) in 

blue and c(CO2) in red, c) Δc(O2) = c(O2) – csat(O2), d) Δc(CO2) = c(CO2) – csat(CO2), e) 

sea surface temperature, f) kw(O2) in blue and kw(CO2) in red normalised back to 50 days 

(Reuer et al., 2007), g) oxygen air-sea flux Φ(O2) and h) CO2 air-sea flux Φ(CO2). The 

flux from sea to air is positive while that from air to sea is negative. 
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2.4.4 Oxygen-based net community production, N(O2) 

To capture the entire euphotic zone, we calculated N(O2) and N(DIC) using an 

integration depth of zlim =  45 m because the mean deep chlorophyll maximum (DCM) 

depth was zDCM = (20±18 m) (Figure 2.10). For comparison, the mixed layer depth was 

deeper, varied more strongly and had a mean value of zmix = (68±78) m, using a 

threshold criterion of Δθ = 0.5 °C to the median θ value in the top 5 m of the glider 

profile (Obata et al., 1996; United States. National Environmental Satellite and 

Information Service, Monterey and Levitus, 1997; Foltz et al., 2003). 

The two N values were calculated as the difference in inventory changes between two 

transects when the glider moved in the same direction. 

During the deployment, we sampled two periods of increased Chl a inventory, the first 

one in May and a second one in June. The chlorophyll a inventory (𝐼raw,𝑧lim
(Chl 𝑎)) was 

calculated integrating craw(Chl a) to zlim. To remove outliers we used a five-point moving 

mean of 𝐼raw,𝑧lim
(Chl 𝑎). 

The N(O2) changes were dominated by Φ(O2) that had an absolute median of 34 mmol 

m-2 d-1 (5th centile: 4.3 mmol m-2 d-1; 95th centile: 86 mmol m-2 d-1), followed by I(O2) that 

had a median of 15 mmol m-2 d-1 (5th centile: 2.3 mmol m-2 d-1; 95th centile: 29 mmol m-2 

d-1), Fv(O2) that had an absolute median of 0.3 mmol m-2 d-1 (5th centile: 0 mmol m-2 d-1; 

95th centile: 1.0 mmol m-2 d-1) and FE(O2) that had a median of 0 mmol m-2 d-1 (5th 

centile: -1.2 mmol m-2 d-1; 95th centile: 0 mmol m-2 d-1). 

At the beginning of May, 𝐼raw,𝑧lim
(Chl 𝑎) increased to 97 mg m-2 and N(O2) = (95±16) 

mmol m-2 d-1. After this period, 𝐼raw,𝑧lim
(Chl 𝑎) decreased to 49 mg m-2 and N(O2) = (-

4.6±1.6) mmol m-2 d-1.  During the summer 𝐼raw,𝑧lim
(Chl 𝑎) increased to 110 mg m-2, 

which caused a sharp increase of N(O2) to (126±25) mmol m-2 d-1. 𝐼raw,𝑧lim
(Chl 𝑎) 

remained higher than 50 mg m-2 until the end of June when N(O2) was (31±9) mmol m-2 

d-1. The passage of the glider from NwAC to NCC accompanied by a drop of surface 

c(O2) from 330 to 280 µmol kg-1 (Figure 2.10) that resulted in lower Φ(O2) and N(O2) 

values (Figure 13). At the same time 𝐼raw,𝑧lim
(Chl 𝑎) decreased to 35 mg m-2 showing 

that the decrease of N(O2) depended on the passage to NCC and a decrease of 

biological production. After the beginning of August, 𝐼raw,𝑧lim
(Chl 𝑎) decreased to 49 mg 

m-2 and N(O2) turned negative with a minimum of (–23±25) mmol m-2 d-1. In October 

during the last glider transect 𝐼raw,𝑧lim
(Chl 𝑎) continued decreasing to 27 mg m-2 leading 

to the minimum N(O2) of (-52±11) mmol m-2 d-1. 
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Integrating N(O2) from March to October gives a flux of 4.9 mol m-2 a-1 (Table 2.3; 

discussed in section 2.5.2). 

 

Figure 2.14: a) Components of the N(O2) calculation: ΔI(O2)/Δt (red), E(O2) (blue), 

Fv(O2) (violet), Φ(O2) (green) with kw(O2) weighted over 50 days, N(O2) (yellow). b) Chl 

a inventory in the top 45 m, 𝐼raw,𝑧lim
(Chl 𝑎) (violet). Chl a inventory for the whole water 

column, 𝐼raw,𝑧all
(Chl 𝑎) (violet dotted line). The black vertical lines represent each glider 

transect. Between the two vertical red lines, the glider was in the NCC region. 

 

2.4.5 Inorganic carbon-based net community 

production, N(CT) 

In the case of N(CT) the main drivers were the inventory changes with an absolute 

median of 29 mmol m-2 d-1 (5th centile: 1.3 mmol m-2 d-1; 95th centile: 57 mmol m-2 d-1), 

followed by Φ(CO2) that had an absolute median of 7.0 mmol m-2 d-1 (5th centile: 0.8 

mmol m-2 d-1; 95th centile: 15 mmol m-2 d-1), Fv(CT) that had an absolute median of 0.2 

mmol m-2 d-1 (5th centile: 0 mmol m-2 d-1; 95th centile: 1.3 mmol m-2 d-1)  and FE(CT) had 

a median of 0 mmol m-2 d-1 (5th centile: 0 mmol m-2 d-1; 95th centile: 3.4 mmol m-2 d-1). 
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During the period of increased Chl a inventory N(CT) was (21±4.5) mmol m-2 d-1. Later 

𝐼raw,𝑧lim
(Chl 𝑎) decreased to 30 mg m-2 driving N(CT) to negative values with a 

minimum of (-2.7±5.0) mmol m-2 d-1. In the next transect, the glider measured the 

maximum 𝐼raw,𝑧lim
(Chl 𝑎) of 111 mg m-2 that increased N(CT) to (85±4.5) mmol m-2 d-1. 

This maximum was reached during a transect when the glider moved in NCC that had 

a c(CT) of 2080 µmol kg-1 at the surface compared with the 2150 µmol kg-1 in NwAC 

and drove a continuous positive N(CT) that had a minimum of (36±7.4) mmol m-2 d-1 

(Figure 2.15). 

Integrating N(CT) from March to July gives a flux of 3.3 mol m-2 a-1 (Table 2.3; 

discussed in section 2.5.2). 
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Table 2.3. Net community production (N) estimates in the Norwegian Sea (with 

integration depth zlim). Falck and Anderson (2005) used year-round data from 1960 to 

2000 between 62 and 70° N and from 1991 to 1994 at OWSM. Skjelvan et al. (2001) 

used year-round data from 1957 to 1970 and from 1991 to 1998 between 67.5° N 9° E 

and 71.5° N 1° E and along 74.5° N from 7 to 15° E. Kivimäe (2007) used year-round 

data from 1955 to 2005 and Falck and Gade (1999) used year-round data from 1955 to 

1988 in all of the Norwegian Sea. While the previous studies report annual N 

estimates, the present study derives N(O2) between March and October and N(CT) 

between March and July. 

 

Study N(CT) 

/  

mol m-

2 a-1 

N(O2) 

/  

mol 

m-2 a-1 

N(O2) / 

N(CT) 

zlim / 

m  

Variables 

used to 

derive N 

(Falck and Anderson, 2005), annual 3.4 —  100 c(NO3
–), 

c(PO4
3–), 

c(CT) 

(Skjelvan et al., 2001), annual — 2.6  300 c(O2), 

c(PO4
3–) 

(Kivimäe, 2007), annual — 11 

(4.7 to 

18.3) 

 zmix 

until 

100 

m 

c(O2)  

(Falck and Gade, 1999), annual — 3.9  30 c(O2) 

This study, March to July 3.1 4.1 1.3 30 c(O2), c(CT) 

This study, March to July 3.3 4.2 1.3 45 c(O2), c(CT) 

This study, March to July 3.3 3.7 1.1 100 c(O2), c(CT) 

This study, March to October  5.0    

This study, March to October  4.9    

This study, March to October  3.6    



 

70 
 

 

Figure 2.15: a) Components of the N(CT) calculation: ΔI(CT)/Δt (red), FE(CT) (blue), 

Fv(CT) (violet), Φ(CO2) (green) with kw(CO2) weighted over 50 days, N(CT) (yellow). b) 

Chl a inventory in the top 45 m, 𝐼raw,𝑧lim
(Chl 𝑎) (violet). Chl a inventory for the whole 

water column, 𝐼raw,𝑧all
(Chl 𝑎) (violet dotted line). The black vertical lines represent each 

glider transect. Between the two vertical red lines, the glider was in the NCC region. 

 

2.5 Discussion 

2.5.1 Sensor performance 

This study presents data from the first glider deployment with a CO2 optode. The initial 

uncalibrated p(CO2), pU(CO2), measured by the CO2 optode had a median of 604 µatm 

(5th centile: 566 µatm; 95th centile: 768 µatm) when the p(CO2) of discrete samples varied 

from 302 to 421 µatm. This discrepancy was caused by sensor drift before and during 

deployment of the optode. 

We applied corrections for drift (using deep-water samples as a reference point), sensor 

lag and calibrated the CO2 optode against co-located discrete samples throughout the 

water column. 
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Atamanchuk (2014) reported that the sensor was affected by a lag that varied from 45 to 

264 s depending on temperature. These values were determined in an actively stirred 

beaker. However, in this study the sensor was mounted on a glider and was not actively 

pumped, which increased the response time to 1384 s, (25th quartile: 1101 s; 75th 

quartile: 1799 s). Also, the optode was affected by a continuous drift from 637 to 5500 

µatm that is larger than the drift found by Atamanchuk et al. (2015a) that increased by 

75 µatm after 7 months. 

In this study, the drift- and lag-corrected sensor output showed a better correlation with 

the CO2 concentration c(CO2) than with p(CO2). The latter two quantities are related to 

each other by the solubility that varies with θ and S (Weiss, 1974) (Eq. 2.2). The better 

correlation with c(CO2) was probably due to an inadequate temperature-

parameterisation of the sensor calibration function. Including temperature and 

temperature squared in the calibration gave a better fit for both c(CO2) than with p(CO2), 

but overall still a lower calibration residual for the former. The sensor output depends on 

the changes in pH that are directly related to the changes of c(CO2) in the membrane 

and – indirectly – p(CO2), via Henry’s Law. The calibration is supposed to correct for the 

temperature-dependence of the sensor output (Atamanchuk et al., 2014). So the fact, 

that the sensor output correlated better with c(CO2) than p(CO2) is perhaps due to a 

fortuitous cancellation of an inadequate temperature-parameterisation and the Henry's 

Law relationship between c(CO2) than p(CO2). 

The calibrated optode output captured the CT changes in space and time with a standard 

deviation of 10 µmol kg-1 compared with the discrete samples. During the deployment, 

CT decreased from 2130 µmol kg-1 to 2000 µmol kg-1 and increased with depth to 2170 

µmol kg-1. This shows the potential of the sensor for future studies that aim to analyse 

the carbon cycle using a high-resolution dataset. 

The optode-derived CO2 fugacity fG(CO2) had a mean bias of (8±22) µatm compared with 

the discrete samples. These values are comparable with a previous study when the CO2 

optode was tested for 65 days on a wave-powered Profiling crAWLER (PRAWLER) from 

3 to 80 m (Chu et al., 2020), which had an uncertainty between 35 and 72 µatm. The 

PRAWLER optode was affected by a continuous drift of 5.5 µatm d-1 corrected using a 

regional empirical algorithm that uses c(O2), θ, S and σo to estimate AT and CT. 

 

2.5.2 Norwegian Sea net community production 

Increases in N(O2) and N(CT) were associated with increases in depth-integrated craw(Chl 

a), designated as periods of increased Chl a inventory, at the beginning of May and in 
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June. During the first period of increased Chl a inventory at the beginning of May surface 

craw(Chl a) reached 3 mg m-3. The second period of increased Chl a inventory in June 

lasted longer and craw(Chl a) increased to 4 mg m-3. Between the two periods of increased 

Chl a inventory, N(O2) and N(CT) had negative values indicating that remineralisation of 

the high Chl a inventory material was a dominant process during this period. Even though 

the fluorometer was uncalibrated, the spring period of increased Chl a inventory craw(Chl 

a) values are in agreement with the study of Rey (2001) who found craw(Chl a) = 3 mg m–

3 at the beginning of May. The largest period of increased Chl a inventory was when the 

top 50 m θ increased from 7 °C to 11 °C and zmix shoaled from 200 m to 20 m. During 

this period, c(O2) reached the summer maximum of 340 µmol kg-1 and CT decreased to 

the summer minimum at 1990 µmol kg-1. In both cases, the main components of the N 

changes were the inventory and air-sea flux, while the smallest driver was the 

entrainment. Also, the glider sampled two different water masses characterised by 

different CT and c(O2). This led to smaller values of N in NCC compared to NwAC. 

During the two blooms the two N showed an increase because of photosynthesis that 

increased O2 in the water consuming CT. After the two blooms at the beginning of May 

and July the organic material produced during the blooms was remineralised turning the 

two N to negative values.  

Table 2.3 shows estimates of net community production (N) in the Norwegian Sea. All 

other studies used ships to gather observations. The estimated N in the four other 

studies varied from 2.6 to 11.1 mol m-2 a-1 for N(O2) and was 3.4 for N(CT). In our glider 

study, we obtained between March and July N(CT) of 3.3 mol m-2 a-1 and a N(O2) of 4.2 

mol m-2 a-1, in agreement with these studies. The ratio of N(O2) and N(CT) for an 

integration depth of 45 m gave a photosynthetic quotient (PQ) of 1.3, in agreement with 

the Redfield ratio of 1.45±0.15 (Redfield, 1963; Anderson, 1995; Anderson and 

Sarmiento, 1994; Laws, 1991). The N(O2) estimate is influenced primarily by the air-

sea exchange flux Φ(O2) (median: 34 mmol m-2 d-1), followed by the inventory change 

(15 mmol m-2 d-1). In contrast, N(CT) is dominated by the inventory change (–29 mmol 

m-2 d-1), followed by Φ(CO2) (–7.0 mmol m-2 d-1). This reflects the slower gas-exchange 

time constant of CO2 compared with O2, due to CT buffering. To compare our results 

with previous studies we also used zlim = 30 m (Falck and Gade, 1999) and 100 m 

(Falck and Anderson, 2005; Kivimäe, 2007). The calculated N(CT; 30 m) was 3.1 mol 

m-2 a-1, N(CT; 100 m) was 3.4 mol m-2 a-1, N(O2; 30 m) was 4.1 mol m-2 a-1 and N(O2; 

100 m) was 3.7 mol m-2 a-1. The N(CT; 100 m) value is in agreement with the value of 

3.4 mol m-2 a-1 given by Falck and Anderson (2005). However, the latter estimate was 

for the entire year, whereas our estimate only covers the months from March to July. 

N(O2) was similar for zlim = 30 m and 45 m, but lower for zlim = 100 m because of O2 
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consumption during organic matter remineralisation below the euphotic zone. The PQ 

value at 30 m was 1.3 and at 100 m decreased to 1.1. Extending N(O2) to October 

increased N(O2; 30 m) and N(O2; 45 m) to 5.0 and 4.9 mol m-2 a-1, respectively. 

Instead, N(O2; 100 m) decreased to 3.6 mol m-2 a-1, confirming the consumption of O2 

below the euphotic zone. The calculated N(O2) until October was in agreement with the 

previous studies that varied between 2.6 and 11 mol m-2 a-1.  

Some of the previous N(DIC) estimates derived CT from other variables such as c(O2), 

c(PO4
3–), c(NO3

–), assuming Redfield ratios P:N:C:O2 1:16:106:-138 (Redfield, 1963). 

During photosynthesis c(PO4
3–) and c(NO3

–) are taken up by phytoplankton to form 

organic matter and are released again after remineralisation of the organic matter 

giving an indication of NCP changes. Our N(CT) estimate was 3.3 mol m-2 a-1 and is 

similar to 3.4 mol m-2 a-1 estimated by Falck and Anderson (2005) who used CT 

samples directly. The carbon/nutrient ratios vary between water masses and during 

photosynthesis (Thomas et al., 1999; Copin-Montégut, 2000; Osterroht and Thomas, 

2000; Körtzinger et al., 2001). 

The difference of N(O2) between the studies can be caused by the yearly variability of N 

in the Norwegian Sea. In fact, Kivimäe (2007) saw an annual variability of N(O2) from 

1955 to 2005 of 4.7 mol m-2 a-1 to 18.3 mol m-2 a-1 and of N(CT) of 3.6 mol m-2 a-1 to 14.0 

mol m-2 a-1. The interannual variability makes it hard to estimate how much we 

underestimate the net community production. To understand what is causing these 

interannual changes and accurately quantify the annual Ns, it is important to use 

available high-resolution datasets that cover the entire year. Also, this study showed that 

the Norwegian Sea spring and summer N is strongly affected by time and location. For 

that reason, N estimated from low-resolution datasets make the results strongly 

dependant on the time and place of sampling. To quantify this interannual variability in 

N, more high-resolution studies are needed.  

 

2.6 Conclusions 

This study was, to the best of our knowledge, the first glider deployment of a CO2 optode. 

During the deployment, the optode performance was affected by drift, lag, lack of 

sampling in the top 150 m after dive 400 (the 24 July 2014), and poor default calibration. 

We found that the optode response was better correlated with c(CO2) than p(CO2). 

Nevertheless, the optode was able to capture the spatial and temporal changes in the 

Norwegian Sea after recalibration with discrete samples collected along the glider 

section and nearby at OWSM during the deployment. 
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CT estimated from glider data had a standard deviation of 11 µmol kg-1 and a mean bias 

of 3 µmol kg-1 compared with the discrete samples, while the CO2 fugacity f(CO2) had a 

mean bias of (2±22) µatm. The dataset was used to calculate net community production 

N(O2) and N(CT) from inventory changes, air-sea flux, and entrainment. The two N values 

had maxima during the summer period of increased Chl a inventory of N(CT) = (85±5) 

mmol m-2 d-1 and N(O2) = (126±25) mmol m-2 d-1. At the beginning of April, we sampled 

a smaller spring period of increased Chl a inventory with a N(CT) = (21±5) mmol m-2 d-1 

and N(O2) = (94±16) mmol m-2 d-1. After the period of increased Chl a inventory, N(CT) 

decreased due to remineralisation to (-3±5) mmol m-2 d-1, and N(O2) to (0±2) mmol m-2 

d-1. In particular, the N(O2) changes were driven by the surface oxygen supersaturation 

making the seawater a source of oxygen. In contrast, the ocean was a sink of inorganic 

carbon during the summer, with a continuous CO2 flux from the atmosphere into the 

water. 

This deployment shows the potential of using small, low energy consuming CO2 optodes 

on autonomous observing platforms like gliders to quantify the interactions between 

biogeochemical processes and the marine carbonate system at high spatiotemporal 

resolution. 
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Chapter 3 

 

An evaluation of potentiometric and 
spectrophotometric pH sensors 

 

3.1 Summary 

The performance of two glass electrodes developed by AMT and Fluidion and the lab-

on-chip (LoC) spectrophotometric sensor developed by the National Oceanography 

Centre (NOC) in Southampton, United Kingdom were assessed in a series of 

experiments. These experiments were performed using buffers made in synthetic 

seawater (Tris, AMP) and seawater.  

The main source of error for the two glass electrodes was the reconditioning when 

placed directly in seawater from the 3 M KCl storage solution. The sensors were stored 

in 3 M KCl because this was suggested by the manufacturer. The magnitude of the 

reconditioning error was assessed during a 4 days experiment placing the two glass 

electrodes directly in seawater. During the 4 days, the two sensors were unable to 

measure the expected pH changes and had a continuous negative drift that decreased 

over time. Over the first day, the AMT sensor had a drift of 0.018 h-1 and the Fluidion of 

0.013 h-1 that decreased on the last day to 0.0007 h-1 for AMT and 0.0003 h-1 for 

Fluidion. The results show that the sensor performance would improve storing the 

glass electrodes in seawater for several weeks before deploying in seawater. The 

effect of temperature and salinity was smaller than the drift for the two glass electrodes. 

However, when the temperature was changed the two glass electrodes were unable to 

capture the full pH change and the offset from the true pH increased with temperature. 

The effect of salinity was considered negligible but might be important in estuarine 

environments where salinity changes are larger than 10.  

The NOC sensor’s performance was not affected by temperature and salinity. It had an 

accuracy between 0.002 and 0.006 in Tris and 0.005 in seawater. After assessing the 

pH-indicator dye dependence on temperature, pressure and ionic strength the 

spectrophotometric method is potentially calibration-free and is not affected by drift. 

However, before the deployment it is important to calibrate the internal temperature 

sensors to have an accurate measurement. For that reason, it was used as reference 

to in situ calibrate the two glass electrodes. The calibration of the two glass electrodes 
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improved the AMT accuracy with respect to the NOC sensor from 0.069 to 0.002 and 

from 0.052 to 0.003 for Fluidion. This combination of LoC sensor and glass electrodes 

could be used for long and short deployments on gliders, floats, moorings and other 

autonomous systems. The two sensors together give high temporal resolution (1 s) of 

the glass electrode and the accuracy (< 0.002) of the LoC sensor for long deployments 

(1 year). 

 

3.2 Introduction 

Historically seawater pH was measured using glass electrodes and the measured pH 

was used to constrain the carbonate system and quantify the trends in ocean 

acidification (OA) (McLaughlin et al., 2015). These instruments were deployed for 

decades in coastal regulatory monitoring and research programs, providing some of 

the most abundant data to describe and quantify OA (McLaughlin et al., 2015). 

Measurements of pH with glass electrodes are affected by various and systematic 

effects (Buck et al., 2001). For example, the sensor may not show a Nernstian 

response because it varies with time having a memory of the previous solution 

sampled. The response of glass electrodes vary with temperature and it needs to be 

measured along with pH. Also, the liquid junction potential varies depending on its 

composition and the geometry of the liquid junction device. Stirring can also affect the 

sensor measurements and the liquid junction can be clogged limiting the response time 

and accuracy of the glass electrode. The magnitude of these errors are in general 

unknown and they need be assessed in further studies (Buck et al., 2001).  The 

comparison between pH measured by different glass electrodes is often challenging. 

Each sensor has an individual response time to pH changes given by an individual 

device-dependent liquid junction potential (Buck and Lindner, 1994). This different 

response time between sensors is caused by different composition of the solution 

forming the liquid junction and the geometry of the liquid junction device (Naumann et 

al., 2002). The size of this error cannot be quantified because the liquid junction 

potential cannot be measured individually, this makes any correction for this effect 

challenging. Also, the accuracy and the response time of the glass electrodes depend 

on how often the sensor is used, the age of the probe and carry-over effects from the 

last solutions measured (Buck et al., 2001). When the glass electrode is transferred 

between two different solutions the liquid junction requires time to recondition. In the 

first days the glass electrode’s reading remain biased by the composition of the last 

solution it has been exposed to. The reconditioning time depends on the composition 

differences between the new and the old solutions and the composition of the liquid 
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junction. During this reconditioning period, the sensor’s pores can be temporarily 

clogged increasing the electrical resistance of the junction and the pH readings may 

drift and become noisy (Buck et al., 2001). Fouling can make the sensor unusable 

blocking the junction or breaking the electrical connection between the electrode and 

the sample. Clogging can come from two sources: suspended solids in the sample or 

the solids resulting from a chemical reaction involving the electrolyte filling solution 

(Kadis and Leito, 2010). A possible solution is to make the junction pores small enough 

that particles cannot get into the pores but then the material accumulates on the 

surfaces. These effects can cause an irreversible damage on the glass electrode that 

needs to be replaced.  

Temperature changes can affect the glass electrodes performance, mainly caused by 

the temperature dependencies of the potential of the glass and reference electrodes 

(Naumann et al., 2002). Specifically a glass electrode needs to have a series of 

temperature characteristics: the sensor should respond at different temperatures to pH 

changes following a Nernst slope factor (k = (RT/F)ln10, see Eq 1.4), the standard 

potential should vary linearly with temperature, the electromotive force (EMF) needs to 

be independent of temperature at pH 7, EMF should be 0 when pH is 7, the cell should 

have a low thermal capacity, the system should have a monotonic response to 

temperature changes and should not exhibit thermal hysteresis (Midgley, 1990). The 

main source of non-linearity in pH measurements at different temperatures is given by 

the response of liquid junction.  

Despite the long usage, a lot is unknown about the performance and maintenance of 

glass electrodes. New experiments need to be performed to better identify and quantify 

the temperature effect on the glass electrodes performance (Buck et al., 2001). These 

experiments need to be designed to identify a univocal method to correct the temperature 

effect and design a sensor to minimise this source of error (Naumann et al., 2002). Also, 

other experiments are needed to find the best storage solution to minimise the 

reconditioning time at the beginning of a new deployment.  

In this chapter, I assess the performance and best practices to run in situ pH sensors as 

automated systems. A series of experiments were performed using two commercially 

available potentiometric sensors developed by Fluidion and AMT Analysenmesstechnik 

GmbH and the lab-on-a-chip (LoC) spectrophotometric sensor developed by the National 

Oceanography Centre (NOC) in Southampton, United Kingdom (Rérolle et al., 2013). 

The sensor performance was assessed for response time, storage solution effects, 

temperature and salinity in seawater and equimolar Tris (2-amino-2-hydroxymethyl-

propane-1,3-diol) and AMP (2-aminopyridine) buffers made in synthetic seawater with a 
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known pH (Dickson et al., 2007). Based on the experiments, a methodology was 

developed to in situ-calibrate the glass electrodes using the NOC sensor as a reference. 

 

3.3 Materials and methods 

3.3.1 Sensor description 

AMT sensor 

According to the manufacturer manual the AMT sensor is a glass electrode developed 

for in situ pH determination in natural waters like oceans, estuaries and rivers. The 

sensor is composed of a pressure-balanced glass electrode and a reference electrode 

(Ag/AgCl) in a plastic rod. The presence of a ceramic diaphragm containing a high 

number of pores allows a quick equilibration with the external solution. To make the 

sensor H2S resistant, the electrolyte is a KCl gel without silver ions. The sensor body is 

protected by a titanium housing rated to 1200 m. 

The raw output has an analogue range of 0 to 5 V DC and can measure pH from 0 to 14. 

The sensor has a small body with a diameter of 3.7 cm and a length of 24 cm. It has a 

low power requirement of 13 mA (at 10 V) and the potential to run autonomously using 

an alkaline or lithium size C battery. AMT suggests an accuracy of 0.05 and a resolution 

of 0.003 with a response time (t63 %) of 1 s. To correct the pH for temperature (θ), the 

sensor is equipped with a Pt100 temperature probe from Thermal Developments 

International (TDI).  

To calibrate the sensor, the raw readings (u) are linearly fitted with the solution pH (AMT 

Analysenmesstechnik GmbH, 2014):  

u = a1 (pH – 7) + a0           (3.1) 

where a1 is the slope and a0 is the intercept of the calibration fitting. 

The manufacturer suggests shifting the calibrated pH to 20 °C using an approximation 

of the Nernst equation. First, a temperature correction factor is calculated: 

f(θ) = A0 + A1θ + A2θ2            (3.2) 

where θ is in degrees Celsius and A0 is 1.0732, A1 is – 3.9093 × 10-3 and A2 is 1.2333 × 

10-5. These corrections factors are applied to calculate the calibration slope at 20 °C:  

a1(20 °C) = a1(θ) f(θ).               (3.3) 
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The temperature-corrected pH is calculated using a modified version of the Nernst 

equation: 

pHAMT =  
𝑓(𝜃)(𝑢− 𝑎0)

𝑎1(20 °C)
+ 7.                (3.4) 

However, this algorithm is just an approximation of the Nernst equation and for that 

reason, to define the sample (X) pH we used the actual Nernst equation: 

pH(X) = pH(S) + 
𝐸S− 𝐸X

𝑅𝑇ln10/𝐹
                  (3.5) 

where S is a standard buffer of known pH, E is the EMF, R is the gas constant, T is the 

temperature in kelvin and F is the Faraday constant. At a standard measurement 

temperature of 298.15 K, the magnitude of RT ln10/F is 59.16 mV. Using the Nernst 

equation the sensor temperature correction is the following: 

pHTc = (pH(X) − 7)
273.15+𝜃cal/°C

273.15+𝜃/°C
+ 7              (3.6) 

where θcal is 20 °C and θ is the temperature of the sample. The term f(θ) corresponds to 

an approximation of the fraction in Eq. (3.5). 

Fluidion sensor 

The deep-water Fluidion pH sensor is a glass electrode that uses the same probe as the 

AMT sensor, but different electronics. The sensor to derive pH applies the same 

equations of the AMT sensor (Eq. 3.1, 3.2, 3.3, 3.4 and 3.5). The sensor was specifically 

designed for ocean studies using CTD rosettes and autonomous platforms such as 

floats, gliders and profilers. It is composed of a small and light Delrin (acetal polymer) 

body with a length of 33 cm and a diameter of 3.1 cm. It weighs 450 g in air and 145 g 

in water and has a fast (1 Hz) sampling rate, making it suitable for resolving short-scale 

processes on autonomous vehicles such as gliders. The sensor has a power 

consumption of 25 mA (at 10 V) during measurement and its oil-filled body is rated to 

2000 meters.  

Spectrophotometric lab-on-chip sensor 

The spectrophotometric sensor was developed by the Ocean Technology and 

Engineering Group (OTE) of the National Oceanography Centre (NOC) in Southampton, 

United Kingdom. The pH sensor is based on lab-on-a-chip technology employing a 

spectrophotometric method using purified meta-cresol purple (mCP) as an indicator dye. 

The sensor includes a long serpentine mixer channel, a built-in optical detector that 

includes a two-wavelength LED/photosystem and a temperature sensor. These two 

wavelengths are at 435 and 596 nm close to the absorption maxima of the two charged 



 

81 
 

mCP forms (HI– and I2–). Absorption measurements at both wavelengths are used to 

calculate the sample pH taking into account the indicator pH perturbation. The advantage 

of the microfluidic design is the miniaturised size, the low power consumption (3 W while 

measuring) and small sample (550 µL) and indicator (2.2 µL) use per measurement. The 

sample and the indicator are pumped into the sensor by a syringe pump and controlled 

using solenoid valves. To avoid carryover between measurements, the new sample is 

flushed through the whole system three times before a measurement is made. The 

sensor makes a measurement every 10 minutes allowing 6 measurements per hour.  

The raw measurement is converted to pH using the following equation: 

pHT(NOC) =  − log10(𝐾2
Te2) + log10 (

𝑅− 𝑒1

1− 𝑅
𝑒3
𝑒2

)             (3.7) 

where 𝐾2
T is the dissociation constant of HI- on the total hydrogen scale (Clayton and 

Bane, 1993), 

𝐾2
T =

[I2−][H+]T[HI−]−1 

1 mol kg−1                 (3.8) 

where the concentrations are expressed in mol kg–1 of solution. R in Eq. (3.7) is given by 

the absorbances at the two wavelengths 435 and 596 nm (λ1 and λ2): 

𝑅 =  
A(λ2)

A(λ1)
                 (3.9) 

In Eq. (3.7) e1, e2 and e3 are the ratios of molar absorptivities of the HI- and I2- indicator 

forms: 

𝑒1 =  
𝜀HI(λ2)

𝜀HI(λ1)
 , 𝑒2 =  

𝜀I(λ2)

𝜀HI(λ1)
  ,  𝑒3 =  

𝜀I(λ1)

𝜀HI(λ1)
                  (3.10) 

where ε1(λ) is the molar absorptivity of I2- at wavelength λ and εHI(λ) is the molar 

absorptivity of HI- at wavelength λ. Knowing the temperature and the salinity of the 

sample these parameters can be calculated following Liu et al. (2011a): 

− log10(𝐾2
Te2) = 𝑎 + (

𝑏

𝑇/K
) + 𝑐 loge𝑇/K − d𝑇/𝐾.              (3.11) 

Where using the practical salinity (S): 

a = -246.64209 + 0.315971S + 2.8855 х 10-4S2                (3.12) 

b = 7229.23864 – 7.098137S – 0.057034S2                  (3.13) 

c = 44.493382 – 0.052711S                (3.14) 

d = 0.0781344                  (3.15) 

The molar absorbance ratios are given by: 
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𝑒1 =  −0.007762 + 4.5174 × 10−5𝜃 ; 
𝑒3

𝑒2
⁄ =  −0.020813 + 2.60262 ×  10−4𝜃 +

1.0436 ×  10−4(𝑆 − 35).                (3.16) 

The sensor needs to be deployed with an independent measurement of the seawater 

temperature because the sensor measures the pH at its internal temperature. To correct 

the pH to the environmental in situ temperature a factor of – 0.01582 °C-1 is applied 

(Millero, 2007): 

pHc(NOC) = pH(NOC) –0.01582 ºC–1 Δθ               (3.17) 

where Δθ is the difference between the environmental temperature and the NOC internal 

temperature (θ(NOC)) and pH(NOC) is the pH measured at θ(NOC). 

 

3.3.2 Temperature probe calibration 

The Fluidion, NOC and AMT readings are strongly influenced by temperature (Dickson 

et al., 2007). For that reason, it is crucial to calibrate the temperature sensor. Before the 

experiments I calibrated the Pt100 in the AMT and Fluidion sensors. The Pt100 sensing 

element is a platinum resistor with a nominal 100 Ω resistance at 0 ˚C and has a 

response time of 0.2 s. The internal NOC sensor thermistors were calibrated by OTE 

engineers in Southampton. 

The calibration was carried out at 11 different temperatures from 0.50 ˚C to 35.00 ˚C in 

an open water bath filled with deionised water (MilliQ) where the Fluidion and AMT 

sensors were fully immersed. The temperature values were: 0.5, 4.0, 7.5, 11.0, 14.5, 

18.0, 21.5, 25.0, 28.5, 32.0 and 35.0 ̊ C. The temperature was changed every 20 minutes 

and a mercury thermometer was used as a reference. I used the mean temperature 

measured in the final 5 minutes of the 20 minute-interval when the water bath 

temperature had been constant for at least 10 min. 

The mercury thermometer had a scale of 0.1 ˚C and could cover a temperature range 

from 0.5 ˚C to 40.5 ˚C. It was possible to determine changes in temperature with a 

resolution of 0.025 ˚C by looking at the liquid column position between scale lines. The 

mercury thermometer was not fully immersed into the jacketed beaker because it was 

longer than the beaker height. For that reason, the mercury thermometer temperature 

(θHg) needed to be corrected for the part of the thermometer stem in air. This stem 

correction was added to the mercury thermometer temperature (θHg): 

𝐶s = 𝐾𝑛(𝜃1 − 𝜃2)          (3.18) 
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where K is the differential expansion coefficient of the thermometer glass and has a value 

of 0.00016 °C-1 (Wise and Soulen Jr, 1986) n is the length of the liquid column emergent 

from the bath (expressed in ºC on the thermometer scale), θ1 is the temperature 

measured by the mercury thermometer and θ2 is the temperature outside the bath. The 

Fludion sensor thermistor placed outside the beaker measured θ2. Cs varied from -0.15 

°C at 0.7 °C to 0.04 °C at 35 °C.  

The Pt100 was calibrated using a linear regression between θHg and the Pt100 raw 

temperature (UT) given by a 16-bit raw data counts (Fig. 3.1). This calibration was used 

to process the Pt100 raw values for all the following experiments.  

 

 

Figure 3.1: Pt100 raw temperature (UT) calibration using a mercury thermometer (θHg) 

as reference and controlling the temperature with a water bath. The Pt100 temperature 

needed to be corrected using equation 3.18 because the probe was not fully immersed 

in the solution (stem correction). 

 

3.3.3 Tris buffer preparation and quality control 

To test the performance of the three sensors, Tris/HCl (Tris) and 2-aminopyridine/HCl 

(AMP) buffers prepared in synthetic seawater were used. The two buffers are 

characterised on the total scale which includes hydrogensulfate ions (Hansson, 1973). 
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The Tris and AMP buffers recipes are prepared in synthetic seawater that replaces real 

seawater bromide, carbonate, bicarbonate and fluoride with chloride and strontium with 

calcium (Dickson et al., 2007). Tris and AMP buffers have a comparable salinity and ionic 

strength to seawater of 35 and 0.7 M, respectively. Commercial reference Tris buffers 

are provided by the laboratory of Professor A. Dickson from the Scripps Institution of 

Oceanography in San Diego CA, USA. 

Following the recipe and the methods of Dickson et al. (2007) I prepared the Tris and 

AMP buffers. The two buffers were prepared gravimetrically using: CaCl2 (499609 

Aldrich), MgCl2 (M8266 Aldrich), HCl (H9892 Sigma), Tris (Trizma base T4661 Sigma), 

2-aminopyridine (104541000 Acros organics), KCl (P5405 Sigma), NaCl (S/31 60/60 

Fisher Scientific) and Na2SO4 (Fisher Scientific).  

Following Dickson et al. (2007) the  buffer pH(Tris) can be calculated from T in kelvin 

and practical salinity S: 

pH(Tris) = (11911.08 − 18.2499S − 0.039336S2)
1

𝑇
K⁄

− 366.27059 + 0.53993607𝑆 +

0.00016329𝑆2 + (64.52243 − 0.084041S) ln(𝑇
K⁄ ) − 0.11149858(𝑇

K⁄ ).              (3.19) 

pH(AMP) (Dickson et al., 2007) is defined as: 

pH(AMP) = (111.35 + 5.44875S)
1

𝑇
K⁄

+ 41.6775 − 0.015683𝑆 − 6.20815 ln(𝑇
K⁄ ) −

 log10(1 − 0.00106𝑆).                 (3.20) 

pHC(NOC) was used to compare the Tris buffers made at the University of East Anglia 

and the T30-073 Tris Batch made by Andrew Dickson group. The two buffers were 

compared using 4 different experiments performed on 14 and 16 November 2018 using 

the homemade Tris and 27 and 28 November 2018 using Dickson’s Tris (Table 3.1). 

These experiments were performed with the same design used to quantify the 

temperature effect (section 3.3.4) and the temperature was varied from 25 to 31 °C in 3 

°C steps. 
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Table 3.1: List of experiments performed to assess the performance of the three sensors 

in seawater, homemade and Dickson’s Tris. The experiments were performed increasing 

and decreasing temperature by Δθ between θmax and θmin. The seawater pH was only 

affected by temperature changes because it was not in contact with the atmosphere. The 

Tris buffer was prepared following the recipe of Dickson et al. (2007).  

Date Solution θmin (°C) θmax (°C) Δθ (°C) 

14/11/18 Homemade Tris 25 31 3, then –3 

16/11/18 Homemade Tris 25 31 3, then –3 

19/11/18 Homemade Tris 10 20 5, then –5 

21/11/18 Homemade Tris 10 20 5, then –5 

27/11/18 Dickson’s Tris 28 31 3, then –3 

28/11/18 Dickson’s Tris 25 31 3, then –3 

16/01/19 Homemade Tris 25 31 3, then –3 

17/01/19 Homemade Tris 25 31 3, then –3 

21/01/19 Homemade Tris 5 15 5, then –5 

22/01/19 Homemade Tris 5 15 5, then –5 

25/01/19 Seawater 25 31 3, then –3 

13/05/19 

15/05/19 

16/05/19 

Seawater 

Seawater 

Seawater 

25 

25 

6 

31 

31 

12 

3, then –3 

3, then –3 

3, then –3 

 

3.3.4 Temperature effect 

The temperature effect on the pH readings of the three sensors was quantified using Tris 

and seawater collected in February 2009 at Rothera Antarctic Research station. The 

effect of air-water exchange on the seawater pH was considered negligible because the 

jacketed beaker was closed with a lid and the sample measured by the NOC sensor was 

in a closed plastic bag.  

The two glass electrodes were placed into a jacketed beaker connected to a water bath 

filled with deionised water into which the NOC sensor was immersed (Figure 3.2). The 

water bath temperature was controlled to within 0.1 °C to keep the three sensors at the 

same temperature. The beaker was gently and continuously stirred to equilibrate the pH 

and the temperature in the beaker was measured by the Pt100 probe of the AMT sensor. 
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Figure 3.2: Schematic of the experiment to quantify the accuracy and temperature effect 

on the AMT and Fluidion glass electrodes and the NOC spectrophotometric pH sensor. 

The red lines represent the electric connections, the blue lines the water connections 

and the violet line the mCP indicator dye supply. 

 

The jacketed beaker and the NOC sensor sampling bag contained the same sample 

(Tris or seawater). A series of 14 experiments were performed (Table 3.1) decreasing 

and increasing temperatures from 5 to 31 °C, changing every hour by 3 or 5 °C. Before 

the experiments, the two glass electrodes were stored in a 3 M KCl storage solution. 

Using the AMT θPt100, pH(NOC) was corrected from the sensor internal temperature to 

sample temperature.  

For the Tris experiments, the temperature effect was quantified as the deviation from the 

expected pH(Tris) value at each temperature (Eq. 3.19). In the case of seawater, 

pH(NOC) was used as a reference to quantify the glass electrodes offset from the 

solution pH. 

I used the pH measured in the last 10 minutes of each temperature level when it was no 

longer affected by temperature changes and I calculated the mean offset as: 

ΔpH = pH(sensor) – pH(Tris)                     (3.21) 

where pH(sensor) is the pH measured by the NOC, Fluidion and AMT sensor. 
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3.3.5 Response time 

The response time (τ) needed to measure the complete pH change was calculated by 

immersing the two glass electrodes in a jacketed beaker filled with AMP buffer. Every 10 

minutes the sample pH was decreased adding a drop of 1 M HCl with a plastic pipette 

(Figure 3.3). Also, to assess the temperature effect on τ the beaker temperature was 

varied every 30 minutes by 5 °C from 0.5 to 30 °C. 

τ was calculated using the glass electrode pH measured every second with the 

following equation: 

𝐾R =  
−ln

pH1− pH∞
pHn− pH∞

𝑡1−𝑡n
                     (3.22) 

where pH1 is the initial pH, pHn is the pH after five seconds, pH∞ is the pH mean between 

200 and 300 s after HCl addition, t1 and tn are the initial and the time after five seconds. 

The final τ was calculated as the median of the inverse of KR measured in the first 10 s 

after the acid drop. The outliers were eliminated looking at the difference between the 

previous τ. 

 

 

Figure 3.3: Example of the pH measured by the AMT sensor with a logarithmic shape 

after the acid drop addition. 
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3.3.6 Sensor performance in seawater 

The three sensors were tested in seawater during three consecutive experiments over 

four days (one day break between the first and second experiments). For the first two 

experiments, the temperature varied from 25 to 31 °C; for the third experiment, it varied 

from 5 to 11 °C. To assess the benefit of storing the sensors in seawater, the two glass 

electrodes were kept in seawater throughout the four days. 

 

3.3.7 Calibration method 

I investigated whether pH(NOC) could be used as a reference to calibrate and correct 

the drift of the two glass electrodes.  

Firstly, to eliminate outliers, I calculated a 600 s-long moving median and standard 

deviation for the glass electrode pH and removed values outside 3 standard deviations 

from the median. After that, I calculated a 10 s-long moving mean of the glass electrode 

pH. The pH(NOC) outliers were identified and removed when the sampled pH was 

smaller than 7 because affected by the presence of bubbles in the system and outside 3 

standard deviations from the moving median calculated every 10 samples (2 hours). 

Afterwards, pH(NOC) and the glass electrode pH were matched in time. I calculated the 

difference between the glass electrode pH values and pH(NOC). To calibrate the glass 

electrodes in between these 10 minutes, the pH difference was linearly interpolated 

between the two NOC samples. Then, the offset was added to the glass electrode pH 

values.  

The calibration method was tested using data collected in Southampton Dock by AMT 

and NOC sensors and during a series of laboratory experiments. The AMT sensor was 

deployed in Southampton Dock on 17 February 2017. A CTD (Sea-Bird microcat SBE37) 

was added to the deployment on 20 February. The NOC sensor was added on 21 

February. During the deployment, I collected 6 discrete samples to measure pH in the 

laboratory using a benchtop spectrophotometer with mCP as indicator dye (Dickson et 

al., 2007). To calculate the uncertainty of the discrete samples, I took three replicates 

per sample. 
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3.4 Results 

3.4.1 Equimolar Tris buffer quality control 

The difference between the pH measured by the NOC sensor and that expected for Tris 

buffer (ΔpH, Eq. 3.21) was –0.009±0.002 for the Dickson Tris buffer and –0.010±0.02 for 

homemade Tris (Figure 3.4). The small difference between the two buffers is within the 

0.006 uncertainty in the preparation of the Tris buffer (Paulsen and Dickson, 2020). The 

difference to the Dickson buffer was considered acceptable, and to save on the more 

expensive Dickson buffer, the homemade buffer was used in subsequent experiments. 

 

 

Figure 3.4: Difference pH(NOC) and pH(Tris) made by Dickson (red) and homemade 

(blue). The solution pH was always lower than pH(Tris) in all the experiments. The red 

circle represents the 27 November, the red cube the 28 November, the left pointed 

triangles the 14 November and the normal triangle the 16 November.  

 

3.4.2 Temperature effect on pH measurements 

When transferred from 3 M KCl to Tris buffer, all three sensors needed at least one hour 

to stabilise. 

For the first experiment, temperature was varied from 5 to 15 °C in 5 °C steps (Figure 

3.5a). pHTc(AMT) had a standard deviation of 0.009 in the first hour, which decreased to 

0.003 afterwards. The standard deviation of pHTc(Fluidion) at the different temperature 

values varied between 0.002 and 0.004. pH(NOC) had a standard deviation of 0.005. 
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For the second experiment, temperature was varied from 10 to 20 °C in 5 °C steps 

(Figure 3.5b). pHTc(AMT) had a standard deviation of 0.017 in the first two hours that 

varied between 0.003 and 0.001 for the rest of the experiment. In the first hour, 

pHTc(Fluidion) decreased from 8.704 to 8.500 and had a standard deviation of 0.049. 

This decreased to 0.003 in the third hour. pH(NOC) had a standard deviation of 0.003. 

For the last experiment, temperature was varied from 25 to 31 °C in 3 °C steps (Figure 

3.5c). pHTc(AMT) did not show an initial adaption period and had a standard deviation 

between 0.004 and 0.003. The first hour pHTc(Fluidion) decreased from 8.706 to 8.320 

and had a standard of 0.017 that varied between 0.004 and 0.001 for the rest of the 

experiment. pH(NOC) had again a standard deviation of 0.003. 
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Figure 3.5: Three 6-hour experiments performed to quantify the temperature effect on 

three sensors a) from 5 to 15 °C; 21 January 2019, b) from 10 to 20 °C; 21 November 

2018 and c) from 25 to 31 °C; 16 January 2019. pH(AMT) (blue dotted), pHTc(AMT) (blue 

continuous), pH(Fluidion) (red dotted), pHTc(Fluidion) (red continuous) had a large offset 

from pH(Tris) (violet) but pH(NOC) (green) was able to capture the pH changes driven 

by temperature (yellow). 

 

These results show that the most stable and accurate among the three sensors was the 

NOC sensor. However, after an equilibration time of at least 1 hour, the glass electrodes 

showed similar or better precision than the NOC sensor.  

Next, I evaluated the offset between the expected pH(Tris) and measured pH (ΔpH, Eq. 

3.21) and how this is affected by temperature in the range from 5 to 31 ºC (Figure 3.6). 

Among the three sensors, the NOC had the smallest offset (minimum and maximum 

offsets of -0.008 and 0.004). Calculating the median ΔpH value for all experiments at a 
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given temperature, ΔpH had its minimum at 15 °C with -0.008±0.007 and its maximum 

at 25 °C with 0.004±0.001. 

 

 

Figure 3.6: Average offset (ΔpH, Eq. 3.21) of pH(AMT) (circles), pH(Fluidion) (upward 

triangles) pH(NOC) (downward triangle) from pH(Tris) per temperature level using data 

from experiments on 19 (blue) & 21 (red) November 2018, 16 (yellow)  & 17 January 

(black) 2019 and 21 (green) & 22 (pink) January 2019. 

 

The two glass electrodes showed mostly positive ΔpH values, which did however vary 

between experiments at the same temperature. For example, at 15 °C, ΔpH(AMT) varied 

from 0.026 on 21 November 2018 to 0.199 on 22 January 2019 and ΔpH(Fluidion) varied 

from 0.034 on 21 November 2018 to 0.222 on 21 January 2019. For a given temperature, 

ΔpH(AMT) was 0.184±0.081 at 15 ºC, which decreased to 0.132±0.008 at 25 °C. At 31 

°C, ΔpH(AMT) increased again to 0.189±0.008. ΔpH(Fluidion) decreased from 

0.082±0.007 at 5 ºC to 0.046±0.092 at 15 °C, but then increased to 0.261±0.007 at 31 

°C (Figure 3.6). The two glass electrodes had their maximum offsets at 31 °C and their 

offset varied in the opposite direction from 5 to 15 °C. The different glass electrodes 

offsets in different experiments was caused by the drift during storage and the 

experiments. However, the general trend was the same suggesting an increase of ΔpH 

with temperature. These series of experiments show that the response of the glass 

electrodes was not sufficiently accurate to capture the full pH changes and that the offset 

was variable between experiments. 

The two glass electrodes had a larger offset than the NOC sensor because they were 

not calibrated before the experiments. However, the two glass electrodes were able to 
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capture the pH changes and the deviation from the expected pH was reduced at higher 

temperatures with the lowest standard deviation between 25 and 31 °C.  

 

3.4.3 Sensor performance in seawater 

The adaptation of the two glass electrodes to bromide causes shifts in the AgCl reference 

potential that drove continuous negative drift during and between experiments on 

subsequent days (Johnson et al., 2016). During the first experiment (Figure 3.7a), 

pHTc(AMT) decreased from 8.126 to 8.105 and pHTc(Fluidion) from 7.936 and 7.923 for 

the same initial and final temperature of 25 ºC. 

The initial pHTc(AMT) was 8.127. It decreased to 7.449 and 7.399 at the beginning of the 

second (Figure 3.7b) and third experiment (Figure 3.7c). The initial drift in the third 

experiment appeared to be lower because the initial temperature was 6 °C instead of 25 

°C, causing an increase of seawater pH by 0.301. During the third experiment, the drift 

decreased to 0.0007 h-1 (0.017 d-1) caused by a decrease of pHTc(AMT) to 7.392. Most 

importantly, even when temperature was constant pHTc(AMT) was not stable, especially 

during the second and third experiments. 

The Fluidion sensor was also affected by drift, at the beginning of the first experiment 

pHTc(Fluidion) was 7.936 at 25 ºC which decreased to 7.361 at the beginning of the 

second experiment, also at 25 ºC. In the third experiment, the difference between the 

initial and the final pH decreased to 0.002 with a drift of 0.0003 h-1 (0.008 d-1). 

pHTc(Fluidion) was characterised by better stability than pHTc(AMT). For example, in the 

third experiment the standard deviation of pHTc(AMT) was 0.023 and of pHTc(Fluidion) 

was 0.007. The results of the third experiment show the benefit of storing the glass 

electrodes in seawater before deployment but the adaption time to the new solution is 

longer than four days. 

Considering a linear temperature effect during all the experiments the two glass 

electrodes measured a smaller pH change than expected, –0.01582 °C-1 (Millero, 2007). 

A linear or quadratic function could be used to describe the effect of temperature on pH. 

When the temperature change is smaller than 10 °C this effect can be considered linear. 

For example, in the first experiment when the temperature increased from 25 to 28 °C 

pHTc(AMT) decreased by -0.024 (0.008 °C-1) and pHTc(Fluidion) by -0.011 (0.004 °C-1). 

The response to pH changes caused by temperature did not improve in the following 

experiments. In fact, during the last experiment when the temperature was increased 

from 6 to 9 °C, pHTc(AMT) changed in the opposite direction increasing by 0.017 (0.006 

°C-1) and pHTc(Fluidion) decreased by -0.019 (0.006 °C-1).  
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The NOC sensor was not affected by drift during the experiments and was able to capture 

the expected pH changes. For example, during the first experiment when temperature 

increased from 25 to 28 °C the pH decreased by 0.0460 (0.015 °C-1) from 7.654 to 7.608.  

 

Figure 3.7: 6 hour-experiments performed in seawater collected in February 2009 at 

Rothera Antarctic Research station varying the temperature every hour. The figures 

follow the order of the experiments a) performed on the 13 May 2019 from 25 to 31 °C, 

b) performed on the 15 May 2019 from 25 to 31 °C and c) performed on the 16 May 2019 

from 5 to 11 °C. pH(AMT) (blue dotted), pH(AMT)Tc (blue continuous), pH(Fluidion) (red 

dotted), pH(Fluidion)Tc (red continuous) were not able to capture the pH changes. 

Instead, pH(NOC) (green) captured the pH changes driven by temperature (yellow). 

During the third experiment, the presence of bubbles in the sampling tubes did not allow 

the NOC sensor to measure any samples for 1 hour around 13:00. 

 

3.4.4 Glass electrodes response times 

The methodology used to calculate the response time τ of the two glass electrodes 

required a pH curve with a logarithmic shape (Figure 3.3) after the 1 M HCl drop addition. 

Depending on the drop position, pH(AMP) changed with two different shape of curves. 

When the drop was placed next to the glass electrode pH(AMP) had a short and large 
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pH decrease, followed by a slow pH decrease. Instead, when the drop was placed away 

from the glass electrodes the pH curve followed a perfect logarithmic scale. I attribute 

this to incomplete mixing when the drop was placed next to the electrode. 

The response time calculated considering all the curves was (13±14) s for AMT and 

(11±10) s for Fluidion. After removing the curves influenced by the pH spike reduced τ 

and its variability to (7±4) and (7±3) s for AMT and Fluidion, respectively.  

The response time τ of the two sensors varied between 4 and 13 s for the AMT sensor 

and from 5 to 10 s for the Fluidion sensor (Figure 3.8). It was not affected by temperature 

because the smallest τ was measured at 25 °C for AMT and 0.5 °C for Fluidion, instead 

the largest τ was measured at 20 °C for AMT and 10 °C for Fluidion. 

The response time calculated during the experiment is larger than the response time 

suggested by the two manufacturers (1 s) to measure the 63 % pH change. The longer 

response time might be caused by the time needed by the AMP buffer to be fully mixed 

after the acid drop. My response time estimates should therefore be considered as upper 

limits. Even so, these short response times make the two glass electrodes suitable to 

resolve small scale processes in variable environments such as the pH change in the 

thermocline during a glider dive. 

 

 

Figure 3.8: Glass electrodes response times (τ) as a function of temperature. τ was 

calculated using Eq. 3.22 from the time-varying pH signal after adding a drop of 1 M HCl. 
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3.4.5 Use of the spectrophotometric pH sensor as a 

reference to calibrate glass electrodes 

I tested whether the NOC sensor could serve as a reference to recalibrate the two glass 

electrodes in Tris and in seawater. The two glass electrodes in Tris had a mean pH offset 

(ΔpH, Eq. 3.21) of 0.152±0.021 for AMT and 0.222±0.023 for Fluidion. The NOC sensor 

agreed with pH(Tris) and had ΔpH = 0.002±0.003. 

After the recalibration following the procedure of section 3.3.7 the two glass electrodes 

had ΔpH = 0.002±0.003 (AMT) and 0.002±0.003 (Fluidion) (Figure 3.9). 

 

Figure 3.9: pHTc(AMT) (blue dotted) and pHTc(fludion) (red dotted) recalibration using 

pH(NOC) (green) as a reference. The calibrated pH(AMT) (continuous blue) and 

pH(Fluidion) (continuous red) agrees with pH(NOC) and pH(Tris) (violet) and responded 

to pH changes driven by temperature changes (yellow) in Tris the 16 February 2019. 
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3.4.6 Test in Southampton Dock 

During the deployment in the Southampton Dock pHTc(AMT) had positive spikes up to 

8.843 (Fig. 3.10), caused by the connection of the sensor to a computer to download the 

data. During the night of 22/23 February 2017, θ(CTD) and pHTc(AMT) showed strong 

variability: pHTc(AMT) varied between 8.073 and 8.113 and θ(CTD) between 7.72 to 8.56 

°C (Figure 3.10a) and S(CTD) between 31.30 and 31.76 (Figure 3.10b). This variability 

was likely due to a storm causing an increase of wind speed from 8.8 to 14.6 m s-1 

(ECMWF ERA InterimDaily, https://apps.ecmwf.int/datasets/data/interim-full-

daily/levtype=sfc/). After the storm S(CTD) decreased to 31.30 and θ(CTD) to 7.38 °C, 

accompanied by a pH decrease from 7.990 to 7.968. 

Before calibration, the difference between pH(NOC) and pHTc(AMT) was 0.110±0.014. 

The difference between discrete samples pH(WS) and pHTc(AMT) was 0.129±0.026. The 

NOC sensor sampled 478 times. After calibration to pH(NOC) every 10 min, the pH(AMT) 

bias dropped to 0.002±0.005 compared with pH(WS). The residual bias compared with 

pH(NOC) was <0.001.  

The NOC sensor compared with pH(WS) had a mean bias of 0.003±0.005. Part of this 

error was caused by the uncertainty in measuring pH(WS) with the spectrophotometer. 

Three replicates per sample had a standard deviation between 0.0006 and 0.001. 

 

 

 

https://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/
https://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/
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Figure 3.10: Deployment of the AMT and NOC sensor in the dock in Southampton where 

pH(NOC) (green) was used as reference to recalibrate pH(AMT) (dotted blue). The 

calibrated pH(AMT) agrees with pH(NOC), pH measured with a benchtop 

spectrophotometer (black) and temperature changes (yellow).  

 

In the literature, the effect of salinity on glass electrodes is considered negligible in 

systems where the salinity changes are smaller than 10. McLaughlin et al. (2017) found 

that a salinity variation between 32 and 35 does not affect glass electrode accuracy. The 

effect of salinity is important in estuarine systems where the salinity effect can lead to an 

offset up to 0.028 (Easley and Bane, 2012). During the deployment in the Southampton 

dock pHTc(AMT) responded to pH changes caused by salinity (Figure 3.11a) and 

temperature (Figure 3.11b). On the second day, a salinity decrease from 31.70 to 31.26 

coupled with a temperature increase from 7.74 to 8.11 °C (Figure 3.11b) caused an 

increase in the difference between pHTc(AMT) and pH(NOC) from 0.1 to 0.12. After this 

decrease, salinity remained constant at 31.3 and the offset decreased again to 0.1.  
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Figure 3.11: the effect of salinity S a) and temperature θ b) on the AMT sensor 

performance calculated using the difference between pHTc(AMT) and pH(ref) that is 

pH(NOC) (blue dots) and with the discrete samples (pH(WS)) (black dots).  

 

However, pHTc(AMT) offset was not directly correlated to salinity (Figure 3.12) because 

it varied from 0.071 for S = 32.34 to 0.152 for S = 31.65. When the salinity was constant 

the pH offset varied by more than 0.07, for example when S was 32.34 the pH offset 

varied by 0.075. The deployment suggests that salinity is not directly responsible for the 

glass electrode offset and its effect can be considered negligible in ocean environments. 

The main causes of the glass electrode offset were probably the inefficient calibration 

performed by the manufacturer and the adaption time when placed in seawater. A series 

of experiments in the laboratory using Tris buffers with a salinity of 33, 35 and 37 were 

performed to assess the effect of salinity on the AMT and Fluidion glass electrodes. 

These experiments were inconclusive (Figure A.1) suggesting that drift and other 

sources were the main causes of error during the dock deployment.  
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Figure 3.12: Direct correlation between the seawater salinity (S) and the difference 

between pHTc(AMT) and pH(NOC). 

 

In the case of spectrophotometric pH sensors salinity and temperature need to be 

measured to calculate the 𝐾2
Te2 term used in Eq (3.6) to calculate the final pH from the 

absorbances (Liu et al., 2011). However, during the deployment it was not possible to 

quantify the effect of S on the NOC sensor performance because I collected just 6 

discrete samples.  

 

3.5 Discussion 

3.5.1 Performance of different pH sensors 

The two glass electrodes have a stated accuracy of 0.04 and a resolution (short-term 

precision) of 0.003 for the AMT and 0.001 for the Fluidion sensor. The two glass 

electrodes had an offset from pH(Tris) larger than 0.1 in most of the experiments 

because they were not calibrated before the experiments. However, the resolution 

determined in the temperature-controlled experiments (Section 3.4.2) was found to 

agree with the manufacturers' quoted performance. 
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Deployments in Southampton Dock and trials with Rothera seawater showed the glass 

electrodes to be drifting, with varying offsets to the true pH. Drift was reduced after 

conditioning in seawater for 4 days, but not eliminated. These results are consistent with 

McLaughlin et al. (2017) who collected data from several glass electrodes deployed in 

the Southern California Bight continental shelf that found a difference between glass 

electrodes pH and discrete samples pH ranging from -0.509 to 0.479 and a mean 

difference of -0.055.  

This study confirms that glass electrodes without a regular calibration cannot be used to 

measure seawater pH changes smaller than 0.01 (e.g. (Le Bris et al., 2005)). For that 

reason, glass electrodes are starting to be replaced with more accurate and stable ISFET 

sensors. The Honeywell Durafet III was tested in a test tank showing a stability of 0.005 

per month and 0.0005 h-1 (Martz et al., 2010a). A second version rated to 2000 m was 

developed by Johnson et al. (2016) who reported an accuracy and precision of 0.01 and 

0.005 over a multiyear deployment. This sensor was also deployed on a Slocum glider 

with an accuracy of 0.011 and a precision of 0.005 (Saba et al., 2019). 

Several miniaturised spectrophotometric sensors have been developed in recent years 

(Bellerby et al., 2002; Friis et al., 2004; Seidel et al., 2008). One of these sensors is the 

lab-on-chip spectrophotometric pH sensor developed by NOC in Southampton (Rérolle 

et al., 2013). The sensor deployed in an underway system had a precision and accuracy 

of 0.001 and 0.004 respectively against pH(Tris). Moreover, compared with pH derived 

from CT and AT, the offset varied between 0.005 and 0.013 (Rérolle et al., 2013). 

In my study, the NOC sensor had comparable performance with (Rérolle et al., 2013) 

having a standard deviation of the difference between pH(NOC) and pH(Tris) that varied 

between 0.002 and 0.006 in the Tris experiments and a mean bias of 0.003±0.005 

compared with the discrete samples when deployed in the Southampton dock. Other 

spectrophotometric sensors have been deployed on different systems with comparable 

accuracy and precision. Seidel et al., (2008) deployed the SAMI-pH off the pier at Scripps 

Institution of Oceanography in a temperature range from 6 to 18 °C and a salinity from 

33 to 34 and found a precision of 0.004. Nakano et al., (2006) deployed another sensor 

on a rosette down to 1000 m where the temperature varied from 3 to 16 °C with a 

precision of 0.002. Friis et al., (2004) deployed another spectrophotometric system on a 

ship keeping the temperature constant at 22 °C with precision between 0.001 and 0.003. 

Another sensor was deployed on a FerryBox where the temperature varied from 14 to 

22 °C and the salinity from 29 to 34 with a precision of 0.008 (Aßmann et al., 2011). 
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3.5.2 Storage effect on different pH sensors 

The solution where the glass electrodes are stored can affect the performance of the 

sensors. Commonly these sensors are stored in 3-4 M KCl solutions, which may 

contribute to sampling bias when deployed in seawater (McLaughlin et al., 2017). This 

bias is caused by the reaction of the AgCl reference electrode with bromide to form AgCl1-

xBrx that may shift the reference potential by 2 to 5 mV (Takeshita et al., 2014). Storing 

the sensors in seawater before the deployment reduces this error and improves sensor 

stability (Johnson et al., 2016; McLaughlin et al., 2017). The two glass electrodes were 

tested for 4 days in seawater reducing the hourly drift rate in the 6 hours experiment from 

0.018 h-1 for pHTc(AMT) and 0.013 h-1 for pHTc(Fluidion) on the first day to 0.0007 h-1 for 

pHTc(AMT) and 0.0003 h-1 for pHTc(Fluidion) on the fourth day. This experiment suggests 

that the sensors need to be stored in seawater for longer, up to several weeks. Johnson 

et al. (2017) stored the Deep-Sea DuraFET in seawater (Johnson et al., 2016) for several 

weeks before the deployment. This storage coupled with calibration in seawater reduced 

the sensor drift from –0.083 a-1 to 0.003 a-1 (Johnson et al., 2017). Also, storing the two 

glass electrodes in Tris buffer led to the irreversible damage of the glass electrodes. The 

two glass electrodes started to be very unstable and had a large drift in short time. For 

that reason, I suggest storing glass electrodes in seawater for ocean deployments and 

between laboratory experiments.  

 

3.5.3 Temperature effect on different pH sensors 

The performance of the two glass electrodes was assessed between 5 and 31 °C. 

pHTc(AMT) had the smallest offset compared to pH(Tris) at 25 °C and the maximum at 

31 °C and pHTc(Fluidion) had the minimum at 15 °C and the maximum at 31 °C. This 

result is in disagreement with previous studies that found a decrease in glass electrodes 

accuracy with temperature. McLaughlin et al. (2017) quantified the temperature 

hysteresis on glass electrodes to be 0.0025 °C-1. This effect is important also for ISFET 

sensors, for the Deep-Sea DuraFET it was quantified as -0.018 °C-1(Johnson et al, 2016) 

and -0.021 °C-1 for the Shitashima et al. (2002) sensor when deployed on a glider 

(Hemming et al., 2017). 

In a 4 day-experiment in seawater, the two glass electrodes were in most cases able to 

capture the direction of the pH changes but not the expected magnitude. The measured 

pH changes varied between 0.005 and 0.003 °C-1 when the expected pH change is –
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0.01582 °C-1 (Millero, 2007). The average pH change measured during the first 

experiment was 0.014 for 3 °C for pHTc(AMT) and 0.008 for 3 °C for pHTc(Fluidion). In 

the last experiment, the average pHTc(Fluidion) increased to 0.01 per 3 °C but pHTc(AMT) 

stopped responding to the pH changes and for example measured a pH increase when 

temperature increased.  

Seidel et al., (2008) tested two spectrophotometric pH sensors in seawater without 

finding any systematic trend driven by temperature in the pH difference between the two 

sensors. This result is in agreement with my laboratory experiments, where the NOC 

sensor performance was not directly affected by temperature because it had a maximum 

offset from -0.008±0.007 pH(Tris) at 25 °C and the minimum 0.004±0.001 at 15 °C. 

 

3.5.4 In situ calibration of the glass electrodes 

Shortcomings in the calibration of the pH sensors can lead to large errors during the 

deployment (McLaughlin et al., 2017). Currently, most of the manufacturer’s protocols 

involve calibration using National Bureau of Standards (NBS) buffers (McLaughlin et al., 

2017), which have a low ionic strength (0.1 mol kg-1) relative to seawater (0.7 mol kg-1). 

This ionic strength difference affects the glass electrodes liquid junction potential 

because the latter is sensitive to the composition and concentration of the solution 

leading to a potential error between 0.01 and 0.001 (Wedborg et al., 1999).   

In recent years new buffers with the same ionic strength of seawater such as AMP and 

Tris started to become available (Dickson et al., 2007). Scientists have started calibrating 

the sensors in these solutions before deployment (Hemming et al., 2017; Johnson et al., 

2017). However, the use of these buffers can lead to errors in the calibration because 

they are a simplified seawater system where bromide, fluoride and strontium are not 

present (Dickson et al., 2007). The use of these buffers does not take into account the 

bromide effect on the Ag reference electrode (Takeshita et al., 2014) and the preparation 

of Tris has a potential error of 0.006 (Paulsen and Dickson, 2020). The precision required 

for seawater pH measurements needs to be better than 0.002 to allow the detection of 

the average annual decrease in surface ocean pH (Bane et al., 2010a; González-Dávila 

et al., 2010) that cannot be met using Tris in the calibration. For these reasons, Tris and 

AMP buffers are increasingly replaced by seawater pH calibrations using benchtop 

spectrophotometers (Easley and Bane, 2012). 

During the deployment the sensor can be affected by a non-monotonous and non-

constant drift (Hemming et al., 2017; Saba et al., 2019), making the correction after the 

recovery challenging. This drift can be 0.02 d-1 for glass electrodes (Seiter and 
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DeGrandpre, 2001) and 0.003 d-1 for the Deep-Sea DuraFET when deployed on a 

Slocum glider (Saba et al., 2019). The sensor drift can be quantified by comparing the 

pH measured with an estimation of pH calculated using other variables in a multiple linear 

regression (MLR). This methodology was applied to correct the ISFET sensors drift on 

SOCCOM floats estimating pH from temperature, salinity, pressure and oxygen or nitrate 

with an uncertainty between 0.010 and 0.008 (Williams et al., 2016). In many 

deployments, this methodology is not applicable because it requires the knowledge of 

regional pH changes in space and time and the pH sensor needs to be coupled with a 

CTD and other biogeochemical sensors.  

Another method is to regularly correct the drift using discrete samples analysed by a 

benchtop spectrophotometer (Easley and Byrne, 2012; McLaughlin et al., 2017). The 

regular collection of discrete samples increases the cost of the deployment and is not 

always possible especially in extreme and remote regions such as Antarctica or the 

Arctic. An alternative is to couple the ISFET or glass electrode with a miniaturised 

spectrophotometer that is calibration-free (Rérolle et al., 2012) and has a small size 

allowing deployments next to high-resolution sensors. This is possible because in recent 

years these sensors have significantly decreased the power requirements, for example 

SAMI-pH decreased its power requirement from 6-7 to 1 W (Seidel et al., 2008) and use 

a low amount of dye (2.2 µL for the NOC sensor) allowing deployments of several 

months.   

In this study,  the use of a miniaturised spectrophotometric pH sensor was tested to 

frequently calibrate two uncalibrated glass electrodes. The direct deployment of 

uncalibrated glass electrodes can significantly decrease the labour time and costs. The 

NOC sensor was used as reference improving the glass electrodes stability and accuracy 

from 0.069 up to 0.002 for AMT and from 0.052 to 0.003 for Fluidion. The combination 

of a spectrophotometric sensor and a glass electrode can be ideal for in situ long 

deployments because the glass electrode provides high frequency-sampling (< 1 Hz) 

and the spectrophotometric sensor a lower frequency, high precision and accurate 

reference. The two sensors can be used for long and short deployments on gliders, Argo 

floats, moorings and other autonomous sampling systems.  

 

3.6 Conclusions 

Experiments were performed to identify best practices and potential sources of error for 

different pH sensors. These experiments were performed in the laboratory using 

seawater, Tris and AMP buffers and in the dock in front of NOC in Southampton. The 
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sensors tested were two glass electrodes developed by AMT and Fluidion and a 

miniaturised spectrophotometric pH sensor developed by NOC in Southampton (Rérolle 

et al., 2013). 

The main source of error was the direct deployment of the two glass electrodes from the 

3 M KCl storage solution in seawater that shifted the behaviour of the sensors to non-

Nernstian. This happened because the seawater bromide reacts with Ag reference 

electrode to form AgCl1-xBrx shifting the potential by 2 to 5 mV (Johnson et al., 2016). In 

a 4-day experiment, the two glass electrodes were not able to capture the seawater pH 

changes caused by temperature because it varied between 0.005 and -0.003 °C-1 when 

the expected pH change is –0.01582 °C-1 (Millero, 2007). The measured pH had a 

continuous negative drift during the 4 days of experiments with a decrease of the drift in 

time, in fact the last day it was 0.0003 h-1 for pHTc(Fluidion) and 0.0007 h-1 for pHTc(AMT). 

The two sensors' performance would improve storing the glass electrodes in seawater 

for several weeks before sampling.  

The effect of temperature in equimolar Tris buffer was assessed between 5 and 31 °C. 

The two glass electrodes had a large offset because they were not calibrated before the 

experiments but were able in most cases to capture the size and direction of the pH 

changes. During the dock deployment, when salinity decreased from 31.70 to 31.26 the 

pHTc(AMT) offset from pH(NOC) increased from 0.100 to 0.120. Afterwards, when the 

salinity was constant the offset decreased again to 0.100 and was not the main cause of 

the offset. In the same deployment, the NOC sensor was not affected by temperature 

and salinity but it requires coupling with a CTD to convert the absorbances in pH (Eq 

(3.7)) and to transform the calculated pH to the seawater temperature.  

The NOC sensor accuracy in Tris varied between 0.002 and 0.006 and in seawater was 

0.005. The sensor is calibration-free and this accuracy and stability can be used as 

reference to regularly calibrate the sensors with higher sampling rate such as ISFET and 

glass electrodes that are prone to drift up to 0.003 d-1 (Saba et al., 2019) and 0.02 d-1 

(Seiter and DeGrandpre, 2001). The calibration of the glass electrodes with this method 

improved the AMT and Fluidion accuracy to 0.002 and 0.003 in Tris and 0.005 in 

seawater. This combination can be used for long and short deployments on gliders, 

floats, moorings and other autonomous systems because the NOC sensor has a low 

power requirement (3 W) and uses a low amount of mCP (2.2 µL). The short response 

time of <(7±4) s for AMT and <(7±3) s for Fluidion sensors permits resolving short term 

processes such as the pH change when a glider passes through the thermocline.  
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Chapter 4 

 

Air-sea exchange and bottom water 

remineralisation inferred from pH and O2 sensors 

on a Seaglider in the North Sea 

 

The Winkler analysis and the CTD oxygen optode calibration were performed by 

Francesco Pallottino a Plymouth Marine Laboratory (PML) PhD student. All the rest of 

the scientific work and writing was undertaken by Luca Possenti, with improvements 

made using comments from supervisors. 

 

 

4.1 Summary 

For the first time, a spectrophotometric lab-on-chip (LoC) pH sensor developed by the 

UK National Oceanography Centre and a Fluidion potentiometric pH sensor were used 

on a glider, which was deployed in the North Sea for 10 days in August 2019, covering 

a 45 km transect from 56.77° N 0.28° E to 57.06° N 0.23° W. The glider was also 

equipped with an Aanderaa 4831F oxygen optode. During the deployment and 

recovery cruise with RV Cefas Endeavour (CEND12/19) an additional 96 discrete 

seawater samples for dissolved inorganic carbon concentration (CT) and total alkalinity 

(AT) determination were collected, as well as 307 Winkler titration samples (3 or 4 

duplicates for 91 samples) for determination of dissolved O2 concentration, c(O2). 

The spectrophotometric pH was corrected for a glider-sensor communication lag and 

had a mean offset of +0.006±0.008 with respect to the discrete samples. The 

potentiometric sensor was operated successfully for 2 days and was able to capture 

the depth-dependent pH changes. The sensor drift was <0.01 over these 2 days, but 

then the sensor failed due to a software problem. Using glider pH and a new regional 

parameterisation of AT as a function of temperature and salinity, I calculated CO2 

concentration, c(CO2), and CT. 

Glider surface CO2 and O2 concentrations were used to calculate air-sea fluxes, Φ(O2) 

and Φ(CO2). Φ(O2) was always out of the ocean with a median of +25 mmol m-2 d-1 (5th 
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centile: 4.4 mmol m-2 d-1; 95th centile: 94 mmol m-2 d-1). In contrast, Φ(CO2) was into the 

ocean with a median of -0.1 mmol m-2 d-1 (5th centile: -1.2 mmol m-2 d-1; 95th centile: 1.7 

mmol m-2 d-1).  

Three distinct regimes were identified along the transect: regime 1 was characterised by 

a subsurface oxygen maximum (SOM) at 30 m; regime 2 showed no distinct SOM and 

regime 3 had a SOM at 15 m. The oxygen increase at the SOM was associated with a 

deep chlorophyll maximum (DCM) in regime 1, which was detected by the ship's 

fluorometer mounted on the CTD rosette at the glider deployment site. No other c(Chl a) 

profiles were available because the ship's fluorometer failed.  

To quantify remineralisation in the three regimes, I calculated Apparent Oxygen 

Utilisation (AOU) and Apparent Carbon Production (ACP) where regime 1 water was 

identified as Central North Sea Water (CNSW), regime 2 as a mix of CNSW and North 

Atlantic Water (NAW) and regime 3 water as NAW. CNSW had an ACP and AOU of 19 

and 37 µmol kg-1 respectively that decreased to 13 and 33 µmol kg-1 respectively in NAW. 

Our results show the potential of glider pH and O2 data to capture time and depth-

resolved biogeochemical processes that can vary rapidly over short time and length 

scales such as air-sea exchange, remineralisation and spatial changes. 

 

4.2 Introduction 

Coastal and marginal seas play a key role in the global carbon cycle by linking terrestrial, 

oceanic and atmospheric reservoirs (Mackenzie et al., 2004; Walsh, 1991). They occupy 

only 7 % of the global ocean surface area but yield 10-30 % of the global marine primary 

production (Gattuso et al., 1998). Coastal regions have higher temporal and spatial 

variability than the open ocean. Ships and gliders are able to resolve processes over 

different time and space scales. Expensive ship surveys are usually used to survey these 

regions because they are too shallow or have currents moving too fast for the usage of 

floats (Bushinsky et al., 2019). In contrast, gliders are cheaper to run than ships, can 

operate efficiently in water depths as shallow as 50 m and can overcome currents up to 

about 0.4 m s–1. Thus, gliders can help uncover small-scale variations in space and time 

of processes such as vertical mixing, air-sea gas exchange, horizontal advection, net 

community production (NCP) or the size and variability of the North Sea continental shelf 

pump. Battery power limitations and potential sensor drift suggest that at present the use 

of gliders in these regions is limited to short-term studies. For shallow dives less than 

their design operation depth (1000 m) the mission length is limited because gliders use 

more power to communicate with the base station, detect the ocean bottom using the 
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altimeter and change the glider direction from descent to ascent. The battery usage can 

be reduced by decreasing the number of measurements of power-hungry sensors such 

as spectrophotometric pH sensors. 

The North Sea has been studied extensively using observational and modelling tools. 

Studies focusing on inorganic carbon in the North Sea started in the late 1980s 

(Hoppema, 1991; Kempe and Pegler, 1991; Pegler and Kempe, 1988). Many of the 

recent studies focused on the southern North Sea and its coastal systems (Borges, 2003; 

Schiettecatte et al., 2007; Gypens et al., 2009). The North Sea carbonate system has 

been studied using voluntary observing ships (VOS) (Thomas et al., 2007), dedicated 

research cruises (Bozec et al., 2005, 2006; Meyer et al., 2018; Salt et al., 2013; Thomas 

et al., 2005), VOS and research cruises together (Omar et al., 2010) and models (Artioli 

et al., 2012; Blackford and Gilbert, 2007; Gypens et al., 2009; Kühn et al., 2010; Prowe 

et al., 2009). These datasets allowed quantifying changes of surface p(CO2) in the entire 

North Sea (Omar et al., 2010; Thomas et al., 2005, 2007), find a correlation of pH and 

CO2 with North Atlantic Oscillation (NAO) (Salt et al., 2013), quantify the CO2 air-sea flux 

(Meyer et al., 2018), quantify the pH variability and ocean acidification (Blackford and 

Gilbert, 2007), calculate NCP (Bozec et al., 2006) and quantify the CO2 continental shelf 

pump (Bozec et al., 2005; Thomas et al., 2004). These studies mostly used sparse 

samples in time and space, focusing on changes happening in large spatial areas that 

in most cases included the entire North Sea. 

However, it is also necessary to quantify small scale changes using sensors with a higher 

temporal resolution (< 10 s). These datasets can help to quantify the North Sea carbon 

cycle looking at interannual variability, the continental shelf pump and the spatial 

variability between the southern and the northern North Sea. For these goals, the 

datasets can be collected by autonomous vehicles (AUV), such as gliders. Queste et al. 

(2016) deployed a glider in the central North Sea for 3 days equipped with an O2 optode 

and a chlorophyll fluorometer. Despite the short deployment, the glider data revealed 

occasional small scale events and larger oxygen consumption in the bottom mixed layer 

(BML) than previous studies. The glider used just 5 % of battery capacity and has the 

capability for longer deployments in shallow seas up to 2 months.  

In this study, a spectrophotometric pH sensor has been deployed on a glider for the first 

time. The sensor was developed by the Ocean Technology and Engineering Group 

(OTE) of the National Oceanography Centre (NOC) in Southampton, United Kingdom 

(Rérolle et al., 2012). Ocean pH was measured for the first time using a benchtop 

spectrophotometer by Bane and Breland (1989). This method was limited to shipboard 

measurements because it required the use of spectrophotometric blanks and an indicator 

dye that are challenging to implement in a miniaturised autonomous sensor. As a result, 
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the first sensors using spectrophotometric pH methods were characterised by high 

complexity, bulky size, and high power requirement (Martz et al., 2010). However, recent 

developments reduced the sensors size, complexity and power requirements. The NOC 

sensor is an example of these recent developments because it has a small size (130 х 

140 mm for 920 g in air), low power consumption (3 W, while measuring) and uses a 

small amount of sample (550 µL) and indicator (2.2 µL). Spectrophotometric pH sensors 

have advantages over ISFET and glass electrode sensors because they are calibration-

free and not affected by drift (Rérolle et al., 2012).  

In this study, I gathered the first glider pH data in the North Sea. The sensor performance 

was validated against a series of discrete samples for AT and CT collected during the 

glider deployment. The data were used to calculate O2 and CO2 air-sea fluxes, to quantify 

respiration in the BML and to compare spatial and temporal variability along the transect 

with additional discrete samples from the whole of the North Sea. 

 

4.3 Material and methods 

4.3.1 Glider sampling 

Kongsberg Seaglider 510 was deployed in the North Sea on 19 August 2019 at 56.77° 

N 0.28° E and was recovered on 29 August 2019 at 57.06° N 0.23° W. The glider 

covered the 45 km transect for a total of 341 dives (Figure 4.1). 

The glider was equipped with a NOC lab-on-chip (LoC) spectrophotometric pH sensor 

(Rerolle, 2013), a Fluidion potentiometric pH sensor stored for several weeks in seawater 

before the deployment, an Aanderaa Data Instrument AS, Bergen, Norway 4831F 

oxygen optode (Tengberg et al., 2006) and a Sea-Bird CT sensor (conductivity and 

temperature) factory calibrated (Figure 4.2). The O2 optode was mounted with the 

sensing foil facing downwards to the glider body to avoid sunlight interference (Binetti et 

al., 2020). The mean time interval for an in-situ measurement was on average 8.6 s for 

CTD and O2 optode and 679 s (11 min) for the spectrophotometric sensor. This was the 

shortest time interval the glider and sensor software permitted. 
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Figure 4.1: a) map of the survey area in the North Sea, b) map of the glider deployment 

area to show the deployment bathymetry with in a) and b) the glider deployment (black 

dots) from 19 to 29 August 2019 and the 96 discrete samples (red dots) collected on the 

RV CEFAS Endeavour CEND12/19 (Lowestoft, UK, 7 August to 5 September 2019). 
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Figure 4.2: Kongsberg Seaglider 510 before the deployment showing the Aanderaa 

4831F oxygen optode (Tengberg et al., 2006), a Sea-Bird CT (conductivity and 

temperature), Fluidion potentiometric pH sensor and the filter used to inject the sample 

into the NOC lab-on-chip (LoC) spectrophotometric pH sensor (Rerolle et al., 2013). 

Every 10 dives and for every dive between dives 51 to 60 the glider was commanded to 

do longer dives (loiter dives). These dives were designed to increase the vertical 

resolution and collect more samples by decreasing the glider ascent speed. During loiter 

dives, the glider had an average vertical speed of 0.04 m s-1 that increased in non-loiter 

dives to 0.09 m s-1. This decrease of vertical speed was important to allow the NOC 

sensor to collect more measurements. During loiter dives, the NOC sensor performed 

up to 9 measurements and during normal dives just 2 or 3. The decrease of the vertical 

speed doubled the duration of the dive from around 30 mins travelling for 0.5 km to more 

than 1 h travelling for 0.8 km. 

The glider altimeter enabled the detection of the bottom depth and agreed with the 

bottom depth recorded in the General Bathymetric Chart of the Oceans (GEBCO) 

(Weatherall et al., 2015) except for the first 3 dives when the glider performed shallower 

dives (Figure 4.3). 

Mixed layer depth (zmix) was calculated using a threshold criterion of Δθ = 0.5 °C to the 

median θ of the top 5 m of the glider profile (Obata et al., 1996; United States. National 

Environmental Satellite and Information Service, Monterey and Levitus, 1997; Foltz et 

al., 2003). 
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Figure 4.3: Scatter plot of the uncalibrated glider data for all 341 dives (top panel: latitude 

of the glider location). a) temperature θ, b) salinity S, c) oxygen concentration c(O2), d) 

pH(Fluidion) and e) pH(NOC). The white line in a), b), c), d) and the black line in e) is the 

mixed layer depth (zmix) and the red line is the bathymetry from GEBCO. 
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4.3.2 Discrete sampling 

During the RV Cefas Endeavour cruise CEND12/19 (Lowestoft–Lowestoft, 7 August to 

5 September 2019) 96 discrete samples were collected to measure AT, CT, phosphate 

and silicate concentrations. A Sea-Bird CTD SBE-911plus V2 CTD was attached to a 

SBE 32 rosette of 12 10 L-Niskin bottles. During rough weather, sampling was performed 

using a single Niskin bottle attached to a wire. The rosette was also equipped with a JFE-

Advantech RINKO-III Model ARO-CAV oxygen optode, a Seapoint SCF fluorometer, a 

Seapoint STM turbidity meter, Satlantic OCR-504 PAR radiometer and a Teledyne-

Benthos PSA-916 altimeter. The AT and CT discrete samples were collected following 

Standard Operating Procedure (SOP) 1 of Dickson et al. (2007), using 500 ml serum 

bottles with chlorobutyl rubber stoppers. The CT, AT, phosphate and silicate samples 

were preserved with saturated HgCl2 solution (final HgCl2 concentration: 15 mg dm-3). 

When the water column was fully mixed one discrete sample was collected; when it was 

stratified, one sample each was collected from the surface (SML) and bottom (BML) 

mixed layer. SML defines the depths above the mixed layer depth (zmix) and BML under 

the zmix, The CT and AT samples were analysed on-shore according to SOPs 2 and 3b 

(Dickson et al., 2007) using two Versatile INstrument for the Determination of Total 

inorganic carbon and titration Alkalinity (VINDTA). The results were calibrated using AT 

and CT of certified reference material (CRM) batch 182 obtained from A. G. Dickson at 

Scripps Institution of Oceanography, San Diego, USA (Dickson et al., 2003). The 

uncertainty in the measurement of CT and AT was calculated as the standard deviation 

of the CRM CT and AT. Comparing the measurements of the reference material, CT had 

a mean standard deviation of 1.8 and 10.8 µmol kg-1 for the two VINDTAs, and 3.3 and 

3.2 µmol kg-1 for AT. The high mean standard deviation of one of the two VINDTA was 

driven by a CT value of 2072.8 µmol kg-1 that was excluded from the analysis because it 

disagreed with the remaining CRM samples that had a mean of (2036±2.0) µmol kg-1. 

pH and p(CO2) were calculated using the MATLAB toolbox CO2SYS (Van Heuven et al., 

2011) with the following constants: K1 and K2 carbonic acid dissociation constants of 

Lueker et al. (2000), hydrogensulfate dissociation constant of Dickson (1990) and borate 

to chlorinity ratio of Lee et al. (2010). 

Nutrient concentrations were measured using a Skalar San++ continuous flow analyser 

with standard colorimetric reference.68 oxygen Winkler samples were analysed onboard 

by Francesco Pallottino a Plymouth Marine Laboratory (PML) PhD student, using an 

automatic Winkler titration to a photometric endpoint (Culberson, 1991; Holley and 

Hydes, 1995). For each sample, 3 or 4 replicates were analysed (a total of 210 titrations) 

to quantify a median standard deviation of 0.5 µmol kg-1 with a range of standard 

deviations for each sample between 0.1 to 3.0 µmol kg-1. 
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4.3.3 Spectrophotometric pH sensor corrections 

The NOC pH sensor presented in section 3.3.1 was integrated on a glider and the sensor 

started sampling when powered at the beginning of each dive.  

During the deployment, the NOC sensor was affected by lag (time delay Δt). This lag is 

visible in Figure 4.3e because for most of the deployment the sensor did not collect any 

sample in the top 20 m even though it was expected to start sampling immediately after 

powering it on at the surface. Δt was calculated for each dive as the difference between 

the timestamps of the first NOC sample and the first glider CTD sample, minus 30 s. The 

subtraction of 30 s accounts for the flushing period of the whole system before the start 

of sample measurements. Multiple flushes avoid any carry-over between measurements. 

The calculated delay Δt varied from 144 to 192 s (Figure 4.4). 

After the lag correction, the absorbance ratio (R) was converted to pH using the algorithm 

from Soli et al. (2013) that takes into account the effects of temperature, salinity and 

pressure on mCP (Eq. 3.7 in Section 3.3.1). The temperature-corrected pHc was derived 

from the difference between NOC internal temperature and seawater temperature using 

a coefficient of –0.01582 °C–1 (Millero, 2007) – see Eq. 3.17 in Section 3.3.1. 

 

Figure 4.4: The NOC sensor lag calculated for each dive as the difference between the 

timestamps of the first NOC sample and the first glider CTD sample, minus 30 s to 

account for the time taken to flush the system. 
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4.3.4 Potentiometric pH sensor corrections 

The potentiometric sensor displayed a mismatch between the pH measured during the 

glider ascents and descents. This was caused by a thermal lag effect as a comparison 

between the temperature of the Fluidion probe and the glider CT temperature shows. 

To correct for the lag, we first calibrated the Fluidion sensor temperature θ(Fluidion) 

using the temperature measured by the glider CT sensor, θ(CT), when they were both 

at equilibrium with the ambient water (i.e. at the beginning of the descent in the SML and 

the beginning of the ascent in the BML). θ(Fluidion) was calibrated by linear regression 

of θ(CT) against θ(Fluidion) measured during glider ascent at depths below 50 m and 

during glider descent in the top 20 m: 

 θcal(Fluidion) = 1.15 θ(Fluidion) – 1.70 (4.1) 

The temperature effect on pH(Fluidion) was then corrected using pHc(NOC) as reference 

using  the pH difference against θcal(Fluidion): 

 pHcal(Fluidion) = pH(Fluidion) - 0.02 θcal(Fluidion)/ºC + 0.01  (4.2) 

 

4.3.5 Regional algorithm to estimate AT 

To calculate CT and c(CO2), two variables were used: pHC(NOC) derived as described in 

section 4.3.3 and AT derived using a regional algorithm that uses temperature (θ) and 

salinity (S). The AT algorithm follows the approach of Lee et al. (2006) and was derived 

using 8 discrete samples collected at two stations next to the glider transect (n = 4) and 

the glider deployment and recovery sites (n = 4). The stations next to the glider transect 

were at 57.36° N 1.18° W and 57.54° N 0.55° E. The derived AT parameterisation is as 

follows: 

AT,reg / (µmol kg-1) = 2330.71 + 41.72 (S–35) + 1.11 (S–35)2 + 8.65 (θ/°C–20) + 0.66 

(θ/°C–20)2                (4.3) 

The parameterisation has a R2 of 0.96, p = 0.009 and an uncertainty of 1.8 µmol kg–1 

calculated as the standard deviation of the residual difference between actual and 

parameterised AT (Figure 4.5). 

The AT parameterisation was used in CO2SYS (Van Heuven et al., 2011) to calculate CT 

and c(CO2) from the glider pH measurements. The calculated CT,calc values were 

compared with CT,WS at the glider recovery and deployment sites. The mean difference 

was (4.4±4.0) µmol kg–1. In the case of ccalc(CO2), the mean difference was (0.5±0.2) 
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µmol kg–1. The non-zero biases and the standard deviation are due to uncertainties in 

the AT,reg parameterisation and pHC(NOC) (cf. Section 4.4.1). 

 

Figure 4.5: The plot shows the relationship between AT,reg and AT,WS, calculated for the 

discrete samples.  

 

4.3.6 Oxygen optode drift correction 

Mounting the O2 optode facing downwards reduced the presence of high c(O2) spikes 

(often >500 µmol kg–1) in the first metres of the water column that were encountered on 

previous missions due to light interference (Binetti et al. 2020). I removed additional c(O2) 

values in the top 0.3 m during the glider ascent for night and day time (Figure 4.6). The 

effect of sunlight on the optode foil is expected only during daylight. For that reason, the 

remaining high c(O2) values were possibly caused by the contact of the foil with air or 

the injection of dissolved bubbles in the surface waters.  
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Figure 4.6: Surface 1 m glider c(O2) after the drift and offset corrections (Eq 4.4) showing 

the absence of spikes before 0.3 m (empty) and the spikes in the top 0.3 m (filled) during 

the glider ascent (red dots) and no spikes during the glider descent (blue diamonds). 

Because the glider ascent speed is slower than the descent, the plot shows more 

samples collected during the ascent than during the descent. 

 

Oxygen optodes are known to be affected by drift (Bittig et al., 2015), which is worse for 

the fast-response foils used in the 4831F optode. The optode c(O2) was recalibrated and 

drift corrected using discrete samples (cws(O2)) (Nicholson and Feen, 2017) collected at 

glider deployment (4 and 97 m) and recovery (20 and 73 m). Individual replicates for a 

given depth disagreeing by more than 3 µmol kg-1 from the other 2 replicates for the 

same depth were removed and the average was then calculated (section 4.4.2). The 

optode c(O2) (cG(O2)) offset was corrected using a gain approach, between cws(O2) and 

cG(O2): 

[cws(O2)/cG(O2)] = 0.0014 Δt/d – 1.0013.                 (4.4) 

The optode output was corrected for lag using the method of Hahn (2013). 

Using the calibrated and drift-corrected cG(O2), I calculated oxygen saturation (s(O2)) as 

the ratio between cG(O2) and the saturation concentration (csat(O2)) (Garcia and Gordon, 
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1992) at the atmospheric pressure of 1013.25 hPa. Then, I calculated Apparent Oxygen 

Utilisation (AOU) as the difference between csat(O2) and cG(O2). 

The optode attached to the rosette was calibrated based on a linear regression between 

cws(O2) and the oxygen measured by rosette optode (cctd(O2)): 

cctd, c(O2) = (1.045 cctd(O2) + 13.7 µmol kg-1).         (4.5) 

 

4.3.7 Quality control of CTD measurements 

The thermal lag of the glider conductivity sensor was corrected using the method of 

Gourcuff (2014). The glider CT cell was affected by unstable temperature readings 

during the glider ascent in loiter dives. The temperature variability during the ascent in 

loiter dives caused large salinity and c(O2) spikes especially close and under the 

thermocline (Figure 4.7). For that reason, all temperatures, salinities and c(O2) measured 

during loiter dive ascents were removed. 

Glider salinity (Sg) was calibrated using as reference the rosette salinity (Sr) measured 

at the glider recovery. The difference between Sg and Sr in the BML at the deployment 

and recovery sites was -0.019 and -0.012, respectively. The glider CT cell is not expected 

to drift and the temperature difference between the glider and the rosette was smaller at 

recovery (0.040 °C at the deployment and 0.010 °C at the recovery). For that reason, the 

glider salinity was adjusted using the offset to Sr measured at glider recovery. 
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Figure 4.7: Comparison between a normal dive and a loiter dive. a) The first dive (110) 

was a normal dive and the data were stable. b) The next dive (111) was a loiter dive and 

caused noisy readings for ascent temperature θ, c(O2) and conductivity (not shown). 

 

4.3.8 Air-sea exchange calculation 

The air-sea flux of oxygen (Φ(O2)) was calculated for each glider dive using the median 

of c(O2), θ and S in the top 10 m. I used the parameterisation of Woolf and Thorpe (1991) 

to include the bubble equilibrium supersaturation : 

Φ(O2) = kw(O2) {(c(O2) – [1 + Δbub(O2)]csat(O2)}                   (4.6) 

where kw(O2) is the gas transfer coefficient, Δbub(O2) is the increase of equilibrium 

saturation due to bubble injection and csat(O2) is the oxygen saturation. csat(O2) was 

calculated from S and θ using the solubility coefficients of Benson and Krause (1984), 
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as fitted by Garcia and Gordon (1992). Δbub(O2) was calculated from the following 

equation: 

𝛥bub(O2) = 0.01 (
𝑈

𝑈0
)

2
                 (4.7) 

where U is 10 m-wind speed with 1-hour resolution (ECMWF ERA5, 

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5) and U0 

represents the wind speed when the oxygen concentration is 1 % supersaturated and 

has a value of 9 m s-1 (Woolf and Thorpe, 1991). U has a spatial resolution of 0.25° 

latitude and 0.25° longitude and it was interpolated to the glider position at the beginning 

of each dive. 

The transfer velocity kw(O2) was calculated based on Wanninkhof (2014): 

𝑘w(O2)

cm h−1 = 0.251 (
𝑆𝑐(O2)

660
)

−0.5
(

𝑈

m s−1)
2
                  (4.8) 

The Schmidt number, Sc(O2), was calculated using the parameterisation of Wanninkhof 

(2014). 

The CO2 air-sea flux (Φ(CO2)) was calculated using the 10 m wind speed with 1-hour 

resolution downloaded from ECMWF ERA5. As for oxygen, the closest wind speed at 

the beginning of each glider dive was used. The mean atmospheric CO2 dry mole fraction 

(x(CO2)) was 400.95 µmol mol-1 downloaded from the Greenhouse Gases Reference 

Network Site (https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php) from the closest site to the 

deployment at Mace Head, County Galway, Ireland (Dlugokencky et al., 2015). Using 

x(CO2) the air-saturation concentration catm(CO2) was calculated: 

catm(CO2) = x(CO2) pbaro F(CO2)                       (4.9) 

where pbaro is the mean sea level pressure obtained by ECMWF ERA5 and F(CO2) is the 

CO2 solubility function calculated from surface θ and S (Weiss and Price, 1980).  

The seawater c(CO2) at the surface was calculated using the median in the top 10 meters 

between the glider ascent and descent of the following dive c(CO2). Φ(CO2) was then 

calculated as: 

Φ(CO2) = k(CO2) [c(CO2) – catm(CO2)].                    (4.10) 

k(CO2) was calculated using the parameterisation of Wanninkhof (2014): 

𝑘(CO2)

cm h−1 = 0.251 (
𝑆𝑐(CO2)

660
)

−0.5
(

𝑈

m s−1)
2
                    (4.11) 

Sc(CO2) is the dimensionless Schmidt number at the seawater temperature 

(Wanninkhof, 2014).  

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php
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The uncertainties in Φ(O2) and Φ(CO2) were evaluated with a Monte-Carlo approach. 

The uncertainties of the input variables are shown in Table 4.1; the analysis was 

repeated 1000 times. The total uncertainty in Φ was calculated as the standard deviation 

of the 1000 Monte-Carlo simulations.   

Table 4.1. The uncertainty associated with Φ(CO2) and Φ(O2) input variables calculated 

by a Monte-Carlo approach 

Variable Error Reference/Method 

S 0.007 Standard deviation of glider salinities in the first 100 

dives below 80 m 

θ 0.07 °C Standard deviation of glider temperature in the first 

100 dives below 80 m 

catm(CO2)  1.4 µmol kg-1 Standard deviation of catm(CO2) 

c(CO2) 0.5 µmol kg-1 Mean difference from the glider and discrete 

samples c(CO2) 

k(CO2) 20 % (Wanninkhof, 2014) 

cG(O2) 0.6 µmol kg-1 Mean difference from the glider and the discrete 

samples c(O2) collected at the glider deployment 

and recovery 

 

4.3.9 Apparent Carbon Production 

To quantify respiration rates in deep waters, I calculated the Apparent Carbon Production 

(ACP). In the calculations, I assumed that the water mass was for the last time in contact 

with the atmosphere in January 2019 in the North Atlantic (59.7° N, 5.5° W). This 

assumption was made because the water residence time in the North Sea is less than 1 

year and the northern North Sea is dominated by the Atlantic inflow (Salt et al., 2013). 

The North Sea starts to stratify in March/April (Sharples et al., 2006), therefore the water 

in BML has not been in contact with the atmosphere at least from March. The January 

2019 atmospheric mole fraction x(CO2) was 414.3 µmol mol-1 from Mace Head, County 

Galway, Ireland (Dlugokencky et al., 2015). Using the 2 m dewpoint temperature (Tdp in 

°C) and mean sea level pressure (Pbaro) downloaded from ECMWF, I calculated the 

atmospheric p(CO2) (patm(CO2))  (Alduchov and Eskridge, 1996; Lawrence, 2005).  

AT,reg and patm(CO2) were used as inputs in CO2SYS (Van Heuven et al., 2011) to 

calculate the CT saturation (CT,sat). ACP was calculated as the difference between glider 

CT (CT,G) and CT,sat. 
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4.4 Results 

4.4.1 Spectrophotometric pH sensor lag correction 

Theoretically, in a well-stratified sea pH should be correlated with θ having the maximum 

pH and θ in SML and the minimum in BML. Also, as SML and BML are fully mixed pH 

and θ are expected to remain constant in the two layers. The only evident change should 

be visible at the thermocline that divides SML from BML. At the thermocline, a significant 

decrease in pH and θ is expected. 

Before the lag correction, the NOC sensor did not collect any sample in the top 20 m 

(Figure 4.3e). This sampling delay caused the presence at the thermocline of high pH 

values measured in SML and low pH values measured in BML (Figure 4.8a). This is 

showed by the variability up to 0.15 at the same θ. This mix between high and low pH 

values was visible for pH(NOC) measured at the sensor internal θ and pHN(NOC) 

corrected for the seawater temperature. After the lag correction, the pH at the sensor 

temperature (pHT(NOC)) showed a correlation with θ, having a mean pH under 10 °C of 

(7.926±0.017) that increased to (8.068±0.021) for θ > 14 °C (Figure 4.8b). The correlation 

between pH and θ was also visible for the pH corrected to seawater θ, pHC(NOC), that 

had a mean pH of (8.007±0.013) under 10 °C and increased to (8.056±0.018) for θ > 14 

°C. These results show the success of the lag correction that divided the pH values 

measured in BML and SML and reconstructed the expected pH profile.  
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Figure 4.8: Temperature (θ in °C) against the NOC pH, a) pH(NOC) is the raw pH 

measured by the glider (blue) and pHN(NOC) temperature corrected using Eq. 3.17 (red) 

and b) the NOC pH lag corrected following the procedure explained in section 4.3.3 

where pHT(NOC) (blue) is at the NOC internal temperature and pHC(NOC) is corrected 

at the seawater temperature.  

 

Figure 4.9 shows the final result after all the corrections have been applied to pH(NOC): 

first the pH was lag corrected (pHT(NOC)) and later corrected to the seawater 

temperature (pHC(NOC)). The lag and temperature corrected pH had a mean offset of 

0.006±0.008 when compared to the pH of the discrete samples collected at deployment 

and recovery (pHWS,G) (n = 4). Also, pHC(NOC) agreed with the discrete samples 

collected next to the glider transect (pHWS,cNS) selected between 55 to 58° N and between 

2° E to 1.5° W (Figure 4.9). One pHWS,cNS discrete sample collected at the surface was 

in disagreement with pHC(NOC) having a pH value of 8.01 when the lowest pHC(NOC) 

was 8.029. This low pHWS,cNS value was driven by a higher temperature of 16.2 °C at the 

sample location compared to the highest surface temperature measured by the glider 

(15.9 °C). This temperature difference shows that the discrete sample and the glider 

sampled two different water masses. Also, pHWS,G collected at the glider deployment in 

BML was 8.022 and the highest pHC(NOC) measured in BML was 8.015. The reason for 

that might be that the NOC sensor during the first dives was conditioning to seawater 

and was not able to perform accurate measurements. Another explanation can be that 

the glider and rosette measured different waters because the two platforms had a 

temperature difference of 0.04 °C. 
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Figure 4.9: Each step of the NOC pH corrections, blue - the uncorrected pH (pH(NOC)), 

red - the lag corrected pH (pHT(NOC)), yellow - the lag corrected pH transformed to the 

seawater temperature (pHC(NOC)). Discrete samples, presented as green stars, 

collected at the glider deployment and recovery (pHWS,G) and in violet near the 

deployment area (pHWS,cNS) selected from 55 to 58°N and 2° E to 1.5° W.  

 

4.4.2 O2 optode calibration 

The initial optode offset was 6.6 µmol kg-1 calculated as the difference at 97 m between 

cws(O2) and cG(O2) (Figure 4.10a). The optode drift was -0.2 µmol kg-1 d-1 calculated as 

the difference between cws(O2) and cG(O2) in BML at the glider deployment and recovery 

(Figure 4.10b). 

The drift-corrected cG(O2) compared to all the cws(O2) at the glider deployment and 

recovery had a standard deviation of 1.8 µmol kg-1 and a mean difference of 1.3 µmol 

kg-1. After the calibration and drift correction, cG(O2) profiles agree with the oxygen 

optode attached to the rosette cctd(O2) profiles calibrated using all the 307 oxygen 

discrete samples. 



 

126 
 

 

Figure 4.10: The glider oxygen optode output was drift corrected and calibrated using a 

gain method that had as reference the discrete samples collected in BML. The dotted 

lines represent the uncorrected cG(O2), the continuous lines the corrected cG(O2) during 

descent (down) and ascent (up). The dots are the discrete samples; rejected samples 

(cws,rej(O2)) were identified as outliers by comparison with the CTD optode rosette 

(cctd(O2)) collected a) at the glider deployment and b) at the glider recovery. 

 

4.4.3 Three different regimes along the glider transect 

The glider was deployed in the seasonally stratified northern North Sea (Figure 4.11 and 

4.12) where SML and BML were divided by a strong thermocline that formed a mixed 

layer depth (zmix) between 5 and 29 m. The water column was stratified from around 54 

°N to the northern part of the North Sea with the exception of the shallow Dogger Bank 
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at 56 °N (Figure 4.13).  In the SML, S gradually increased from 34.7 to 34.8 (Figure 4.3b) 

and on 22 August θ decreased from 15.8 to 14.7 °C (Figure 4.3a) and remained constant 

until 26 August with a median of 14.9 °C (5th centile: 14.6 °C; 95th centile: 15.4 °C) when 

it started to increase reaching its maximum of 15.5 °C on 28 August. At the same time 

c(O2) in SML increased from 250 to 264 µmol kg-1 (Figure 4.14c), however the surface 

pH did not show the same spatial trend and remained constant during all the deployment 

with a median of 8.058 (5th centile: 8.040; 95th centile: 8.065) (Figure 4.15). 

 

Figure 4.11: Surface discrete samples collected during CEND12/19 cruise for a) 

temperature θ, b) salinity S, c) total alkalinity AT, d) dissolved inorganic carbon CT, e) pH 

and f) partial pressure of CO2 p(CO2).  
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Figure 4.12: Deep discrete samples collected during CEND12/19 cruise for a) 

temperature θ, b) salinity S, c) total alkalinity AT, d) dissolved inorganic carbon CT, e) pH 

and f) partial pressure of CO2 p(CO2).  
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Figure 4.13: Difference between the deep water density (σ0) and the surface σ0, to show 

where the stratification started during the cruise. 
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Figure 4.14: Contour plots of the glider deployment versus depth time showing that the 

glider data can be divided into 3 different regimes looking at a) temperature θ, b) salinity 

S c) c(O2), d) the saturation ratio (s(O2)) that is defined as c(O2)/csat(O2) and e) the 
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apparent oxygen utilisation (AOU). The two vertical black lines show the end of each 

regime and the white line is the mixed layer depth (zmix). 

Based on the c(O2) transect the deployment can be divided into three distinct 

biogeochemical regimes (Figure 4.14). Regime 1 (56.72 - 56.86 °N) was characterised 

by a subsurface oxygen maximum (SOM) below zmix located from 20 to 30 m. The 

maximum c(O2) was 269 µmol kg-1 and surface c(O2) increased over time (or south-to-

north) from 247 to 258 µmol kg-1. SML was always oxygen supersaturated because 

s(O2) varied from 1.01 to 1.03. Regime 2 (56.87 - 56.93 °N) was characterised by the 

absence of SOM and zmix shoaled from 24 to 9 m that enhanced biological production 

in SML by mixing in BML nutrient-rich waters. Also, the surface S increased from 34.6 

to 34.8 because the glider encountered Atlantic-influenced waters (Queste et al., 2013) 

that drove the increase of c(O2) in SML. In fact, c(O2) in SML increased to 261 µmol kg-

1, driving s(O2) to 1.05. Regime 3 (56.94 - 57.08 °N) had a second SOM located under 

zmix between 10 and 20 m. The surface c(O2) reached the deployment maximum of 263 

µmol kg-1 in SML with a s(O2) maximum of 1.06. The largest c(O2) was measured at 

SOM with a maximum of 269 µmol kg-1 and a s(O2) of 1.06. The NOC pH sensor was 

not able to capture the SOM because it collected just 90 of 1232 samples between 10 

and 30 m (Figure 4.15). Interestingly, during the first two days of deployment the 

Fluidion sensor did not detect a pH change at SOM, either (Figure 4.3d). The SOM was 

not captured by the CT and p(CO2) derived from Fluidion pH and AT derived using a 

regional algorithm (section 4.3.5). However, during the first two days of deployment the 

Fluidion sensor did detect a pH increase of about 0.02 at the SOM (Figure 4.16). The 

high pH at the surface are inconsistent with the oxygen measurements and can be 

explained by an incomplete calibration performed before the deployment that could not 

be fixed using pHc(NOC) as reference.  
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Figure 4.15: The plot shows all the measurements of the NOC pH sensor corrected for 

lag and to the seawater temperature (pHC(NOC)) following the procedure in section 

4.3.3. The latitude changes during the transect is showed in the top plot and the black 

line is the mixed layer depth (zmix).  

 

Figure 4.16: Thermal-lag corrected and calibrated Fluidion pH sensor measurements 

(Eq. 4.2) White line: surface mixed layer depth (zmix).  
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4.4.4 Air-sea exchange 

During the entire transect, despite the quick air-sea exchange the SML was oxygen 

supersaturated probably driven by high primary production that kept the surface c(O2) 

oversaturated (Figure 4.17). This surface supersaturation was (4.7±1.1) µmol kg-1 at 

deployment and continuously increased to (17±0.9) µmol kg-1 (Figure 4.17b). Φ(O2) was 

always positive, driving a flux from the sea to the air with a median of 25 mmol m-2 d-1 

(5th centile: 4.2 mmol m-2 d-1; 95th centile: 95 mmol m-2 d-1). In the first three days, the 

surface seawater had a median supersaturation of 5.1 µmol kg-1 (5th centile: 3.9 µmol kg-

1; 95th centile: 6.1 µmol kg-1), this small Δc(O2) resulted in the smallest Φ(O2) of (0.9±0.2) 

mmol m-2 d-1. An increase of U from 7.0 m s-1 to 13 m s-1 increased kw(O2) leading to the 

largest Φ(O2) of (120±18) mmol m-2 d-1. U remained larger than 8 m s-1 until 22 August 

keeping Φ(O2) always larger than (30±6) mmol m-2 d-1. On 28 August U increased to 9.6 

m s-1 driving Φ(O2) to (99±20) mmol m-2 d-1. 

For most of the deployment, the direction of Φ(CO2) was from the air to the sea with a 

median of -0.1 mmol m-2 d-1 (5th centile: -1.2 mmol m-2 d-1; 95th centile: 1.7 mmol m-2 d-1) 

(Figure 4.18). The maximum Φ(CO2) was (9.6±4.6) mmol m-2 d-1 when the glider had the 

largest Δc(CO2) of (1.1±0.5) µmol kg-1 and encountered the largest U of 13 m s-1 that 

increased k(CO2) from 0.2 to 8.6 m d-1 (Eq. 4.9). Until the 27 August U was < 9 m s-1 and 

led to a decrease of Φ(CO2) to a median of -0.2 mmol m-2 d-1 (5th centile: -1.4 mmol m-2 

d-1;  95th centile: 0.4 mmol m-2 d-1). On 28 August U increased to 9 m s-1, k(CO2) increased 

from 0.5 to 4.7 m d-1, c(CO2) from (14±0.4) to (15±0.8) µmol kg-1  and Δc(CO2) to (0.9±0.5) 

µmol kg-1. This resulted in a brief interval of CO2 emissions with a median of 0.84 mmol 

m-2 d-1 (5th centile: -1.2 mmol m-2 d-1; 95th centile 2.4 mmol m-2 d-1). 
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Figure 4.17: Oxygen air-sea flux and the calculation uncertainty where a) shows in blue 

csat(O2) and in red c(O2) with the dashed lines showing the measurement error, b) Δc(O2) 

= c(O2) – csat(O2), c) sea surface temperature, d) 10 metre wind speed (U) and e) oxygen 

air-sea flux Φ(O2) with the dashed line showing the calculation error derived using a 

Monte-Carlo approach (Table 4.1). The flux from sea to air is positive while that from air 

to sea is negative and black vertical lines divide Region 1 – Region 2 and Region 2 – 

Region 3. 
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Figure 4.18: CO2 air-sea flux and the calculation uncertainty where a) shows in blue 

csat(CO2) and in red c(CO2) with the dashed lines showing the measurement error, b) 

Δc(CO2) = c(CO2) – csat(CO2), c) sea surface temperature, d) 10 metre wind speed (U) 

and e) CO2 air-sea flux Φ(CO2) with the dashed line showing the calculation error derived 

using a Monte-Carlo approach (Table 4.1). The flux from sea to air is positive while that 

from air to sea is negative and black vertical lines divide Region 1 – Region 2 and Region 

2 – Region 3. 
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4.4.5 Remineralisation in deep waters 

During the deployment, the glider encountered three distinct regimes in the BML 

characterised by different c(O2) and CT (Figure 4.19). The water masses in BML were 

identified using the regime subdivision of section 4.4.3. The southern water mass was 

identified as CNSW (S was < 34.8), the second regime for S between 34.8 and 34.82 

and the northern water mass as NAW (S > 34.82). In regime 1 AOU had a median of 36 

µmol kg-1 (5th centile: 35.7 µmol kg-1; 95th centile: 36.6 µmol kg-1) and ACP had a median 

of 16.8 µmol kg-1 (5th centile: 15.6 µmol kg-1; 95th centile: 18.9 µmol kg-1). In particular, 

AOU increased from 36 µmol kg-1 to 36.7 µmol kg-1 with a rate of (0.2±0) µmol kg-1 d-1 

driven by a decrease of c(O2) from 248.1 to 245.7 µmol kg-1. ACP decreased from 17.6 

to 15.7 µmol kg-1 with a rate of -0.1±0.1 µmol kg-1 d-1 for a decrease of CT from 2149 to 

2145 µmol kg-1. In regime 2 AOU increased to 37.2 µmol kg-1 and ACP was 15.9 µmol 

kg-1 comparable with the final ACP of regime 1. In the regime, AOU decreased to 34.8 

µmol kg-1 with a rate of (-1.5±0.2) µmol kg-1 d-1 and ACU to 14.9 µmol kg-1 with a rate of 

-1.1±0.2 µmol kg-1 d-1. These changes were driven by a decrease of c(O2) from 245.7 to 

243.9 µmol kg-1 and CT from 2148 to 2142 µmol kg-1. In regime 3 AOU remained constant 

with a median of 34.2 µmol kg-1 (5th centile: 33.5 µmol kg-1; 95th centile: 34.6 µmol kg-1). 

Instead, ACP had a median of 15.7 µmol kg-1 (5th centile: 13.8 µmol kg-1; 95th centile: 

18.2 µmol kg-1) and increased from 14 to 18.4 µmol kg-1 with a rate of 0.9±0.1 µmol kg-1 

d-1 for an increase of CT from 2141 to 2146 µmol kg-1. The contrast between regimes was 

stronger in AOU than ACP and the largest change was visible in regime 2 where the 

glider moved from CNSW to NAW. This may partly be down to the higher measurement 

uncertainty in the derived inorganic carbon variables compared with the direct oxygen 

concentration measurements. These calculation errors were one of the reasons for the 

opposite sign of AOU and ACP rates in regime 1 and 3. 
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Figure 4.19: The plot shows the different ACP and AOU in BML between the Central 

North Sea water mass (CNSW) and the North Atlantic water (NAW), a) shows the 

decrease of CT (red) and c(O2) (blue) from CNSW to NAW, b) the decrease of CT,sat (red) 

and csat(O2) (blue) and c) the decrease of ACP (red) and AOU (blue). The top plot shows 

the increase of salinity in the south to the north transect and the black vertical line shows 

the passage from regime 1, regime 2 and regime 3. 
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4.4.6 O2 and pH diel cycle  

I expected that during summer, when mixed layer depths are relatively shallow, the 

photosynthetic production on the surface causes maxima in pH and c(O2) in the evening. 

During the night the main process is respiration leading to daily minima in pH and c(O2) 

in the morning. During the deployment, it was not possible to recognise any clear diel 

cycle in the surface 5 m for pH and c(O2) (Figure 4.20), indicating that productivity was 

too low to overcome physical transport effects. To eliminate the effect of temperature on 

pH and isolate the biological changes, pHC(NOC) was normalised to 15 °C using a factor 

of –0.01582 °C–1 (Millero, 2007). 

 

Figure 4.20: Surface 5 meters pH(NOC) normalised to 15 °C (blue) and c(O2) (red) 

where the white areas are the periods of the day with sunlight and shaded areas the 

nights.  

 

4.5 Discussion 

4.5.1 pH sensor performance 

This is the first study that deployed a spectrophotometric sensor and a glass electrode 

together on a glider.  

The potentiometric sensor (Fluidion) was able to capture the depth pH changes 

measuring during the first 20 dives every 5 to 20 s. The profiles collected showed a 

decrease of pH with depth with the maximum at the surface and the minimum at the 

bottom for a maximum decrease of 0.17. The largest pH change during the profile was 

measured at the thermocline where the pH changed by 0.12. Before the deployment, the 
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sensor was not calibrated and for that reason the measured pH (pH(Fluidion)) was 0.4 

higher than pHC(NOC) and pHws. However, pH(Fludion) could be calibrated in situ using 

pHC(NOC) as reference. To avoid reconditioning error on the glass electrode when 

placed in seawater, the glass electrode was stored for 2 months in seawater before the 

deployment (McLaughlin et al., 2017). During the deployment, the sensor was not 

affected by drift because pH(Fluidion) under 60 m was stable with a standard deviation 

of 0.01 (n = 2308). This value is smaller than the standard deviation at the same depths 

for pHC(NOC) that was 0.004 and the general drift for glass electrodes that can reach a 

maximum of 0.02 d-1 (Seiter and DeGrandpre, 2001). Unfortunately, the sensor (Fluidion) 

failed on the 20 August after 2 days due to a file system management problem (a new 

file was created for each sample, which the processor was too slow to manage). For that 

reason, the data collected by the Fluidion sensor were not used in any further analysis 

due to the limited spatial and temporal coverage. After the deployment, Fluidion solved 

this problem and now the sensor creates a single file for all the deployment.  

After the lag correction (section 4.3.3) the NOC sensor was stable and accurate 

throughout the deployment. Compared with the discrete samples collected at the glider 

deployment and recovery the NOC sensor had a mean pH offset of 0.006±0.008. This 

performance fulfils the Global Ocean Acidification Observing Network (GOA-ON) 

weather goal (<0.02) but is not sufficient for the climate goal (<0.003) (Newton et al., 

2014). Also, these values are in agreement with previous deployments of the sensor. 

Rérolle (2013a) operated the sensor continuously on a cruise with an accuracy that 

varied from 0.005 to 0.013. Later the sensor was tested on another cruise in the Arctic 

on an underway seawater supply (intake at 6 m depth) with an uncertainty of 0.007 

(Rérolle et al., 2016). 

 

4.5.2 North Sea subsurface oxygen maximum 

In shelf seas, deep chlorophyll maximum (DCMs) can be found when nutrient-rich bottom 

waters are isolated from the surface by the formation of a seasonal thermocline. DCMs 

are the most productive layers accounting for 58 % of all water column production 

(Weston et al., 2005). In the northern North Sea, the formation of DCMs is common 

(Richardson et al., 1998; Richardson, Visser and Pedersen, 2000; Fernand et al., 2013) 

and up to 70 % of the daily primary production occurs at the DCM (Richardson et al.. 

1998). 

During the glider deployment, two SOMs were observed, which shows that the SML was 

nutrient-limited. Nutrients in the SML are consumed during the spring bloom allowing 
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phytoplankton production only below zmix, supported by the nutrient-rich BML (Fernand 

et al., 2013). After the spring bloom, the limiting nutrient for new production is generally 

nitrate (Riegman et al., 1990; Skogen et al., 2004). Typically, these SOMs are related to 

the presence of a DCM. The rosette fluorometer confirmed the presence of a DCM 

because at the glider deployment a c(Chl a) maximum of 2.9 mg m-3 measured at the 

same depth of SOM (30 m). The fluorometer was not calibrated, therefore this value is 

not expected to be accurate. Unfortunately, the fluorometer failed in the second half of 

the cruise and c(Chl a) could not be measured at glider recovery. 

Queste et al. (2016) in August 2011 deployed at 56.41° N, 2.26° E a glider next to Dogger 

Bank for 3 days equipped with a 4330F oxygen optode and a chlorophyll fluorometer. 

The glider measured the presence of a DCM with a c(Chl a) maximum of 2.5 mg m-3 

associated, with an increase of c(O2) from 250 µmol dm-3 in the SML to 270 µmol dm-3 

at the DCM. This increase of c(O2) from SML to SOM is in agreement with my results 

that showed an increase of 25 µmol kg-1 when the SOM was at 30 m. However, when 

the SOM was at 10 m the increase of c(O2) from SML to SOM was just 10 µmol kg-1.  

In the same deployment, Queste et al. (2016) measured a strong increase in time of 

AOU in the BML by 2.8±0.3 µmol dm-3 d-1. This strong increase led to a maximum AOU 

of 85 µmol dm-3 indicating the presence of an unknown oxygen sink. Queste et al. (2016) 

hypothesised this high oxygen consumption was linked to localized depocentres and 

rapid remineralisation of resuspended organic matter.  

The change of AOU is larger than AOU and ACP changes measured in my study. My 

deployment uncovered the presence of three different biogeochemical regimes, 

characterised by a different c(O2), S and θ signals and DCM depth. When in the same 

regime the maximum AOU change was -1.5±0.2 µmol kg-1 d-1 and was -1.1±0.2 µmol kg-

1 d-1 for ACP. The results of my study suggest that the high oxygen consumption 

measured by Queste et al. (2016) could be affected by the presence of different regimes 

and not just by temporal changes. The presence of different regimes would explain the 

large increase in AOU.  For future studies, to quantify the changes of AOU and ACP, the 

glider should be deployed in the same regime remaining in the same location.  

The large spatial variability was confirmed by the satellite 5 day-composite chlorophyll 

concentration (cS(Chl a)) from Ocean Colour CCI (https://esa-oceancolour-cci.org/) 

measured the 5 days before the glider deployment, the first and last 5 days of the 

deployment. During and before the deployment the satellite chlorophyll increased from 

south to north and from east to west, following the glider transect (Figure 4.21). Despite 

the presence of the DCM the lowest c(Chl a) was in regime 1 with 0.4 mg m-3 in the first 

5 days of deployment and 0.3 mg m-3 in the last 5 days. This low concentration can be 

https://esa-oceancolour-cci.org/
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explained by the deep DCM (30 m) that could not be captured by the satellite. This result 

shows the limitation in the use of satellite chlorophyll to capture the biological production 

in presence of DCMs. In particular, the 30 m deep DCM had the largest increase of c(O2) 

from SML and the use of cS(Chl a) would lead to large uncertainties in the estimation of 

biological production. The maximum c(Chl a) was measured in regime 3 when DCM was 

at 15 m with 0.6 mg m-3 in the first 5 days of deployment and 0.5 mg m-3 in the last 5 

days. 
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Figure 4.21: 5 days composite mean of the satellite chlorophyll (https://esa-oceancolour-

cci.org/). a) shows the days between 14 to 19 of August b) from 19 to 24 of August and 

c) from the 24 to the 29 August, the black dots represent the glider transect from the 19 

to the 24 August and the red dots from the 24 to 29 August. The pink diamond shows 

the dive when the glider passed from regime 1 to regime 2 and the green diamond from 

regime 2 to regime 3. 

 

4.5.3 North Sea air-sea exchange 

The North Sea air-sea flux varies in space and time; during winter the North Sea 

appears as an equilibrated system with a positive Φ(CO2) in the southern North Sea up 

to 10 mmol m-2 month-1 and a negative Φ(CO2) in the northern part up to -10 mmol m-2 

month-1. Later, when the spring bloom decreases the surface p(CO2) all the North Sea 

acts as a sink for atmospheric CO2. During the summer the stratified northern North 

Sea continues acting as a CO2 sink but in the fully mixed southern part the increase of 

temperature and remineralisation turns the surface seawater into a CO2 source. In 

autumn the end of the primary production in all North Sea turns the system in a CO2 

sink, making on the annual scale the North Sea a net CO2 sink (Thomas et al., 2004, 

2005). In agreement with our discrete samples (Figure 4.22), another study from Bozec 

et al. (2005) found that in late summer (mid-August-September) the whole North Sea 

acted as a CO2 sink in the range of -1.5 to -2.2 mmol m-2 d-1 with the southern North 

Sea acting as a CO2 source between 0.8 and 1.7 mmol m-2 d-1. In the northern North 

Sea, the flux varied from -2.4 to -3.8 mmol m-2 d-1. Considering the whole year the 

northern North Sea is a CO2 sink (-2.06 mol m-2 a-1) and the southern North Sea is a 

weak net CO2 source (0.78 mol m-2 a-1). The northern North Sea Φ(CO2) changes are 

controlled by the high NCP and in the southern North Sea NCP is generally low and 

Φ(CO2) changes are controlled by temperature (Prowe et al., 2009). 

The expected inversion of Φ(CO2) direction was located by Thomas et al. (2005) at 54° 

N. The glider was deployed in the northern North Sea (Figure 22) and the high temporal 

resolution was able to capture the hourly Φ(CO2) changes. During the glider deployment, 

the surface layer acted as a moderate sink (-0.1 mmol m-2 d-1), however the Φ(CO2) 

direction and size changed several times during the deployment mainly driven by U and 

c(CO2) changes (Figure 4.18). The high-resolution dataset uncovered a smaller Φ(CO2) 

than Bozec et al. (2005) because it was able to capture the hourly changes of Φ(CO2). 

The data collected gave new insights into the flux drivers showing that Φ(CO2) was 

heterogeneous in space but was not in agreement with  the changes in the three 

biogeochemical regimes that were confined just in the bottom mixed layer, BML.. Even 

https://esa-oceancolour-cci.org/
https://esa-oceancolour-cci.org/
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if O2 is less soluble in seawater than CO2, Φ(CO2) was up to 10 times smaller than Φ(O2) 

that was an O2 source throughout the deployment (25 mmol m-2 d-1). The smaller Φ(CO2) 

compared to Φ(O2) is explained by larger csat(O2) compared with csat(CO2) driving larger 

Δc(O2) than Δc(CO2). In fact, the maximum Δc(O2) was about 17 times larger than 

Δc(CO2). For that reason, the CO2 equilibration time is about 20 times longer than for O2 

(Zeebe and Wolf-Gladrow, 2001). This slow equilibration time depends on the ocean 

carbonate chemistry because CO2 is just a small part (0.5 %) of CT. 

As for Φ(CO2) despite the measurement of three different biogeochemical regimes the 

Φ(O2) changes did not vary in space but were mostly driven by U and Δc(O2). Also, Φ(O2) 

was heterogeneous in space but its changes were not in agreement with the three 

biogeochemical regimes. Because most production takes place in the SOM, most of the 

corresponding changes in c(O2) were confined within the BML deeper than zmix, and thus 

could not affect the surface c(O2). 
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Figure 4.22: CO2 air-sea flux (Φ(CO2)) calculated using the surface discrete samples 

collected on CEND12/19 cruise where a) shows the c(CO2) derived from CT and AT, b) 

csat(CO2), c) the difference between c(CO2) and csat(CO2) (Δc(CO2)), d) temperature (θ), 

e) wind speed (U) and f) Φ(CO2). 

 

4.6 Conclusions 

This study was one of the first glider deployment of a spectrophotometric and 

potentiometric pH sensor. This deployment shows the potential of using miniaturised pH 

sensors on autonomous observing platforms like gliders to quantify the interactions 

between biogeochemical processes and the marine carbonate system at high 

spatiotemporal resolution. In particular, the study was located in the northern North Sea 

where the depth was always shallower than 150 m. This deployment required the use of 

loiter dives because of the NOC sensor’s long sampling time (11 min). Loiter dives tripled 
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the glider battery usage but allowed the collection up to 9 pH measurements per dive 

compared to 2 ona normal dive. The number of samples collected by the NOC sensor 

can be reduced to 1 or 2 per day when coupled to a functional pH glass electrode. In this 

configuration pH(NOC) will be used to calibrate and drift correct the glass electrode 

allowing longer deployments. The use of a spectrophotometric sensor can reduce the 

mission costs because the collection of discrete samples will not be required. The 

Fluidion sensor has the potential to be used in such deployments but its performance 

needs to be assessed in future deployments. In this study, the sensor showed a good 

potential for studies that want to look at short term in situ changes (< 0.02) and long term 

ocean acidification studies (< 0.003) because in 2 days was stable with non-detectable 

drift (< 0.001) and was able to capture the pH changes with depth.  

This study showed that mounting the O2 optode facing downward looking at the glider 

body could eliminate the spikes caused by the sunlight hitting the sensing foil. The 

residuals spikes were probably caused by the contact of the sensor with air and the 

injection of dissolved bubbles in the surface waters.  In future deployments, these 

residual spikes can be eliminated mounting the O2 optode 30 cm under the current 

position on the glider body.  

The calculation of NCP in shelf seas is challenging because of the spatial variability. For 

example, the data collected during this deployment did not allow the calculation of the 

NCP because of the large spatial variability. To calculate NCP, the glider must be always 

in the same water mass and during this deployment in just 10 days the glider moved in 

3 different biogeochemical regimes. Also, the pH measured by the NOC sensor was too 

sparse to enable the measurement of the key processes influencing NCP such as 

entrainment, vertical mixing, horizontal advection and inventory changes. In chapter 2 it 

was possible to calculate NCP because the glider was for several months in the same 

water mass and the O2 and CO2 optode measured a complete profile with high temporal 

resolution (< 110 s in the top 100 m).  
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Chapter 5 

 

Conclusions and Outlook 

 

5.1 Best practices in the use of pH sensors 

In this thesis, two potentiometric pH sensors developed by AMT and Fluidion and a NOC 

lab-on-chip spectrophotometric pH sensor were tested in the laboratory. A series of 

experiments were performed to identify the best practices to use these sensors in ocean 

studies. Here, I discuss the results and implications of these experiments. 

Commonly glass electrodes are stored in 3 M KCl and then placed directly in seawater 

causing a drift due to the reconditioning to seawater. This drift was quantified for the 2 

glass electrodes in a 4 days laboratory experiment where the sensors were placed in 

seawater from 3 M KCl. On the first day, the AMT sensor had a drift of 0.018 h-1 and the 

Fluidion sensor of 0.013 h-1 that decreased on the fourth day to 0.007 h-1 for AMT and 

0.0003 h-1 for Fluidion. In previous studies storing the sensor in seawater significantly 

decreased the reconditioning time allowing accurate measurements from the first day of 

deployment (Johnson et al., 2017; McLaughlin et al., 2017). The results show that the 

glass electrodes are affected by drift when placed in seawater and this drift can be 

minimised by storing the sensor in seawater for several weeks. Also, storing and using 

the glass electrodes in a Tris buffer made in synthetic seawater (Dickson et al., 2007) 

causes irreversible damage to the glass electrodes the glass electrodes. The AMT and 

Fluidion electrodes needed to be replaced after several months of experiments in Tris.   

Temperature has an important effect on glass electrodes performance that McLaughlin 

et al. (2017) quantified as an increase of the offset from the reference pH by 0.0025 °C-

1. During my laboratory experiments, the AMT and Fluidion sensor did not measure the 

expected Tris pH and as during McLaughlin et al. (2017) experiments the size of the 

offset from the expected pH increased with temperature. However, the two glass 

electrodes were not affected by salinity and more experiments are needed to assess if 

larger salinities changes (> 10) can have an effect. 

For ocean studies pH sensors need to have an accuracy < 0.02 to identify relative spatial 

patterns and short-term variation (weather goal) and < 0.003 for ocean acidification (OA) 

studies that assess long term trends (climate goal) (Newton et al., 2014). The 
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spectrophotometric method is not affected by drift, is precise (<0.001) and does not 

require any calibration (Rérolle et al., 2012). The calibration is not needed because the 

method determines the absorption ratio of the acidic and basic forms of the indicator dye. 

During the experiments in Tris, the NOC sensor mean offset from the Tris pH varied from 

0.002 to 0.006 and was 0.005 compared with the pH of the discrete samples (n = 6) 

when tested in the dock in front of the National Oceanography Centre in Southampton, 

United Kingdom. The two glass electrodes were not calibrated before the experiments 

and their offsets from the Tris pH varied from -0.026 to 0.267. The use of a miniaturised 

spectrophotometric sensor for in situ deployments is generally limited by the sensor 

complexity requiring several valves and pumps to propel the sample and indicator dye 

through the system. Other problems are the power consumption, bulky size, frequent 

measurement of blanks and the use of indicator dye. The NOC sensor overcomes all 

these problems because it has low power consumption (3 W while measuring), uses a 

small amount of indicator dye (2.2 µL) and the sample waste is usually stored in a 

separate bag for environmental protection reasons. However, the mCP indicator dye is 

not harmful to the environment and in future deployments the sampled seawater can be 

released in the ocean. The storage of the sampled seawater would need a specific bag 

that can be filled in a couple of weeks and would significantly reduce the length of the 

deployment. Another limitation is the necessity to deploy the NOC sensor coupled with 

a CTD to convert the absorbance ratio (R) in pH using temperature, salinity and pressure 

(Soli et al., 2013) and then to convert the measured pH from the sensor internal 

temperature to the environmental temperature. For future mooring and float 

deployments, the NOC sensor can be integrated with a CTD into a single system and 

perform all the calculations automatically. 

Many research groups calibrate glass electrodes in the laboratory using buffers made in 

synthetic seawater such as Tris and AMP or the National Bureau Standards of (NBS) 

(McLaughlin et al., 2017). A precise procedure is required for preparing Tris to ensure 

the error in the final pH of the buffer is within 0.006 of the published pH value(Paulsen 

and Dickson, 2020). The use of NBS buffers is not optimal for ocean studies because 

they have lower ionic strength (0.1 mol kg-1) than seawater (0.7 mol kg-1) that can lead 

to an error in the liquid junction potential (Wedborg et al., 1999). To overcome these 

calibration problems the sensor should be calibrated in situ using discrete seawater 

samples or a miniaturised spectrophotometric pH sensor. The use of a miniaturised 

spectrophotometric sensor does not require the preparation of any buffers, reduces 

labour costs and allows long unattended deployments. Moreover, in prolonged 

deployments the methodology can correct for the temperature effect on glass electrodes, 

drift and possible salinity hysteresis in estuarine environments. Coupling the NOC sensor 

and the Fluidion glass electrode is perfect for a series of platforms such as moorings, 
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floats and gliders. In chapter 3 the NOC sensor was used as a reference to calibrate the 

two glass electrodes reducing the mean offset in Tris to 0.002 and in the Southampton 

dock from 0.129 to 0.002 compared with the discrete samples. The deployment of the 

NOC and Fluidion sensors can be prolonged up to 1 year, the NOC power and dye 

consumption can be reduced by sampling once a day. The collection of one sample per 

day is acceptable because the NOC pH is used to quantify and correct the glass 

electrode drift and assess the glass electrode accuracy. However, this is only possible if 

the glass electrode is stable as in the North Sea deployment and not unstable as during 

the laboratory experiments. The required stability can be reached storing the glass 

electrodes in seawater for more than 2 months before the deployment. The advantage 

of using glass electrodes is the 1 s (AMT Analysenmesstechnik GmbH, 2014) time 

resolution that allows resolving at high temporal resolution processes such as air-sea 

flux, vertical and horizontal mixing, remineralisation and respiration and CaCO3 

dissolution and formation. 

Despite all these limitations the NOC sensor and the glass electrode together have the 

potential to be used in OA studies. The deployment will require the two sensors together 

with a CTD and the spectrophotometric pH will be used as reference to daily calibrate 

the glass electrode. Deploying the two sensors as an automated system can help to fill 

the gap of large areas of the planet that remain under sampled and can help to reduce 

the research costs required to run large research vessels. The same configuration can 

be applied replacing the glass electrodes with other high-resolution sensors such as 

optodes and ISFET pH sensors.  

 

5.2 New carbonate sensors on a glider 

In recent years efforts to study the carbonate system using automated in situ platforms 

such as gliders are growing. The sensors to be implemented on a glider to measure the 

oceanic carbonate system need to have a compact size, low-cost and high temporal (< 

100 s) and spatial resolution (< 2 m vertically). This thesis focused on the implementation 

of a CO2 optode and two pH sensors (potentiometric and spectrophotometric) on a 

Seaglider. The sensors used are still at an experimental stage and still need 

improvements to be commercialised. The deployments focused on assessing the 

sensor’s performance and suggest possible future improvements. 

The O2 and CO2 optodes drift and lack of sampling at the surface were probably caused 

by the sunlight hitting on the sensing foil. To avoid the effect of sunlight that causes the 

bleach of the foil indicator dyes, Binetti et al. (2020) suggested to face down the O2 
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optode with the foil looking at the glider body. During the North Sea deployment the O2 

optode was placed in this position eliminating the effect of sunlight on the optode 

readings. The same positioning might help to reduce the measurement noise at the 

surface and increase the accuracy of the CO2 optode. For long deployments, the CO2 

optode needs to be accurately calibrated in the range of the expected c(CO2) in the 

deployment region. The regional concentrations and the spatial and temporal variability 

can be compared with online databases such as GLobal Ocean Data Analysis Project 

(GLODAP) (Olsen et al., 2016) or the Surface Ocean CO₂ Atlas (SOCAT) (Bakker et al., 

2016). Also, the sensor needs to be calibrated using c(CO2) rather than p(CO2) and the 

final output should be reported as c(CO2). 

Despite all these problems, the CO2 optode was able to quantify the inorganic carbon 

changes in space and time with a temporal resolution of 106 s in the top 100 m which 

increased to 381 s from 500 to 1000 m. The temporal resolution can be reduced to less 

than 10 s as for the O2 optode in the North Sea deployment. With a series of 

improvements and a better understanding of the sensor sampling principle, the CO2 

optode can be routinely used to measure the carbonate system on gliders. These 

deployments can last up to 8 months and the sensor can be coupled with other sensors 

because of the low power consumption of 80 mW at 5 s sampling frequency and 7 mW 

at 60 s sampling frequency (Atamanchuk et al., 2014) and the small size. 

Chapter 4 describes a 10 days glider deployment in the North Sea using the Fluidion 

glass electrode and the NOC pH sensor. After storing the Fluidion sensor in seawater 

for 2 months, it was not affected by drift (<0.001) and was able to capture the pH changes 

with depth. The sensor failed after 2 days because it created a new file every 

measurement (5 s) and after two days the internal memory was full and was not able to 

perform any further measurement. After the deployment, Fludion worked to resolve this 

problem and now during a glider deployment the sensor writes all the results in an unique 

file. This gives the potential to use the Fluidion sensor for future deployments on 

autonomous underwater vehicles. New deployments need to be performed to assess the 

stability and accuracy of the sensor in a prolonged mission. The NOC sensor was 

affected by a lag (time-shift) between 144 and 192 s. The deployment showed the 

potential of using lab-on-chip sensors on gliders to capture spatial and temporal 

changes. However, the 11 minutes sampling rate did not allow measuring the full pH 

profile but just 2 to 9 samples per 100 m dive. The number of samples increased from 2 

to 9 during loiter dives where the glider buoyancy was reduced. The use of loiter dives 

reduced the glider vertical speed during the ascent but increased by 3 times the battery 

usage. Loiter dives in a prolonged mission would significantly reduce the mission length. 

For that reason, to resolve small-scale processes such as vertical mixing and have a 
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complete profile it is necessary to use a second carbonate sensor with a higher 

measurement frequency (ideally < 1 min).  

It is necessary to measure two different carbonate quantities to calculate the two 

remaining carbonate variables. Currently for glider deployments, it is only possible to 

couple a pH sensor with a CO2 optode because miniaturised, in situ AT and CT sensors 

are still at an initial development stage. The sensors that can be potentially used are the 

ISFET and potentiometric pH sensors and the CO2 optode. However, the pairing of pH 

with p(CO2) is the worst coupling because leads to an error of ±21 µmol kg-1 in the 

estimation of AT and ±18 µmol kg-1 for CT (Table 1.2) (Millero, 2007). Routinely, the 

second quantity coupled with pH or p(CO2) is AT derived from a regional 

parameterisations that uses temperature and salinity. In the coming years, new sensors 

that measure AT and CT need to be developed along with existing p(CO2) and pH 

sensors. Measuring two carbonate quantities at the same time can for instance reduce 

the uncertainties in the calculation of net community production, air-sea gas exchange, 

respiration and remineralisation and aragonite saturation state. New sensors to in situ 

measure CT (Liu et al., 2013; Fassbender et al., 2015; Wang et al., 2015; Chu et al., 

2018) and AT (Spaulding et al., 2014) have been successfully tested but are still bulky, 

have high energy consumption and use multiple valves and pumps to be deployed on a 

glider. New lab-on-chip AT and CT sensors are currently being developed by the OTE 

group at NOC in Southampton and have the potential to fill this gap. 

This is the third study to deploy a pH sensor on a glider and the first study to deploy a 

CO2 optode on a glider. The previous studies deployed two ISFET sensors on a 

Seaglider and Slocum glider (Hemming et al., 2017; Saba et al., 2019). The ISFET 

technology is probably the most mature for in situ pH measurements, in fact the Deep-

Sea DuraFET is used on 86 Argo floats deployed in the Southern Ocean as part of the 

SOCCOM project (Williams et al., 2017). The ISFET sensors are expected to become 

commercially available in the next few years and have the potential to replace the glass 

electrodes for ocean studies. At the moment, ISFET sensors are commercially available 

just in the SeapHOx system that integrates an ISFET pH sensor, a CTD and an oxygen 

sensor.  However, the use of the ISFET sensors on gliders is limited by the requirement 

of a pumped CTD that increases battery usage reducing the deployment length and limits 

the coupling with other sensors. In Hemming et al. (2017) deployment an ISFET sensor 

was deployed without a pumped CTD and the sensor stability was poor and drifted in a 

non-monotonous fashion. In another deployment, Saba et al. (2019) coupled a Deep-

Sea ISFET sensor (Johnson et al., 2016; Martz et al., 2010) with a pumped CTD 

improving the final pH stability and accuracy. Also, in prolonged deployments ISFET 

sensors require to be regularly calibrated to correct the sensor drift.  
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The use of these sensors on gliders can be used along with research ships, moorings, 

buoys and floats to expand the knowledge on the ocean inorganic carbon. The two 

deployments showed the potential of using carbonate sensors on autonomous observing 

platforms like gliders to quantify the interactions between biogeochemical processes and 

the marine carbonate system at high spatiotemporal resolution. In the two deployments, 

the data was used to calculate air-sea gas exchange, net community production, 

remineralisation and respiration and the spatial and temporal changes. Ocean gliders 

have the advantage of being cheaper to operate than research ships and unlike moorings 

and floats, the pilot can select the horizontal direction of travel. The results show that it 

is fundamental to accurately and frequently calibrate the sensors before and during the 

deployment. The calibration can be performed in the laboratory or in situ during the 

deployment using miniaturised spectrophotometric sensors or discrete samples. When 

a spectrophotometric sensor cannot be deployed it is necessary to collect discrete 

samples at the glider deployment and recovery and at least every 2 weeks. These 

discrete samples can be used to validate the sensor performance, in situ calibrate the 

sensors and correct any potential drift. Instead, when a miniaturised spectrophotometric 

sensor is deployed is not necessary to collect any discrete samples reducing the 

deployment costs. 

 

5.3 Best practices to calculate net community 

production using gliders 

The deployment of inorganic carbon sensors on gliders can be used to quantify the net 

community production (NCP). In chapter 2 the O2 and dissolved inorganic carbon (CT) 

NCP in the Norwegian Sea, N(O2) and N(CT) were calculated. The deployment was 

affected by the presence of two different water masses the Norwegian Atlantic Current 

(NwAC) and the Norwegian Coastal Current (NCC), which limited the NCP temporal 

coverage. In the future to accurately estimate the annual Norwegian Sea N(O2) and 

N(CT) at least one glider needs to be always in the water sampling the Svinøy transect 

all year. Kivimäe, (2007) showed that N(CT) and N(O2) are variable between years. The 

continuous presence of a glider on the Svinøy transect can help to identify the causes of 

this variability. In my study, the presence of two different surface water masses led to a 

period when N(CT) and N(O2) were not calculated. For that reason, an ideal deployment 

needs two gliders in the water at the same time, one next to the Norwegian coast in NCC 

(5° E 63° N) and the second in the middle of the Norwegian Sea in NwAC (10° W 63° 

N). Moreover, to calculate the horizontal advection the two gliders should follow a 

butterfly shape transect to be completed in 4-5 days (20 х 20 km) (Alkire et al., 2014). To 
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compare the glider measurements and have a second estimate of the horizontal 

advection the gliders should be deployed next to a buoy carrying the same sensors of 

the glider and completing the same depth profiles (1000 m) of the glider. Also, to validate 

the buoy and glider measurements AT and CT discrete samples should be collected at 

least once a week. The ideal scenario would be to deploy one extra glider per water 

mass completing in 12 days a larger butterfly shape transect (50 х 50 km) to identify 

larger horizontal gradients and have another reference to estimate the stability of the 

sensors (Figure 5.1). The calculation of advection using glider data relies on that O2 and 

CT changes vary on time scales longer than 4 days. Shorter butterflies transect can help 

to calculate the short-time changes of the advective flux. However, this is not necessary 

when advection is calculated using the buoy data along with the glider. To capture this 

short time changes the buoy needs to be deployed in the middle of one of the two ties of 

the butterfly transect. To reduce the deployment costs a spectrophotometric sensor can 

be deployed on the buoy. The spectrophotometric sensor can be used as reference to 

assess the sensors performance and quantify the horizontal advection. Using this 

configuration means that the collection of discrete samples is not necessary. 

 

Figure 5.1: Ideal glider mission to calculate the net community production (NCP). The 

deployment requires two gliders performing a butterfly shape transect 20 х 20 km in 5 

days (green), 50 х 50 km in 12 days (orange) and a buoy (blue). 

 

Similar deployments can be used in other areas of the globe to fill the gaps in the 

estimates of N(CT) and N(O2). In particular, other sensors can be used to derive CT such 

as pH glass electrodes, ISFET and spectrophotometric pH sensors. The coupling of the 
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CO2 optode along with a pH sensor can be used for a second estimate of AT that can be 

compared with AT calculated using a temperature and salinity regional parameterisation. 

The deployment of a spectrophotometric sensor allows the calculation of NCP in remote 

areas of the globe such as the Southern Ocean and the Arctic where it is not possible to 

weekly collect discrete samples. A possible combination would be a glass electrode 

(Fluidion) and the spectrophotometric sensor (NOC) but the deployment length would be 

significantly shorter than the 8 months achieved with the CO2 and O2 optode. 

Around the globe to identify the size and causes of the interannual variability in NCP, it 

is important to have continuous datasets collecting data in the same location for several 

years. Following the examples of SOCCOM (Johnson et al., 2017; Williams et al., 2017), 

globally this can be achieved by collaborations between institutions to build a global 

network of gliders deployed in different areas of the planet to measure N(CT) and N(O2). 

In particular, this has high potential in under-sampled areas of the globe such as the 

Southern Ocean and the Arctic. Also, it can be used in well-studied areas such as the 

North and Mediterranean Sea to reduce the monitoring costs and compare the NCP 

estimates with previous studies that used other sampling strategies.  

 

5.4 Capture ocean inorganic carbon and oxygen 

changes using gliders 

The two glider deployments in the North and Norwegian Sea allowed capturing several 

oceanographic characteristics of the two regions. In the Norwegian Sea, the calculated 

net community production (NCP) all the spring and summer periods was mostly 

positive showing the presence of an autotrophic system. However, after the spring and 

summer bloom the NCP turned negative showing a heterotrophic system. In agreement 

with the literature, from March to July the surface water was a source of O2 and a sink 

of CO2 (Takahashi et al., 2002; Skjelvan et al., I2005, Skjelvan et al., 2001). In August, 

the surface water became undersaturated by –2.6 µmol kg-1, causing an O2 uptake with 

a median flux of -13 mmol m-2 d-1. Also, the glider was able to capture the different 

concentrations of CT, c(O2) and chlorophyll (craw(Chl a)) between the different water 

masses in the region. The Norwegian Coastal Current (NCC) was characterised by a 

lower concentration of CT and c(O2) than the Norwegian Atlantic Current (NwAC). The 

CT concentration in NCC was (2081±39) µmol kg-1 and in NwAC was (2146±27) µmol 

kg-1 and c(O2) was >300 µmol kg-1 in the NwAC and <280 µmol kg-1 in the NCC. These 

different concentrations lead to lower NCP values in NCC. The calculated NCP was 

mostly driven by inventory changes, air-sea gas exchange with a smaller contribution 
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of entrainment and diapycnal mixing. The values of the derived NCPs were in 

agreement with previous studies that used low-resolution datasets (mostly discrete 

samples). The results showed that the use of high-resolution data did not change the 

integrated production over time and the regional net community production had not a 

strong interannual variability. Also, the derived photosynthesis quotients (PQ) were in 

agreement with the original Redfield ratio of 1.45±0.15 (Redfield, 1963; Anderson, 

1995; Anderson and Sarmiento, 1994; Laws, 1991). The agreement with the Redfield 

ratio showed that the NCP variability was controlled by biological production. In 

particular, PQ was 1.3 using an integration depth of 30 and 45 m and decreased to 1.1 

with an integration depth of 100 m. The lower PQ at 100 m was driven by lower oxygen 

NCP because of O2 consumption during organic matter remineralisation below the 

euphotic zone. 

The 10 days glider deployment in the North Sea allowed quantifying the air-sea gas 

exchange, deep water remineralisation and pH and O2 spatial and temporal changes. 

The surface water was a source of oxygen during all the deployment with a median of 

+25 mmol m-2 d-1. In contrast, the CO2 air-sea gas exchange was almost zero with a 

median of -0.1 mmol m-2 d-1. This result is unexpected because previous studies showed 

that in late summer (August-September) the northern North Sea is a CO2 sink (Bozec et 

al. 2005; Thomas et al., 2004, 2005). This difference might be caused by interannual 

variability or a smaller CO2 air-sea gas exchange compared with the previous studies 

performed more than 15 years ago. Continuous monitoring over time is needed to 

quantify the interannual and temporal variability. Despite the short transect (45 km), the 

glider captured 3 different biogeochemical regimes. The first regime was characterised 

by a subsurface oxygen maximum (SOM) at 30 m; the second regime had no distinct 

SOM and the third regime had a SOM at 15 m. The shallowing of the SOM and mixed 

layer depth caused an increase of surface c(O2) from 250 to 264 µmol kg-1. However, 

this increase was not visible in the measured pH that a median of 8.058 (5th centile: 

8.040; 95th centile: 8.065). The Fludion pH sensor in the first two days of deployment 

captured a pH maximum at 30 m associated with the SOM. The oxygen increase at the 

SOM was associated with a deep chlorophyll maximum (DCM). The presence of DCM 

is typical of the northern North Sea (Richardson et al., 1998; Richardson, Visser and 

Pedersen, 2000; Fernand et al., 2013) and can be found when nutrient-rich bottom 

waters are isolated from the surface by the formation of a seasonal thermocline. In deep 

water (>50 m) the glider identified two different water masses the Central North Sea 

Water (CNSW) and the North Atlantic Water (NAW). The two water masses had a 

positive Apparent Oxygen Utilisation (AOU) and Apparent Carbon Utilisation (ACP) 

showing that the system was heterotrophic. CNSW had an ACP and AOU of 19 and 37 

µmol kg-1 respectively that decreased to 13 and 33 µmol kg-1 respectively in NAW. Queste 
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et al. (2016) deployed in the same region a glider measuring an increase of AOU in the 

BML by 2.8±0.3 µmol dm-3 d-1. Queste et al. (2016) hypothesised a high oxygen 

consumption linked to localized depocentres and rapid remineralisation of resuspended 

organic matter. Instead, this study showed that the variability measured by Queste et al. 

(2016) was probably caused by oxygen consumption and North Sea spatial variability. 

Also, in my deployment the decrease of AOU and ACP between CNSW and NAW 

showed that NAW was in contact with the atmosphere more recently than CNSW. 

Typically CNSW leaves the North Sea to the Atlantic Ocean following the Norwegian 

Trench with a decrease of c(O2) and increase of CT. This process is known as continental 

shelf pump (Tsunogai et al., 1999) transfers 93 % of the absorbed CO2 to the North 

Atlantic Ocean. Future glider deployments on the Norwegian trench and in front of the 

Scottish coast can help to quantify the exact size of this process.  
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Appendices 

 

A    Supplementary Figures 

 
Figure A.1: Three experiments performed in three different Tris buffers solution with a 

salinity of 33 (blue) 18 May 2017, 35 (red) 22 May 2017 and 37 (yellow) 11 May 2017. 

The experiments were performed to quantify the effect of salinity on the AMT glass 

electrode keeping the temperature constant at 20 °C to isolate the salinity effect. 

  

 

 

 

 

 

 

 


