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Abstract

Observational data and high resolution (<4 km grid spacing) Met Office Unified Model
(MetUM) output is used to investigate the dominant causes of surface melting on the Larsen
C ice shelf. In the first two parts of the thesis, a case study approach is used to examine the
role of wintertime foehn winds and summertime cloud phase on the surface energy balance
(SEB) of Larsen C, and therefore surface melting. Firstly, wintertime foehn events are shown
for the first time to drive significant and unseasonal surface melting by greatly enhancing
surface sensible heat fluxes. Secondly, it is demonstrated that cloud phase, and particularly
liquid water content, strongly influences the SEB and surface melting. More accurate model
representations of cloud phase are shown to reduce biases in SEB terms and melt. As part of
this work, an optimised MetUM configuration is developed for the Antarctic Peninsula.
Thirdly, the final part of the thesis presents and analyses a novel, multi-decadal (1998-
2017) model hindcast for Larsen C. The hindcast reproduces observed patterns of foehn-driven
melt, making it one of the first long model simulations to do so. Solar radiation is the dominant
driver of melting, but cloud phase is shown to determine its extent and duration via feedbacks
on temperature and energy fluxes, and foehn winds are especially important for producing
melt in non-summer seasons. Large-scale patterns of climate variability like the Southern
Annular Mode (SAM) establish conditions for foehn- and cloud-mediated melting to occur.
This advanced understanding of processes contributing to surface melting on Larsen C
establishes a baseline for future projections. If recent trends towards a more positive SAM and
higher temperatures continue in future, surface melting could increase enough to destabilise

the ice shelf, potentially contributing to sea level rise.
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Introduction

This thesis will investigate the atmospheric causes of surface melting on the Larsen C ice shelf
on the Antarctic Peninsula. It aims to identify key processes contributing to surface melting,
and to quantify their effects in the present and in recent decades. This understanding will
be instrumental for deriving estimates of how surface melting on Larsen C might change in
the future, with implications for the surface mass balance of the Antarctic Peninsula and its
contribution to global sea level rise.

The over-arching research question that underpins this entire thesis is:

“What are the most important atmospheric processes that drive surface melting
on the Larsen C ice shelf?”

To answer this question, this thesis will first examine current knowledge of the most
important processes on Larsen C, and then present work that addresses areas of uncertainty.
Chapter 2 synthesises the published literature, summarises current scientific understanding,
and identifies important knowledge gaps that this thesis will address.

The primary analytical tool used throughout the thesis is the UK Met Office Unified
Model (MetUM), a numerical weather and climate prediction model used for operational and
research purposes. Model case studies, longer simulations and a multi-decadal hindcast are all
produced using the MetUM, and these are compared with available in situ data for validation
and comparison. Further detail of the model physics, parameterisations and setup is given
in Chapter 3 and the specific experiments, methods and adaptations used for each section
of work is outlined at the start of the relevant results chapter. Similarly, information about
the primary data sources is provided in Chapter 3 and summarised in each results chapter
(Chapters 4 - 6).

The three sections of work presented in Chapters 4 - 6 investigate specific atmospheric
features or processes in detail using model simulations of case studies, longer simulations and
a multi-decadal hindcast. Specifically, Chapter 4 evaluates the role of orographically-driven
foehn winds in driving wintertime surface melting on Larsen C during two specific case studies
in May 2016. It aims to address three key research questions: 1) Do foehn events occur on
Larsen C during winter? 2) What is the effect of wintertime foehn on the surface energy

balance (SEB) of Larsen C? 3) Do wintertime foehn events cause melting on Larsen C?
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Chapter 5 investigates the importance of cloud phase in determining the amount and
evolution of surface melting during summer. It aims to determine the influence of cloud phase
on the summertime SEB of Larsen C and how this is represented in the MetUM by drawing
together two observational datasets and evaluating model performance during two case studies
and one longer model simulation. It investigates several key questions: 1) Is the MetUM able
to represent observed cloud phase and microphysics? 2) How does cloud phase influence the
SEB in observations and the MetUM? 3) Can a double-moment microphysics scheme improve
simulations of cloud phase? 4) How does summertime cloud phase influence the SEB during
the entire OFCAP period? Chapter 5 identifies an optimum MetUM configuration that best
represents summertime mixed-phase cloud properties and their effect on the SEB of Larsen C,
which is then used to produce the model hindcast presented in Chapter 6.

Chapter 6 synthesises understanding from the preceding two results chapters, as well
as published studies summarised in Chapter 2, to evaluate the role of various atmospheric
processes in a high-resolution MetUM model hindcast of the period 1998-2017. Chapter 6
explores the mean near-surface meteorology of Larsen C, and presents a climatology of several
pertinent variables such as temperatures, winds and surface energy fluxes. The importance of
foehn winds are again evaluated, and the frequency and variability of these events is calculated
annually, seasonally and inter-annually, as is the importance of foehn for the evolution of
surface melting. The importance of cloud phase is again explored, and the role of large-scale
circulation patterns and regional atmospheric features such as the Southern Annular Mode, El
Nifio Southern Oscillation and Amundsen-Sea Low in establishing conditions for melting is
comprehensively evaluated. Chapter 6 examines six main research questions: 1) How does
the SEB of Larsen C vary throughout the year? 2) How does cloud influence surface melting
on Larsen C? 3) Where and when do foehn events occur? 4) Where and when does the most
melting occur? 5) What is the current modelled ice shelf-integrated surface melt rate? 6)
What are the most important drivers of surface melting on Larsen C?

The thesis concludes with a summary of the most important findings from each chapter and

the thesis as a whole, and suggests areas for future research to explore the topic further.

Chapter 1 Introduction



Literature Review

Declaration: parts of this literature review have been adapted from Gilbert, E., Orr, A., King,
J. C., Renfrew, I. A., Lachlan-Cope, T., Field, P. F., Boutle, I. A. (2020). "Summertime cloud
phase strongly influences surface melting on the Larsen C ice shelf, Antarctica." Quarterly
Journal of the Royal Meteorological Society, 2020, 1-16, doi: https://doi.org/10.1002/qj.3753.
The paper is reproduced in Appendix B.

2.1 Climatological setting

The Antarctic Peninsula, the northernmost part of the Antarctic continent (Figure 2.1), is
the warmest part of Antarctica, and the only place where widespread melting can take place
at the surface (van Wessem et al., 2016). The peninsula is fringed by ice shelves, which are
the floating extensions of glaciers that flow off the steep terrain of the Antarctic Peninsula
mountains and are at the ocean/atmosphere interface, making them useful indicators of
change in both domains (Luckman et al., 2014; Oza, 2015). The mountains, which are on
average ~2000 m high, present a significant barrier to the prevailing westerly winds that
intersect the peninsula, and make the western side relatively warmer than the east (Orr et al.,
2008). Air masses are typically of maritime origin on the west, while cold continental air
dominates on the east (Elvidge et al., 2015).

Quantifying atmospheric trends on the Antarctic Peninsula is challenging because of the
limited temporal and/or spatial resolution of many datasets. Station and upper air observations
can be of limited quality and intermittent (Turner et al., 2005). The installation of many
automatic weather stations (AWSs) has increased data coverage on the peninsula, but these
datasets do not yet have sufficient temporal coverage to examine decadal-scale changes and
trends, and can have data quality issues (Picard et al., 2007; Lazzara et al., 2012).

Station observations show an annual mean surface air temperature increase of 3°C on the
northern peninsula in the second half of the twentieth century, with the most pronounced
effect in autumn and winter (Turner et al., 2005; Cape et al., 2015). Warming has also been
detected in reanalysis products, which are frequently used to quantify long-term change in the
Antarctic because of the long time series available compared to limited in situ observations
(Bracegirdle and Marshall, 2012; Nygard et al., 2016). This warming trend has been attributed

to ozone depletion (Thompson and Solomon, 2002), sea ice changes (Turner et al., 2013),
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stronger circumpolar westerly winds associated with the Southern Annular Mode (SAM,
Marshall et al., 2006), and tropical teleconnections to the El Nifio Southern Oscillation (ENSO,
Ding et al., 2011; Clem and Fogt, 2013). Warming has contributed to mass loss from more
than half of the region’s ice shelves, including the collapse of the Prince Gustav, Larsen A and
B ice shelves (Cook and Vaughan, 2010). Since the late 1990s/early 2000s, however, cooling
has been observed, especially in summer, dampening the overall warming trend (Turner et al.,
2016).

Large-scale circulation patterns such as the SAM, ENSO and Amundsen-Sea Low (ASL)
strongly influence weather and climate on the Antarctic Peninsula. ENSO and SAM are
negatively correlated throughout the instrumental and reconstructed proxy record (Datwyler
et al., 2019). The SAM is the dominant mode of variability in the Southern Hemisphere and
exerts a major influence on warming, especially in autumn (Marshall, 2003; Clem and Fogt,
2013), whereas ENSO exerts its largest effect in spring/winter and on the western side of the
peninsula (Clem et al., 2016). Both patterns affect the depth and location of the ASL, which
influences the frequency and intensity of cyclones in the Bellingshausen Sea that advect warm
air across the peninsula (Clem et al., 2016).

The collapse of the Larsen A and B ice shelves in 1995 and 2002, respectively, on the
cooler eastern side of the peninsula, has been linked to a more positive SAM (Marshall, 2003;
Marshall et al., 2006; Orr et al., 2008; van Lipzig et al., 2008). The positive phase of the SAM
is associated with stronger circumpolar westerly winds, which increases the flow of warmer
air along the western side of the peninsula and, importantly for Larsen C, warms the eastern
side by increasing the frequency of foehn winds (Orr et al., 2004). Foehn wind frequency
increases because stronger circumpolar westerly winds advect more warm maritime air over
the peninsula, which is then adiabatically warmed and dried as it descends, causing surface
temperatures to rise (Cape et al., 2015). This contributes to surface melting, especially during
summer when temperatures are warmer, but also during other seasons (Kuipers Munneke
et al., 2018; Datta et al., 2019). Surface melting has been linked to the destabilisation of both
Larsen A and B (Scambos et al., 2000; Scambos et al., 2003; Bell et al., 2018), and foehn
winds are thought to have played a role in their demise (Grosvenor et al., 2014; Luckman et al.,
2014). Following ice shelf collapse, tributary glaciers can accelerate significantly because the
buttressing capacity of the shelf is removed (Scambos et al., 2004), thereby contributing to sea
level rise (Cook and Vaughan, 2010). The southward progression of ice shelf disintegration on

the Antarctic Peninsula has motivated the study of Larsen C (Bevan et al., 2017; Schannwell
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et al., 2018, Figure 2.1), which neighbours the now-absent Larsen A and B ice shelves and so

is regarded as vulnerable.

2.2 The Larsen C ice shelf

Larsen C is the largest remaining ice shelf on the Antarctic Peninsula. It has an area of
47,000 km? (Bevan et al., 2017), and is located east of the Antarctic Peninsula mountains at a
latitude of approximately 66°S - 69°S (Figure 2.1). The mountains, which stretch north-south
along the length of the peninsula, separate the relatively warm climate of the western side
from the east, which can be between 5-10°C colder (Cape et al., 2015). The mountains
present a significant barrier to approaching (often westerly) flow, so atmospheric conditions
over Larsen C are usually influenced by cold air masses that flow down from the cold, high
Antarctic plateau as a southerly barrier jet (Schwerdtfeger, 1974; King et al., 2008). This
means that Larsen C can be considerably colder than locations at a comparable latitude on the

western side, such as Rothera research station.

Terrain height

I 100 m

11075 m
12050 m
[13025m
14000 m

Figure 2.1.: Map of the Antarctic Peninsula region showing the Larsen C ice shelf and its tributary
inlets, plus the remnant Larsen B ice shelf (labelled "Scar Inlet") and the Larsen A and B
embayments. The main inlets referred to in the thesis are indicated as green triangles,
and the location of ice shelf grounding lines is shown as a teal line. The mean height of
orography is indicated with coloured contours, and is derived from the RAMP2 200 m
elevation model (Liu et al., 2015).

2.2 The Larsen C ice shelf
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Although a comprehensive climatology of the Larsen C ice shelf has yet to be published,
Kuipers Munneke et al. (2012) present two years of automatic weather station (AWS) data at
two sites (AWS 14 and AWS 15, see Figure 3.1) revealing typical meteorological conditions,
and van Wessem et al. (2015) have produced a regional model climatology of wind and
near-surface temperature over the shelf. These both show mean annual 2 m air temperatures
of around -15°C, and 10 m wind speeds of approximately 4 m s—!. The atmosphere is typically
stably stratified with a temperature inversion near the surface. In winter, this inversion
is driven by a radiation deficit at the surface, while in summer it is usually only observed
during night-time when warm air is advected over a melting surface (Kuipers Munneke et al.,
2012).

Kuipers Munneke et al. (2012) also examine the surface energy balance (SEB) of the ice
shelf, which is the "net amount of energy received at the surface" (Lenaerts et al., 2017, pp.
3355). The SEB comprises net radiation (the sum of upwelling and downwelling longwave
and shortwave fluxes), turbulent (latent and sensible heat) and ground heat fluxes. The total
amount of energy received at the surface, E;, can therefore be calculated as the sum of these
components, as in King et al. (2015) and as given in Chapter 3 (Equation 3.3). Fluxes are
defined as positive when directed towards the surface. Melting occurs when E;; is positive
and the surface temperature is at the melting point, 0°C. The SEB therefore influences the
surface mass balance because surface melting has been one of the dominant drivers of ice
mass loss over Antarctic Peninsula ice shelves (Bell et al., 2018).

During austral summer (DJF), when the SEB is dominated by incoming solar shortwave
(SW) radiation, net radiation is compensated by the turbulent upward flux of moisture
and heat, i.e. negative sensible and latent heat fluxes, as a result of weak convection and
sublimation (Kuipers Munneke et al., 2012). In winter, when solar forcing is absent, longwave
(LW) cooling is balanced by turbulent mixing of heat towards the surface (positive sensible
heat flux) (Kuipers Munneke et al., 2012). Consequently, melting is dominated by SW fluxes
in summer, while turbulent fluxes become increasingly important outside of DJF (Grosvenor

et al., 2014; Elvidge et al., 2020).

2.3 Antarctic Peninsula ice shelf glaciology

2.3.1 Recent ice shelf changes on the Antarctic Peninsula
Since the mid-twentieth century, seven out of the Antarctic Peninsula’s 12 ice shelves

have retreated or collapsed (Cook and Vaughan, 2010). The loss of ice shelves contributes
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to sea level rise because although ice shelves displace their own weight in water, they exert
backstress on tributary glaciers that feed into them: this is their "buttressing capacity" (Borstad
et al., 2013). Ice shelf thinning or loss reduces buttressing and increases the flow velocity of
tributary glaciers and hence the input of ice into the ocean (Rignot et al., 2004; Trusel et al.,
2015; Fiirst et al., 2016). For example, tributary glaciers accelerated following the collapses of
Larsen A and B in 1995 and 2002, respectively, because of the reduction in backstress (Borstad
et al., 2013; De Rydt et al., 2015; Royston and Gudmundsson, 2016). Greater mass loss from
Larsen C’s accelerating tributary glaciers has been caused by observed ice shelf thinning in
recent decades, which has reduced its buttressing capacity (Khazendar et al., 2011; Chen
et al., 2016). Thinner ice shelves may also be less resistant to collapse because the reduction
in backstress allows fractures to form and penetrate through the shelf, further destabilising

already weakened ice shelves (Borstad et al., 2017).

2.3.2 The role of surface melting in ice shelf disintegration and

glacier dynamics

Surface melting can trigger a series of glaciological processes that destabilise an ice shelf
and can lead to its collapse (van den Broeke, 2005). Because surface melting is largely
influenced by the SEB, this makes it an excellent indicator of atmospheric processes that alter
the SEB (Kuipers Munneke et al., 2014). For example, the exceptional surface melt event
that preceded the collapse of Larsen B was driven by an atmospheric circulation anomaly that
persisted for three months, reducing sea ice concentrations in the Weddell Sea and allowing
warm, maritime air to penetrate onto the ice shelf (van den Broeke, 2005).

Surface melt is also the most important driver of firn densification (Scambos et al., 2000;
Holland et al., 2011). Firn is a porous, low-density medium formed as snow develops into
ice where meltwater percolates and refreezes, thereby acting as a "buffer" for surface melt
processes (Kuipers Munneke et al., 2014). However, if the rate of melt and refreezing within
the firn layer exceeds the rate at which new firn is produced, then the layer can become
saturated with refrozen meltwater. Both firn densification and firn air contents are an indicator
of saturation, and consequently ice shelf stability, because meltwater becomes denser when it
refreezes, filling pore spaces and thereby expelling air (Holland et al., 2011; Luckman et al.,
2014). Once the firn layer is saturated with refrozen meltwater, meltwater begins to collect in
ponds on the surface because it cannot drain away (Scambos et al., 2000; Kuipers Munneke
et al., 2014). This allows hydrofracturing to occur, which causes ice shelves to disintegrate

extremely rapidly: over about a month in the case of Larsen B (Scambos et al., 2003).
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Hydrofracturing is the process whereby water-filled crevasses widen as a result of the
hydrostatic pressure acting at the crevasse tip (Kuipers Munneke et al., 2014). Meltwater
collecting on the surface percolates into existing rifts and crevasses, causing them to propagate
once they fill above a critical threshold of ~90% (Scambos et al., 2003). Firn densification
and hydrofracturing are believed to have been the most significant factors contributing to
the collapse of Larsen A and B (Kuipers Munneke et al., 2014; Trusel et al., 2015). Melt
ponds were observed over the Wilkins and Larsen A and B ice shelves before their respective
collapses, and more extensive ponding was associated with areas that calved more icebergs
(Scambos et al., 2003). Ponding is also observed in satellite imagery of Larsen C (Luckman

et al., 2014), but less extensively than was seen over its now-absent neighbours.

2.3.3 Observed surface melting on Larsen C

Estimating mean ice-shelf integrated meltwater production over Larsen C is important
to investigate its stability. Meltwater production rates over Larsen B surpassed 600 mm w.e.
yr~! (mm meltwater equivalent per year) prior to its collapse, so this threshold may be an
important benchmark for ice shelves on the Antarctic Peninsula (Trusel et al., 2015). Trusel
et al. (2013) find mean annual meltwater production of 220 mm w.e. yr~! over the whole
Larsen C ice shelf during the period 1999-2009, with meltwater production peaking at >
400 mm w.e. yr—! in the northwestern inlets, and Trusel et al. (2015) find "contemporary"
mean melt of ~300 mm w.e. yr—!. Several studies show that melting occurs predominantly in
the north of Larsen C, and in inlets close to the mountains (Holland et al., 2011; Luckman
et al., 2014; Hubbard et al., 2016; Ashmore et al., 2017; Bevan et al., 2017; Bevan et al.,
2018). The north-south gradient in melt duration observed by Luckman et al. (2014) and
Bevan et al. (2018) is explained by greater SW radiation and warmer temperatures at more
northerly latitudes, which means the melting point is more frequently reached. The east-west
gradient superimposed upon this pattern is related to the occurrence of foehn winds, which
cause the cumulative annual number of melt days to be higher nearest the mountains (Elvidge
et al., 2020). In western inlets, the onset of melt and refreezing happens earlier and later,
respectively, by several days relative to locations further out on the ice shelf (Holland et al.,
2011; Luckman et al., 2014; Grosvenor et al., 2014).

Melting has been measured on Larsen C using various methods, including satellite
observations of melt inferred from backscatter (Luckman et al., 2014; Bevan et al., 2018) or
brightness temperature (e.g. Datta et al., 2019), radar or laser satellite altimetry estimates of

surface elevation changes (Griggs and Bamber, 2009; Chuter and Bamber, 2015), airborne and
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ground-based radar surveys of firn air content and ice shelf structure (Holland et al., 2011;
McGrath et al., 2014; Holland et al., 2015), borehole observations of firn density (Hubbard
et al., 2016; Ashmore et al., 2017; Bevan et al., 2017), and ground penetrating radar, snowpit
and sonic height ranger observations of surface elevation, firn density and air content (Kuipers
Munneke et al., 2017). Many types of model are also used to investigate patterns and trends
in Antarctic surface melt, including firn models (Kuipers Munneke et al., 2014; van Wessem
et al., 2016; Bevan et al., 2017), flowline models (Bevan et al., 2017), SEB models (Kuipers
Munneke et al., 2012; Bevan et al., 2018), mass balance models (van Wessem et al., 2016),
regional climate models (Kuipers Munneke et al., 2014; Kuipers Munneke et al., 2017; Datta
et al., 2019; Elvidge et al., 2020) or coupled models like atmosphere-snowpack models (Trusel
et al., 2013).

2.3.4 High-resolution regional atmospheric modelling on Larsen C
High-resolution atmospheric modelling can be particularly useful to overcome the sparsity
of in situ observations and limitations of satellite and reanalysis products in the Antarctic.
Many regional climate models are run over the Antarctic Peninsula, including WRF (Deb et al.,
2016; Deb et al., 2018; Listowski and Lachlan-Cope, 2017; Turton et al., 2018; Hines et al.,
2019), RACMO (Lenaerts et al., 2016a; Lenaerts et al., 2018; van Wessem et al., 2014; van
Wessem et al., 2015; van Wessem et al., 2016; van Wessem et al., 2018), the MetUM (Orr
et al., 2014; Elvidge, 2013; Elvidge et al., 2015; Elvidge et al., 2016; Elvidge and Renfrew,
2016; Elvidge et al., 2020; Gilbert et al., 2020), HIRHAM (Walther, 2016), MAR (Agosta
et al., 2018; Datta et al., 2019), CAM (Nicolas et al., 2017), CESM (Lenaerts et al., 2016b)
and COSMO-CLM (Souverijns et al., 2019). These produce four-dimensional output (three
spatial dimensions over time), providing a complete picture, where observations are typically
one- or two-dimensional. Horizontal grid-spacing is of first-order importance for accurately
resolving topography and thus flow conditions creating features like foehn winds (van Lipzig
et al., 2008; Elvidge et al., 2016; Turton et al., 2018) or cloud microphysics and precipitation
(Rotstayn et al., 2000; Lebo et al., 2017; Favier et al., 2017). This makes high-resolution
regional atmospheric models (horizontal grid spacing ~5 km or finer, ~40 vertical levels,
timesteps < ~10 min) particularly useful (Hong and Dudhia, 2012). For example, on Larsen
C, Elvidge et al. (2016) find that foehn winds are much better resolved using the MetUM at
1.5 km than at 4 km, and Turton et al. (2017) report similar results using WRF at 5 km and

1.5 km resolution.
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However, even at relatively high resolution, models are often unable to reproduce the
observed foehn-driven east-west gradient in surface melt shown by remote sensing and in
situ observations. For example, King et al. (2017) and van Wessem et al. (2016) find that
AMPS and RACMO, respectively, do not simulate sufficient melting in the inlets close to
the foot of the mountains on Larsen C. Both are high-resolution regional models optimised
for polar regions, but RACMO has a much more sophisticated snow scheme than the one
used in AMPS, so may be expected to reproduce observed spatial patterns more closely.
However, atmospheric properties must still be realistically simulated, and both of these studies
use models at approximately 5 km horizontal grid spacing, which is likely not sufficient to
resolve the atmospheric processes that drive melting, such as foehn. Additionally, RACMO
is a hydrostatic model, which means that important dynamical processes relating to vertical
motion at the mesoscale are not adequately resolved. Using the MetUM at 1.5 km resolution,
Elvidge et al. (2020) are able to resolve increased melt rates in inlets. Increased model
resolution may be necessary to accurately resolve observed foehn-related patterns of melt,
but spatial resolution may not be the only factor determining how realistically melt patterns
are simulated. The varying performance of regional models in simulating spatial patterns
of melt on Larsen C indicates that resolution, model dynamics, resolved processes and the
representation of important atmospheric properties (such as cloud phase, discussed in section
2.5) are all important in determining simulation quality.

High resolution is frequently achieved in models using dynamical downscaling methods,
where a smaller, higher resolution domain (or series of domains) is embedded within a larger
global domain, taking its forcing data from this outer region (Pielke Sr and Wilby, 2012;
Ekstrom et al., 2015). Statistical downscaling can also achieve the same goal via statistical
functions that describe observed relationships between large-scale and local-scale variables
such as temperature or pressure (Pielke Sr and Wilby, 2012). Both methods have been shown
to improve model skill at reproducing observed conditions, although statistical methods rely
on observed relationships, which are not robustly constrained in the Antarctic because of the
dearth of observations. There is also no guarantee that relationships between variables will
not change over time, so dynamical downscaling methods are more commonly used (Hong
and Kanamitsu, 2014).

Reanalysis data is typically used as forcing, the quality of which strongly influences
simulation quality (Bromwich et al., 2013). For example, reanalyses have well-documented
biases in the Antarctic due to the low availability of observations for assimilation (Yu et al.,

2010; Bracegirdle and Marshall, 2012; Fréville et al., 2014; Nygard et al., 2016; Jones et al.,
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2016; Jonassen et al., 2019) and their coarse resolution means complex features such as foehn

winds or precipitation and accumulation gradients near steep topography are not adequately

resolved (Bracegirdle and Marshall, 2012; Bromwich et al., 2013; van Wessem et al., 2015).

On the Antarctic Peninsula, Nygard et al. (2016) find that eight different reanalyses are too
moist, with under-estimated wind speeds and over-estimated near-surface air temperatures on
the eastern side and a cold bias to the west. No single reanalysis stands out as the best for all
purposes, but newer reanalyses with improved spatial resolution tend to out-perform coarser
ones (Nygard et al., 2016; Gossart et al., 2019). Bromwich et al. (2013) find that ERA-Interim

is best for providing initial and lateral boundary conditions in Antarctica.

2.3.5 Recent surface melt trends on Larsen C

Melt trends have been extensively assessed on the Antarctic Peninsula using some of the
techniques outlined above. For example, Barrand et al. (2013) showed positive, statistically
significant trends in melt duration at four out of six stations on the Antarctic Peninsula since
1948 using station records, satellite data and a positive degree day model, concurrent with
observed warming (Turner et al., 2005). In contrast, Liu et al. (2006) use satellite observations
from 1978-2004 to show that melt duration trends on the Antarctic Peninsula were negative,
but exhibited high inter-annual variability, with some very high melt years. This is consistent
with Fahnestock et al. (2002) and van den Broeke (2005), who show that the collapse of
Larsen A and B were driven largely by “exceptional” melt events forced by meteorological
factors, rather than a gradual, climatically driven increase in mean melt duration over time.

Melting on Larsen C was shown to be increasing in the late twentieth and early twenty-first
centuries, as inferred by Shepherd et al. (2003) from an observed ice shelf thinning of 0.27 +
0.11 m yr~!, and by Holland et al. (2011) from a surface lowering of 0.2 m yr—!. This surface
lowering corresponds to an increasing trend of 0.5 melt days yr—! per year over the period
1978/79 — 2008/09, and a total increase of ~15 melt d yr—! by 2008/09. This is consistent
with Tedesco (2009), who finds a larger rising trend in melt days of 1.2 d yr~! per year over
Larsen C. However, both surface and basal melting has reduced since 2009 (Datta et al., 2019)
and surface elevation has consequently increased: Adusumilli et al. (2018) found a surface
lowering over Larsen C of 1.0 + 0.3 m from 1994-2009, but an increase in surface elevation
of 0.5 = 0.3 m from 2009-2017. Similarly, Bevan et al. (2018) find that the number of melt
days per year declined by 1-2 d yr~! during 1999-2017 over much of the ice shelf, with the

exception of inlets, where the number of melt days increased.

2.3 Antarctic Peninsula ice shelf glaciology

11



12

These melt trends are consistent with the aforementioned temperature trends on the
Antarctic Peninsula, which were considerable and positive until the turn of the century (e.g.
2.8°C warming observed between 1951-2000 at Faraday/Vernadsky: Turner et al., 2005), but
then reversed, indicating a cooling trend from the late 1990s (Turner et al., 2016). Cooling
temperatures likely limit melting under non-foehn conditions, when melt is largely driven
by incoming SW radiation (Grosvenor et al., 2014; Gilbert et al., 2020; Elvidge et al., 2020),
whereas an ongoing trend towards an increasingly positive SAM (Marshall, 2003; Gillett et al.,
2006; Swart et al., 2015) more frequently establishes conditions conducive to foehn (Marshall
et al., 2006; van Lipzig et al., 2008; Orr et al., 2008, see also section 2.4). Thus, the enhanced
melting in inlets reported by Bevan et al. (2018) is likely caused by a strengthening of the
circumpolar westerly winds, whereas the decline in melting across much of the ice shelf can
be explained by cooling temperatures, which cause the surface to reach melting point less
often, therefore reducing melt duration. Foehn winds are demonstrably important for driving

surface melting on Larsen C: the following section describes their characteristics and effects.

2.4 Foehn winds on Larsen C

2.4.1 Definitions

Foehn winds are warm, dry winds generated by air descending in the lee of steep
topography (Elvidge and Renfrew, 2016). At the surface, these winds cause relative humidity
to fall, while wind speeds and near-surface air temperatures rise (Elvidge et al., 2016). This
leeside "foehn effect" can be quite pronounced, producing temperature increases of up to
25°C over an hour (Elvidge and Renfrew, 2016). Foehn is commonly observed in inlets on the
eastern side of the peninsula mountains because the mountains are oriented approximately
north-south, and are consistently ~2000 m high, while the prevailing wind direction is
westerly (Orr et al., 2008; Elvidge and Renfrew, 2016; King et al., 2017), which produces
conditions favourable to foehn occurrence.

Several mechanisms known to produce foehn winds are quantified in Elvidge and Renfrew

(2016):

1. The thermodynamic mechanism: orographic uplift and condensation and precipitation on
the windward side leading to latent heat release and warming on the lee side;

2. Isentropic drawdown: upwind flow blocking at lower elevations, causing air to be drawn
down from a higher altitude where it has higher potential temperature; and

3. Mechanical mixing: mixing of potentially warmer air from above into lower-level flow.
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In the classical "thermodynamic" mechanism, air is cooled as it ascends over steep terrain,
and any moisture is forced to condense into clouds, which can eventually precipitate, making
the process irreversible. This process warms and dries the air mass because latent heat is
released and moisture is removed during condensation. This more frequently occurs when
the air impinging on the peninsula is moving fast enough to overcome internal buoyancy
forces and ascend over the obstacle ("linear" conditions identified in Elvidge et al., 2016, and
described below, page 13). Conversely, when air flow is slower and therefore non-linear, flow
"blocking" commonly occurs because air cannot ascend over the mountains (Smith, 1990b),
which generates foehn via mechanism 2. This "isentropic drawdown" mechanism means air
reaching the surface as a foehn wind originates at higher altitude (Elvidge and Renfrew,
2016). Air masses impinging on the Antarctic Peninsula are frequently stably stratified (King
et al., 2008), so air sourced from higher up has higher potential temperature and often lower
relative humidity (Elvidge and Renfrew, 2016). Mechanism 3 causes warming of leeside
low-level flow by mixing in potentially warmer (and drier) air from higher levels, generating a
positive sensible heat flux (Elvidge and Renfrew, 2016). As a result of mechanisms 1 to 3, air
downwind of the mountains is often drier and hence cloud-free (Hoinka, 1985): this "foehn
clearance" allows more SW radiation to reach the surface, which heats radiatively (Elvidge
and Renfrew, 2016; Grosvenor et al., 2014).

The characteristics of the lee-side response to air flowing perpendicular to a barrier - such
as whether a foehn wind occurs, by which mechanism it is produced, and its extent and
intensity - depend on the properties of the barrier, and of the cross-barrier flow (Elvidge et al.,
2016). The linearity of the flow can be measured using the non-dimensional mountain height,

h, defined as:

Nh

j = Nh 2.1)
u

where N is the Brunt Vaisila frequency, a measure of atmospheric stability (typically
0.01 s71), h is the height of the mountain barrier (1500-2000 m for the Antarctic Peninsula)
and u is the velocity of the oncoming flow (Orr et al., 2004). N and v must be determined
at least one Rossby radius of deformation (A\r = Nh/f where f is the Coriolis parameter)
upwind of the barrier, such that they are not influenced by the barrier (Orr et al., 2008;
Elvidge et al., 2016). Flow regimes, and/or foehn occurrence may also be diagnosed using a
related parameter, the Froude number, defined as the inverse of h, i.e. u/Nh, as in Bannister

(2015).
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When  « 1, the whole air mass is able to pass over the mountain easily and "flow-over"
conditions prevail (Orr et al., 2008; van Lipzig et al., 2008), but as h increases to ~1 or above,
non-linear effects like upwind flow blocking, wave breaking and leeside hydraulic jumps
are observed (Orr et al., 2008; Elvidge et al., 2016). Strongly stably stratified, slow-moving
flow approaching the peninsula is more non-linear, and so is more likely to promote upwind
blocking, where flow stagnates upstream of the barrier (Orr et al., 2008) and causes air to flow
along the length of the peninsula mountains. Slower moving, non-linear flow often causes
foehn to be generated via mechanism 2, while faster moving flow may result in flow-over
conditions, producing leeside foehn via mechanism 1 (Elvidge et al., 2016). Linear flow
typically produces more extensive foehn events with higher associated melt rates because
the warm, dry air is able to flow over the ice shelf at low levels. This delivers large fluxes of
sensible heat and mechanically mixes warmer air towards the surface, preventing an inversion
from being established (Elvidge et al., 2016). By contrast, non-linear events are usually
associated with a more intense but confined foehn signal on the lee side because non-linear
effects like hydraulic jumps cause the foehn flow to rebound from the surface, so it does not
cause melting further out on the ice shelf (Elvidge et al., 2016).

The leeside response to foehn is also related to the geography of the region. Elvidge et al.
(2015) describe three different foehn events over the Larsen C ice shelf that have varying
characteristics. They describe "foehn jets", which are a type of mountain gap flow that occur
during foehn conditions, and typically emanate from the mouths of inlets. These so-called
foehn jets are associated with accelerated wind speeds but cooler and moister air relative to
foehn conditions downstream of higher elevation orography. Elvidge et al. (2015) argue that
this dampened foehn effect in jet regions results from air flowing through lower elevation
mountain passes, which produces less orographic uplift in the case of linear events produced by
mechanism 1 and causes air to be sourced from lower altitudes in the case of more non-linear
events produced by mechanism 2. Adjacent "wake" regions that they also identify are usually
warmer and drier (Elvidge et al., 2015).

Because foehn winds are produced by specific synoptic meteorological conditions, foehn
occurrence on Larsen C varies throughout the year. For example, strong westerly winds
impinging on the Antarctic Peninsula, which typically occur when the SAM is most positive,
often generate foehn. Estimates of foehn frequency have been conducted using AWS data and
high-resolution regional modelling. For example, across the northern Antarctic Peninsula, Cape
et al. (2015) find monthly mean foehn occurrence ranging between 5-25%, while Wiesenekker

et al. (2018), Turton et al. (2018) and King et al. (2017) find that foehn occur on average
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14%, 15% and 21% of the year, respectively, across the whole Larsen C ice shelf. All of these
studies, as well as Datta et al. (2019), find maximum foehn occurrence in spring (SON), with

Turton et al. (2018) estimating that foehn occur 50% of the time in SON.

2.4.2 The effect of foehn on the surface energy balance

Kuipers Munneke et al. (2012) show that foehn conditions have a notable effect on the
near-surface meteorology and SEB of Larsen C. They identify foehn events in observations
from two AWSs on Larsen C that are associated with reduced downwelling longwave (LW ),
and higher downwelling shortwave (SW ) radiation, and elevated melt rates. During summer,
higher SW fluxes can drive considerable melting. Indeed, Grosvenor et al. (2014) suggest
that the increase in SW radiation associated with foehn-induced cloud clearance is the most
important driver of melting during the summertime foehn cases they examine. As is also noted
in Elvidge et al. (2015) and Elvidge et al. (2016), the foehn events shown in Kuipers Munneke
et al. (2012) are accompanied by much higher sensible heat fluxes, driven by the delivery of
air that has been adiabatically warmed and dried on its descent over the peninsula mountains.
The presence of warm, dry air above the ice surface also drives sublimation, resulting in a
negative latent heat flux (Kuipers Munneke et al., 2012). This inverse relationship between
the sensible and latent heat fluxes over Larsen C is also shown by King et al. (2008) in stable
conditions.

Foehn events contribute to greater surface melting because the reduction in the latent and
LW fluxes is smaller than the increase in the SW and sensible heat fluxes (Kuipers Munneke
et al., 2012). The importance of sensible heat fluxes is even more apparent during wintertime
foehn events when SW| is either zero or very small. For example, Kuipers Munneke et al.
(2018) attribute foehn-driven melting in May 2016 to sensible heat fluxes of up to 200-300 W
m~2. Fluxes of this magnitude represent a considerable departure from their usual (non-foehn)
values, which are typically negative, and of the order of tens of W m~? (Kuipers Munneke
et al., 2012; Kuipers Munneke et al., 2018). Elvidge et al. (2020) show that melting on Larsen
C during foehn, especially outside of the summer months (DJF), is primarily forced by elevated
turbulent heat fluxes, particularly of sensible heat: events where sensible heat is the dominant
contributor to the SEB and melting occur 76% of the time in their observations from Cabinet
Inlet (whose location is shown in Figure 2.1).

The spatial characteristics of foehn also affect melting. For instance, Elvidge (2013) found
less melting in inlets, which are often jet regions discussed above, in contrast to the results of

e.g. Luckman et al. (2014), who find enhanced melting in these locations. However, the cases
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examined in Elvidge (2013) were accompanied by cool air temperatures and therefore limited
melting (Elvidge et al., 2020). Although foehn occurrence can be higher in jet regions due to
the channelling effect of orography, they can be less intense — in some cases when latent heat
fluxes dominate over sensible heat fluxes, the surface can cool because higher wind speeds
enhance shear-dominated turbulence (Elvidge et al., 2020). The competing effects of higher
occurrence/reduced drying and warming in jet regions, in addition to the effect of foehn on
local boundary layer stability, could explain why Grosvenor et al. (2014) found no coherent
effect of foehn jets on melting.

While several studies have focused on the causes, mechanisms, and effects of foehn on
melting over the Antarctic Peninsula (Orr et al., 2004; van Lipzig et al., 2008; Elvidge, 2013;
Elvidge et al., 2015; Elvidge et al., 2016; Cape et al., 2015; Elvidge and Renfrew, 2016; King
et al., 2017), almost all have examined the role of the phenomenon during summertime.
However, foehn winds occur throughout the year, and foehn-driven melting can occur even
in winter (Cape et al., 2015; Kuipers Munneke et al., 2018). Kuipers Munneke et al. (2018)
used a comprehensive set of satellite records, AWS observations and regional climate model
output to demonstrate this concretely for the first time, using a case study from May 2016.
Analysis included in this study is developed in Chapter 4. Datta et al. (2019) reported similar
results, showing that melting occurred outside the summer season in their regional model
climatology and satellite observations of the period 1982-2017. Elvidge et al. (2020) use
high-resolution MetUM simulations to build on Kuipers Munneke et al. (2018), and show that
foehn-driven melting is extremely important on Larsen C: despite occurring just 15% of the
time, foehn conditions are associated with 45% of the melt in their study. They also find that
foehn-driven melting is especially important outside the summer months, accounting for 90%
of the melting occurring in winter, spring and autumn (JJA, SON and MAM, respectively).
Almost all studies of foehn winds on Larsen C have used high-resolution regional modelling to
examine the phenomenon (Elvidge, 2013; Grosvenor et al., 2014; Elvidge et al., 2015; Elvidge
et al., 2016; King et al., 2017; Kuipers Munneke et al., 2018; Wiesenekker et al., 2018; Turton
et al., 2018; Kirchgaessner et al., 2019), because surface observations are sparse and those

available are confined to the near-surface.

2.4.3 Trends in foehn frequency
There is uncertainty regarding trends in foehn frequency on the Antarctic Peninsula and
Larsen C, their relationship with large-scale circulation like the SAM, and the effect that trends

have on the SEB and melting. For example, Cape et al. (2015) find a strong positive correlation
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on the Antarctic Peninsula between SAM index, surface temperature, foehn frequency and
melting, especially during DJF, over the period 1962-2010. This supports previous work
(Scambos et al., 2003; van den Broeke, 2005) that increased foehn frequency was important in
driving the collapse of Larsen B. However, although a consistent warming trend was observed
alongside a trend towards more positive SAM index values until the early 2000s, since 2004-05
a mean cooling trend has been present (Turner et al., 2016), particularly in summer and
autumn, accompanied by a decline in foehn frequency (Cape et al., 2015). Similarly, the
decline in melt duration over Larsen C since the early 2000s reported by Bevan et al. (2018)
is mostly related to falling mean annual surface temperatures (Turner et al., 2016), despite a
recent trend towards more positive SAM values. As outlined above, a more positive SAM index
is related to stronger westerly winds, which increases the frequency of foehn events and thus
melting. However, the correlation between SAM and melting over Larsen C is weakest and
insignificant during summer, when the majority of melting occurs (Cape et al., 2015; Bevan
et al., 2018). Additionally, more cold air was advected onto the Larsen C ice shelf during
the early 2000s because of changes to large-scale circulation patterns, which produced more
cyclonic easterly/south-easterly flow and pushed sea ice from the Bellingshausen Sea closer to
the peninsula (Turner et al., 2016). Air flowed over the relatively colder sea ice rather than
over the ocean, restricting the source of heat from the ocean and causing temperatures to be
cooler (Bevan et al., 2018). Against this backdrop of decreasing annual mean temperatures
and an overall decline in melting across the entire Larsen C ice shelf , Bevan et al. find
an increase in melt duration of 2 d yr~! in inlets. This indicates that positive SAM trends
still increase foehn frequency closest to steep topography, but that the competing effects of
large-scale circulation patterns drive down average temperatures over the wider Larsen C
region.

Foehn winds have been shown in this section to influence the SEB and surface melting.

However, clouds also strongly influence the SEB: their effects are summarised next.

2.5 The importance of cloud for the surface energy
balance on Larsen C

2.5.1 Cloud properties
Despite their importance in the polar climate system, Antarctic clouds are among the most

under-sampled in the world because of the difficulties of in situ data collection in this harsh,
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remote environment (Lachlan-Cope, 2010; Bromwich et al., 2012). The effect of Antarctic
clouds on the SEB can determine whether the ice surface remains frozen or melts (Kalesse
et al., 2016; Nicolas et al., 2017), with consequent implications for ice sheet mass balance
and, potentially, for global sea level rise. Clouds can alter the onset, extent, intensity and
duration of surface melting via their effect on the SEB (Scott et al., 2017). Cloud impacts on
the SEB are most important in warmer regions like the Antarctic Peninsula, where surface
temperatures can rise above freezing in summer and cause melting, and where fractional
cloud cover is typically 80-90% (Lachlan-Cope, 2010).

Cloud phase strongly influences cloud radiative properties. Mixed-phase clouds dominate
in summer over coasts and ice shelves like Larsen C (Lachlan-Cope, 2010; Listowski et al.,
2019) and have a complex vertical profile, with multiple thin layers in a "water-over-ice"
structure of supercooled liquid droplets above heavier ice crystals (Barrett et al., 2017a).
Listowski et al. (2019) use the DARDAR product to show that mixed-phase clouds across
Antarctica occur ~10-30% of the time, and that unglaciated supercooled liquid clouds occur
up to ~20% of the time continent-wide (in summer), and exist down to temperatures as
low as -38°C. This is because there are very few ice nucleating particles (INPs, particles that
initiate ice formation) in pristine Antarctic air to trigger glaciation (Lawson and Gettelman,
2014). Clouds with higher liquid water paths, comprised of many small droplets, are less
transmissive to incoming SW radiation, and more emissive in the infrared, so radiate more
LW radiation back to the surface (Zhang et al., 1996). However, the vertical position of liquid
within the cloud is important: for instance, the supercooled liquid upper layer of mixed-phase
clouds can reflect lots of SW, but has little effect on LW emission (Barrett et al., 2017a).

Atmospheric models typically struggle to represent cloud phase or vertical structure
correctly, especially at high latitudes. For example, Klein et al. (2009) find that models cannot
usually simulate enough liquid water in Arctic stratocumulus because too much ice is formed
at the expense of supercooled liquid. Many atmospheric models, including the MetUM, exhibit
this bias in cloud phase and structure because their microphysical parameterisations are
developed for the mid-latitudes and are relatively simple. For example, poor representations of
processes like riming (Furtado et al., 2016) and vapour deposition (Furtado and Field, 2017),
as well as large-scale cloud phase partitioning (Abel et al., 2017) have been shown to cause
the MetUM to over-estimate cloud ice and under-estimate cloud liquid contents. Model ice
nucleation parameterisations can also strongly influence cloud phase; for instance Listowski
and Lachlan-Cope (2017) show that in WRF, the most accurate simulations of Antarctic

Peninsula summertime cloud liquid water contents is only achieved using more sophisticated
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INP parameterisations, such as that of DeMott et al. (2010), which are not included in the
model. In many models, including in the MetUM, errors in cloud phase produce significant
SEB biases, most notably over the Southern Ocean (Bodas-Salcedo et al., 2012; Hyder et al.,
2018), where cloud radiative effect is most sensitive to the presence of liquid water (Lawson
and Gettelman, 2014). This is because sub-grid scale spatial variability in temperature and
humidity are necessarily parameterised in models by large-scale cloud schemes, which compute
liquid and ice cloud fractions that are then fed into the microphysics scheme. In reality, ice
and liquid can co-exist in spatially segregated pockets (Tan and Storelvmo, 2016), but in many
models it is difficult to sustain a separation between the phases. For instance, when total cloud
fraction in the MetUM exceeds 100%, ice and liquid phases are assumed to overlap within a
homogeneously mixed mixed-phase region (Abel et al., 2017). In this mixed-phase region, ice
forms preferentially because of the lower saturation vapour pressure over ice than liquid.
Modelled cloud has been implicated as a primary driver of surface radiation biases over
Antarctica (Bromwich et al., 2013) and specifically over Larsen C (King et al., 2015). King
et al. (2015) find that three different regional atmospheric models simulate either too little
cloud, or cloud that is optically too thin over the ice shelf. Summertime clouds over Larsen
C in the MetUM are optically too thick in the SW part of the spectrum, while being too thin
in the infrared, which results in negative SW| and LW biases. Overall, they find a negative
net downward LW bias and positive net downward SW bias because too little SW radiation is
reflected by the surface. These net SW and LW fluxes do not entirely cancel, which produces a
positive net downward energy flux at the surface and can cause the MetUM to over-estimate
melt on Larsen C. High resolution regional climate models are typically able to represent
the radiative effects of mixed-phase cloud more accurately than global models because more
processes can be explicitly resolved (Vergara-Temprado et al., 2018). However, computational
constraints still necessitate parameterisations that approximate sub-grid scale cloud properties,
which produce errors in the SEB. These are examined in further detail in the next section.
Inaccurately representing cloud phase over the Southern Ocean produces large radiative
biases and therefore sea surface temperature biases, which degrades the quality of future
projections made with regional and global models (Bodas-Salcedo et al., 2016; Vergara-
Temprado et al., 2018; Hyder et al., 2018). Cloud radiative effect is strongly influenced by
cloud microphysics, with ice phase microphysics demonstrated to be one of the most important
determinants of cloud phase in the Southern Ocean and Antarctic (Vergara-Temprado et

al., 2018). This is supported by the results of Field et al. (2014), who found that altering
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modelled INP particle size distributions in their experiments allowed more supercooled water
to persist.

Microphysical properties, such as particle size, shape and number concentration, are related
to cloud phase and have varying effects on cloud radiative effect and the SEB. For example,
cloud condensation nuclei, which initiate the formation of liquid droplets, are around 10° -
10% times more numerous than ice nucleating particles that trigger ice formation (Rotstayn
et al., 2000; Morrison et al., 2012). Ice crystals therefore tend to be larger, because the same
amount of condensate is divided between fewer particles, making them more likely to gain
enough mass to precipitate out of the cloud (Pruppacher and Klett, 1978; Wilson and Ballard,
1999; McCoy et al., 2016). The lifetime of ice clouds is therefore lower than for liquid clouds
because particles precipitate, causing the cloud to dissipate, which has especially large effects
on the SEB in polar regions (Kalesse et al., 2016). Ice nucleation in mixed-phase clouds is the
main control on cloud lifetime (Seinfeld et al., 2016; Barrett et al., 2017a).

Cloud phase and microphysical properties can produce competing SW and LW effects, for
example high ice clouds have a surface net LW warming effect because they reduce LW losses
to space by being colder and less emissive than the surface, but their SW effect is strongly
determined by microphysical properties like ice crystal size, habit and optical depth (Wendisch
et al., 2005; Wallace and Hobbs, 2006; Cotton et al., 2011). Clouds at high latitudes tend to
warm the surface and cool the atmosphere because they are rarely more reflective to SW than
the ice surface and are more emissive in the LW than the atmosphere (Cotton et al., 2011).
In particular, optically thin, low-level clouds with high water contents can play an important
role in the polar SEB because they are transmissive to SW but emissive in the infrared (Miller
et al., 2015; Scott et al., 2017). For instance, Bennartz et al. (2013) found that clouds with
low liquid water paths were responsible for sustaining the prolonged melt event observed over

the Greenland ice sheet in 2012 by maintaining temperatures above melting point.

2.5.2 Observations of Antarctic cloud

Although airborne campaigns are one of the best ways of sampling cloud, very few have
been conducted on the Antarctic Peninsula. Data from the 2010 and 2011 JASPER and OFCAP
campaigns, respectively, described in Grosvenor et al. (2014), Lachlan-Cope et al. (2016) and
Listowski and Lachlan-Cope (2017), are some of the only available aircraft observations of
clouds on the Antarctic Peninsula. Surface-based visual observations of cloud type, coverage
and height are made at many staffed stations on the peninsula, particularly during summer,

when they are often coupled with ceilometer observations (Bromwich et al., 2012). For
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example, Kirchgaessner (2010) used surface observations at Vernadsky station to assess trends
in cloudiness over the western Antarctic Peninsula. In situ observations are also possible when
cloud reaches the ground: although this is less frequently observed on the peninsula, Lachlan-
Cope et al. (2001) describe observations of cloud and precipitation particles from Avery
Plateau. Ground-based remote sensing, for instance with LIDAR (Nott and Duck, 2011; Rowe
et al., 2016; Silber et al., 2018) and radar (Gorodetskaya et al., 2015; Silber et al., 2018) has
been used to profile clouds bottom-up, while airborne (Morley et al., 1989) and spaceborne
remote sensing are frequently used to retrieve cloud properties top-down. Satellites can
measure clouds either passively (e.g. MODIS, AVHRR) or actively (e.g. CALIOP) and the
emergence of more sophisticated products like DARDAR-CLOUD that combine techniques has
increased understanding of the microphysics of Antarctic clouds (Delanoé and Hogan, 2010;
Ceccaldi et al., 2013; Listowski et al., 2019). The importance of cloud for global climate,
as well as the lack of observations and the limitations of satellite products has motivated
the development of more sophisticated atmospheric models that can resolve or parameterise

cloud.

2.5.3 Model representation of cloud

Clouds remain the largest source of uncertainty in global climate models used for climate
projections and so are an important area of research (Komurcu et al., 2014; Baran et al., 2014;
Seinfeld et al., 2016). This is largely because cloud processes, which must be parameterised,
are too complex to resolve explicitly, and often occur at smaller scale than a model gridbox
(Mechoso and Arakawa, 2015; Pu and Kalnay, 2012). Parameterisations can introduce biases
and uncertainties into model output, and the choice of these can therefore critically impact
simulation quality (Gettelman et al., 2010; Mechoso and Arakawa, 2015). For instance,
Barrett et al. (2017b) show that the parameterisation of ice phase cloud microphysics is the
dominant source of error in their simulations of mixed-phase altocumulus and King et al.
(2015) speculate that limitations in the representation of cloud microphysics accounts for the
majority of SEB errors in their simulations over Larsen C. Further, Grosvenor et al. (2017)
show that the treatment of sub-grid cloud has as large an effect on simulated SW fluxes as
increasing aerosol loading by an order of magnitude.

In particular, phase partitioning parameterisations can influence microphysical process
rates. For example, as outlined in section 2.5.1 above, the assumption in many parameterisations
that ice and liquid are homogeneously mixed results in over-active vapour deposition that

produces too much ice at the expense of liquid (Klein et al., 2009; Field et al., 2014; Tan and
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Storelvmo, 2016). In the MetUM, Abel et al. (2017) show that limiting mixing between phases
can double simulated liquid water path. Listowski and Lachlan-Cope (2017) show using
WRF that more sophisticated microphysics parameterisations produce much more supercooled
liquid in summertime Antarctic Peninsula clouds, and hence downwelling LW radiation is
represented better. In particular, they show that double-moment or bin microphysics schemes
perform better and that the parameterisation of INP within each scheme is important, with
the DeMott (2010) scheme most closely matching observations (Listowski and Lachlan-Cope,
2017). Furtado and Field (2017) show that reducing the parameterised efficiency of cold-cloud
ice processes like riming in the MetUM increases the amount of cloud liquid and reduces SEB
biases relative to observations.

Non-microphysical processes also impact cloud though, for instance parameterisations of
sub-grid turbulence can strongly impact cloud phase (Klein et al., 2009). Furtado et al. (2016)
demonstrate that improving the MetUM’s parameterisation of sub-grid scale turbulence can
increase modelled cloud liquid and reduce radiative biases in the Arctic and Southern Ocean.
Because parameterisation schemes interact, the order in which they are called in the model
can also impact the final solution: Donahue and Caldwell (2018) find that model output is

sensitive to ordering because each process "feels" the effects of those preceding.

2.6 Current knowledge gaps

This chapter has presented current understanding of atmospheric processes contributing
to surface melting on Larsen C, and areas of uncertainty. As detailed in section 2.4, it is
unclear how foehn frequency on the Antarctic Peninsula is changing in response to evolving
large-scale atmospheric circulation. On Larsen C, the spatial distribution of foehn occurrence
has not been quantified. In addition, while the impact of foehn on the SEB and melting has
been examined on Larsen C during case studies (Grosvenor et al., 2014; Elvidge et al., 2015;
Elvidge et al., 2016; Elvidge et al., 2020; Kuipers Munneke et al., 2018), this kind of analysis
has not been performed over longer (multi-year) timescales. Climatologies have focused
solely on near-surface meteorology (van Wessem et al., 2018) or the importance of foehn for
the evolution of the snowpack (Datta et al., 2019) but no studies have been published that
explicitly link meteorology, foehn occurrence, the SEB and surface melting. There is also a
gap in scientific understanding regarding the influence of cloud phase on the SEB and surface
melting over Antarctic Peninsula ice shelves, and models typically cannot represent cloud well
(section 2.5). King et al. (2015) conclude that cloud properties are a likely cause of modelled

SEB biases. However, although observed cloud phase has been assessed by Grosvenor et al.
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(2012) and Lachlan-Cope et al. (2016) and modelled by Listowski and Lachlan-Cope (2017),
no work has been done to explicitly connect these properties to the SEB. The representation
of polar clouds should be a research priority because it is of critical importance for climate
model development (Lenaerts et al., 2017) and can therefore strongly affect model projections
of future climate change (Barrett et al., 2017a; Barrett et al., 2017b). Lastly, although some
broad estimates of surface meltwater production on Larsen C have been made (Trusel et al.,
2013; Trusel et al., 2015), there has been little work done to quantify the effect of the most
important processes contributing to surface melting there. Few models have been able to
reproduce the observed east-west gradient in melting associated with foehn occurrence on
Larsen C because they do not capture the main processes that create this pattern.

This thesis will address these gaps by examining the influence of foehn, cloud and
meteorology on the SEB and surface melting in observations and model output. The following

chapter will outline the primary data sources and methods used to do this.
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Data and methods

This chapter describes the datasets and methods used throughout the thesis. It will provide an
overview of relevant technical information and data treatment, although chapter-specific uses

or configurations will be described in the relevant results chapter.

3.1 Data description

3.1.1 AWS measurements, instrumentation and data treatment

The difficulty of making meteorological measurements in Antarctica noted in Chapter 2
means that most in situ near-surface observations on Larsen C come from AWSs. Although
some intensive sampling campaigns have taken place, these are limited in their temporal
coverage. Time series of surface meteorology and energy fluxes from four AWSs are employed
throughout the thesis to answer the research questions outlined in Chapter 1. All are operated
by the Institute for Marine and Atmospheric research at Utrecht University (IMAU) and
maintained by the British Antarctic Survey (BAS). Metadata and specific uses for AWS data
in this thesis are summarised in Table 3.1. The selection of AWSs for each chapter depends
on data availability during the time period considered, as well as the research question. For
instance, to evaluate the effect of foehn winds on the SEB it is necessary to use data from a
station which measures the full SEB close to the foot of the mountains where the foehn effect is
most pronounced. The Cabinet Inlet AWS (AWS 18) is therefore used to evaluate the influence
of foehn in Chapters 4 and 6. Similarly, AWS 14 is used to evaluate the impact of cloud phase
on the SEB over a larger area of the ice shelf in Chapter 5 because it is representative of a
wider area and uninfluenced by topography.

All stations measure surface meteorology, as well as the full SEB (AWS 14, 17 and 18) or
radiative fluxes (AWS 15). AWS 14 is located around 125 km east of Larsen C’s grounding
line, at approximately 40 m above sea level (a.s.l.). It is currently operational. AWS 15 was
emplaced in January 2009, and was operational until June 2014. It is located approximately 75
km southwest of AWS 14, slightly further inland from the ice shelf edge. The area surrounding
both AWS 14 and 15 is relatively flat and homogeneous, meaning that measurements taken
at both stations are representative of a wider area (King et al., 2015). AWS 17 is located

on the remnant Larsen B ice shelf, in Scar Inlet (shown in Figure 2.1), where near-surface
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Figure 3.1.: Locations of the AWSs used in the thesis. Topography is shaded, where darker colours
indicate higher terrain.

meteorology is influenced by localised topographic features. It was operational from February
2011 until March 2016. AWS 18 is located in Cabinet Inlet on the northwest of Larsen C, close
to the foot of the Antarctic Peninsula mountains and is still operational. It is also surrounded
by steep topography, which makes the meteorology very localised. The locations of all AWSs
used are given in Table 3.1 and shown in Figure 3.1.

AWSs 14, 15 and 17 use the same basic meteorological sensors and are a "Type II" station
used by IMAU for all stations 1997-2014 (Figure 3.2a and b), while AWS 18 is a next-
generation "intelligent weather station for polar use" (iWS, Figure 3.2c and d), which has been
developed at IMAU and used at stations erected since 2014 (van den Broeke et al., 2013).
At the "Type II" stations, a Vaisala HMP35AC is used to measure relative humidity and air
temperature at 2 m above the surface, while a Vaisala PTB101B sensor measures air pressure.
The air temperature and humidity instrument is unventilated, which can lead to positive
temperature biases in calm, sunny conditions, so a correction is applied to the final dataset
using concurrent thermocouple observations after Smeets (2006) and Smeets et al. (2018).
Additionally, relative humidity measurements are corrected to account for solar heating of the
housing of the unventilated instrument, as well as its slow response time (Kuipers Munneke

et al., 2018). Wind speed and direction are measured with a Young wind monitor (model
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05105 at "Type II" stations, model 05103 at AWS 18). Upwelling and downwelling radiative
fluxes (SW|, SWy, LW and LW,) are observed by a Kipp and Konen radiometer (CNR1 at
"Type II" stations, CNR4 at AWS 18), and SW fluxes are adjusted for the tilt of the sensor using
in-built tilt sensors for AWS 14, 15 and 17, and after the MODIS-satellite guided procedure of
Wang et al. (2016) for AWS 18. All variables from AWS 14, 15 and 17 are sampled at 6 minute
resolution (except air pressure, which is sampled hourly) and recorded as hourly averages,
while data from AWS 18 is recorded at half-hourly resolution.

The iWS setup (van den Broeke et al., 2013) uses ultra-low power consumption instruments
and data logger, contained within a single housing to make it more robust for use in polar
environments. Air temperature, pressure, relative humidity and snow height sensors, as well
as a GPS unit, batteries and communication antenna are all included inside. A propeller-vane
Young anemometer and Kipp & Konen CNR4 radiometer are installed outside the housing to
measure wind speed, direction and radiation.

A SEB model (Kuipers Munneke et al., 2009; Kuipers Munneke et al., 2012) is used to
compute the SEB at AWS 14, 17 and 18. This model uses various quantities (pressure, relative
humidity, air temperature, wind speed, SW , LW and SW; radiation) to close the energy
budget and compute the turbulent fluxes of sensible and latent heat using the bulk method.
The sensible (Hg) and latent (Hy) heat fluxes are calculated using the bulk aerodynamic

equations given in Equations 3.1 and 3.2, respectively,

Hg = po Cpu™T™ (3.1

Hp, = paLysu*q" (3.2)

where p, is the density of air, C), is the specific heat capacity of dry air, L, ,) is the latent
heat of vaporisation or sublimation (which of these is used is determined from the surface
temperature, Ts), u* is the friction velocity and 7* and ¢* are the turbulent scaling parameters
for temperature and humidity, respectively, calculated using the iterative bulk aerodynamic
method based on Monin-Obhukov similarity theory and described in Kuipers Munneke et al.
(2009).

The ground heat flux, G, is calculated using a multi-layer snowpack model. Because the
model accounts for subsurface radiation absorption, the amount of melt energy, F,,.;:, is the
sum of surface and subsurface melt (Kuipers Munneke et al., 2012). The subsurface model is

set up using various constants, such as the scalar roughness length (0.11 mm, derived from
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directly measured turbulent fluxes), roughness lengths for temperature and humidity (derived
from Andreas, 1987), snowpack LW emissivity (0.98), snow grain size (100 ym) and snow
density profiles (derived from snow pits dug in January 2011, and being relatively constant at

around 400-500 kg m~2 between 0-0.6 m below the surface).

Table 3.1.: Summary of metadata, measured parameters, data availability and use of AWS data
throughout the thesis.

Station  Location Elevation Data Available Use in this thesis

name coverage measurements

AWS 14 67°0044”S 40 m January Surface meteorology, SEB information

(Larsen  61°30°00"W a.s.l. 2009 - radiative fluxes, in Chapter 5,

North) present  subsurface snowpack hindcast
information, full SEB, validation in
radiosondes during Chapter 6

OFCAP (Jan/Feb 2011)
AWS 15 67°3414”S 50 m January Surface meteorology, Radiative fluxes

(Larsen 62°09°06"W a.s.l. 2009 radiative fluxes in Chapter 5,
South) —  June hindcast
2014 validation in
Chapter 6
AWS 17 65°56° “S 50 m February As AWS 14 Hindcast
(Scar 61°51" “W a.s.l. 2011 - validation in
Inlet) March Chapter 6
2016
AWS 18 66°28'58”S 70 m November As AWS 14 Foehn wind
(Cabinet 63°22’16"W a.s.l 2014 - detection and
Inlet) present impact on SEB in
Chapters 4 and 6,
hindcast
validation in
Chapter 6

Radiative components (SW|, SWy, LW and IW;) and meteorological variables from AWS
15 (67.57°S, 62.15°W) are also used. All stations measure temperature, pressure, humidity,
winds and radiation terms, and snowpack sensors down to 15 m are installed at AWS 14.
A full description of the instrumentation is given in Kuipers Munneke et al. (2012), and an
explanation of the model used to calculate additional flux terms can be found in Kuipers

Munneke et al. (2009).
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wind speed
& direction standard AWS setup

temperature, humidity height

Figure 3.2.: Images of the standard "Type II" AWS set-up used by IMAU before 2014 and the latest
"IWS" setup used at Cabinet Inlet. Panels a) and b) show the set-up of AWS 17 (Scar Inlet)
and detail of the instrumentation, respectively, while panels ¢) and d) show the same for
AWS 18 (Cabinet Inlet). All images are from IMAU.
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The SEB is defined as the "net amount of energy received at the surface" (Lenaerts et al.,

2017, pp. 3355), and is formulated as follows:
Eiop = LWy + LW + SWy + SW + Hs + Hp, + Gy (3.3)

where LW, and LW, are the upwelling and downwelling components of LW radiation,
respectively, SWy and SW, are the upwelling and downwelling components of SW radiation,
respectively, and Hg, H;, and Gg are the surface sensible, latent and ground heat fluxes,
respectively. All fluxes are defined as positive when directed towards the surface.

Surface melt energy is defined as in King et al. (2015), as

Eiot Ts > 0°C
Emelt = (34)

0 Ts < 0°C
such that melt only occurs when there is a surplus of energy at the surface (E;,; in Equation

3.3 is positive) and surface temperature is at the melting point.

3.1.2 Aircraft measurements, instrumentation and data treatment

In situ data collected using the British Antarctic Survey’s instrumented De Havilland Twin
Otter aircraft are used in Chapter 5 to examine the effect of cloud microphysics on the SEB.
The dataset includes positional information from standard aircraft sensors, meteorological
information such as three-dimensional winds, temperature, humidity and pressure, and cloud
microphysical information from a cloud probe fitted on a wing pylon (Figure 3.3). A full
description of the aircraft instrumentation is given in King et al. (2008).

Basic meteorological information is measured by the standard instrument suite. Two
humidity instruments are fitted: a Rosemount mounted Vaisala Humicap and a Buck 1011C
cooled-mirror hygrometer. Temperature is measured via Goodrich Rosemount probes on
the nose of the aircraft, and de-iced (model 102AU1AG) and non de-iced (model 102E4AL)
measurements are available. Pressure is measured using standard Honeywell HPA aircraft
sensors, which also record GPS position, aircraft roll, pitch and yaw, speed and altitude.
Laser (Riegl LD90-3800VHS-FLP) and radar (in-built aircraft sensors) altimeters both measure
height above the surface. A NOAA/ARA "Best Aircraft Turbulence" (BAT) probe is fitted on a
boom extending from the nose of the aircraft, and measures acceleration, as well as pressures
and exposed thermocouple temperatures from nine holes in the probe. Temperature and

pressure data are combined with attitude information from the aircraft sensors to calculate
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Figure 3.3.: Schematic illustration of instrumentation on the British Antarctic Survey DHC Twin Otter
aircraft.

turbulence using the eddy covariance method. SW;, SW|, IW; and LW, are measured

with Eppley pyranometers and pyrgeometers mounted on the underside and roof of the

aircraft, and a downward-facing camera records surface conditions. An infrared thermometer

(Heimann model KT19.82) can also be mounted in the floor hatch panel to measure surface

temperature.

Data from the Orographic Flows and Climate of the Antarctic Peninsula (OFCAP) campaign
in January/February 2011 is examined in Chapter 5. During OFCAP, a Droplet Measurement
Technologies Cloud, Aerosol and Precipitation Spectrometer (CAPS) probe (Baumgardner
et al., 2001) was fitted on a wing pylon to measure cloud microphysics. The CAPS probe
contains three distinct instruments:

1. The Cloud and Aerosol Spectrometer (CAS) measures particles in the size range 0.5 — 50
pm at 1 Hz frequency. In practice, these particles tend to be either cloud droplets or aerosol
particles during summer on the Antarctic Peninsula. A correction is applied to the data to
account for the lack of anti-shatter inlet on the sensor, which was shown by Grosvenor et al.
(2012) to increase the particle count from the CAS by 1.47 times due to air acceleration
within the tube (Lachlan-Cope et al., 2016).

2. The hotwire liquid water content (LWC) sensor measures the amount of liquid in air using
a heated wire. The instrument features a heated copper wire mounted between two armes,

which is maintained at a constant temperature. The instrument measures the power needed
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to maintain the temperature of the wire as it is cooled by the evaporation of liquid particles
colliding with it (King et al., 1978). A simple relationship is used to relate the power output
to LIWC. The data are used only to validate CAS data because the instrument is known to
underestimate peaks in LWC (Lachlan-Cope et al., 2016).

3. The Cloud Imaging Probe (CIP) measures particles with diameters between 25 ym and 1.5
mm at a pixel resolution of 25 pm. It works by imaging particles as they pass through a
charge coupled device array. Particles project a silhouette and this signal is processed to

produce number concentrations of ice particles and large liquid droplets.

CIP data are quality controlled and processed according to the method of Crosier et al.
(2011), and ice water contents are computed from CIP imagery using the mass-dimensional
relationship of Brown and Francis (1995). Data were pre-processed before use by Russell
Ladkin, Tom Lachlan-Cope and Constantino Listowski. Ice and liquid particles are distinguished
based on their circularity, C, defined as:

p2

where P is the particle perimeter and A is the particle area, both as measured by the CIP.
To discriminate between ice and liquid, A must be a minimum of 50 pixels, which translates
to a particle of approximately 200 pm in diameter. Below this threshold, the phase of particles
cannot be determined. As noted by Lachlan-Cope et al. (2016), these particles comprised less
than 2-3% of all particles observed by the CAS, and were consequently disregarded. Circular
particles with values of C' between 0.9 and 1.2 are classified as liquid drops, while irregular
particles of C' > 1.4 are considered to be ice. Particles with circularity of 1.2 - 1.4 were
categorised on a case-by-case basis by visually analysing example images outputted by the
CIP. During summer on the Antarctic Peninsula, these particles were classified as ice, as in

Lachlan-Cope et al. (2016).

3.2 Model description

The MetUM is used throughout the thesis, and is the primary analysis tool. It is used by
the UK Met Office operationally for forecasting as well as for research purposes. It is run as
an atmosphere-only model, but can also be used as a coupled model. The MetUM uses input
data, in this thesis either operational analysis or reanalysis, to force a global model, which is

dynamically downscaled using a series of increasingly high-resolution domains.
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The outermost global domain is initialised using atmospheric fields (such as pressure,
temperature, moisture and three-dimensional winds) from operational analysis in Chapters 4
and 5, and reanalysis in Chapter 6. Both inputs are relatively coarse resolution (for example,
MetUM global "N512" operational output has a horizontal grid spacing of ~27 km at mid-
latitudes and ERA-Interim reanalysis ~79 km), which is unsuitable for local, regional or
process-scale studies such as are conducted in this thesis (Lo et al., 2008). However, their
large-scale (global) features are robust, and can therefore be dynamically downscaled to add
regional detail where observations are sparse (Yoshimura and Kanamitsu, 2008; Storch et al.,
2017). Models forced with reanalysis often out-perform reanalysis alone, for example in North
America (Castro et al., 2012; Bastola and Misra, 2014), Portugal (Soares et al., 2012) and
Southern Africa (Haensler et al., 2011).

Information about global-scale atmospheric circulation is fed into the nested inner domain

via lateral boundary conditions (LBCs) within a defined relaxation region around the boundaries.

The inner domain then simulates conditions across the rest of the domain given this information.
This nesting approach, whereby regional domains take LBCs from the outer domain they
are nested within, can be repeated as many times as required to achieve the desired spatial
resolution. Further details of the configurations used are given in Table 3.2 and section
3.2.2.

The accuracy of simulations increases with more frequent re-initialisations, which constrain
the simulation more closely to observed values. Regional models that are initialised just once
at the beginning of an integration ("free-running" models) can drift more considerably from
observations than re-initialised models. Lo et al. (2008) outline three methodologies typically

used with dynamical downscaling and show that the choice of method can influence simulation

quality:

1. Continuous integration ("free-run"), where the limited-area model running over the regional
nested domain is initialised once at the beginning, and then permitted to run freely as a
continuous integration, using forcing from the parent global model. While this method is
computationally least demanding, there is a danger that the inner domain can drift from
the outer domain and develop physically inconsistent features during long integrations (Lo
et al., 2008);

2. Frequent re-initialisations ("forecast mode") where the model is frequently re-initialised
and allowed to run only short forecasts, which are then stitched together into a continuous

time series, typically discarding the first section of each forecast;
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3. Nudged runs ("nudging") where the model is allowed to run as in method 1 but the inner
regional domain is "nudged" towards climatologies or observations to prevent model drift.
Method 1 is typically unsuitable for long simulations because the model drifts from

observations without data input and can develop internal features different to the LBCs and

large-scale fields (Lo et al., 2008). Methods 2 and 3 increase the utilisation of observations by
periodically integrating them via frequent re-initialisations, or by nudging to bring simulated
values in the regional model closer to the driving fields (Lo et al., 2008). Both prevent
model drift and improve the skill of the simulation: for example, Rockel et al. (2008) find
that applying nudging improves the representation of large-scale features like total kinetic
energy in downscaled regional domains compared with un-nudged simulations. Good quality
regional model output is required to reliably simulate atmospheric features such as foehn
winds. Sensitivity tests showed that MetUM simulations using "forecast mode" were of better
quality than "free running" mode, and this methodology was therefore applied in this thesis.

Nudging is impossible in the MetUM.

Figure 3.4.: Model domains used in the thesis. The 4.4 km and 1.5 km domains are used in Chapter 4,
while only the 1.5 km domain is used in Chapter 5. The 4.0 km domain is used in Chapter
6 only.
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3.2.1 Core physics and model description

The MetUM contains a non-hydrostatic, fully compressible dynamical core (ENDGame)
with semi-implicit time stepping and semi-Lagrangian advection. Atmospheric prognostic
variables are the dry virtual potential temperature, Exner pressure, dry density and three-
dimensional winds, and moist prognostics such as cloud fields and specific humidity are
advected as atmospheric tracers (Walters et al., 2017). Prognostic variables are discretised
horizontally on an Arakawa-C grid and a terrain-following hybrid vertical coordinate with
Charney-Phillips staggering is used in the vertical. When run as a regional, limited area model
(LAM), the MetUM uses a rotated latitude-longitude grid to maintain uniform resolution across
the domain. The LAM takes its boundary conditions from the coarser outer domain it is nested
within, and the predicted solutions of the inner and outer nests are blended within a "halo

region" around the edge of the inner domain.

3.2.2 Model domains and methodology

An atmosphere-only configuration of the model is used with a nested LAM centred on
the Antarctic Peninsula. The specific domains used vary between chapters: in Chapter 4,
two nests are used to downscale archived global operational MetUM analysis from N512
(~27 km horizontal grid spacing at mid-latitudes) to 4.4 km and then 1.5 km resolution,
in a manner similar to Orr et al. (2014). The domains used in each chapter are shown in
Figure 3.4. In Chapter 5, the inner nest, at 1.5 km grid spacing, is forced directly at the
boundaries by a global model run at N768 (~17 km resolution at mid-latitudes), initialised
from archived operational MetUM global analysis, while in Chapter 6, the inner nest is smaller
and coarser resolution (4 km horizontal resolution), and the global model (N512) is initialised
from ERA-Interim re-analysis data. The model domain sizes, boundaries and resolutions
were selected firstly to maximise the number of pertinent processes that could be explicitly
resolved, secondly to ensure that driving synoptic-scale circulation features could be included,
and thirdly to limit the number of grid points within the domain to maximise computational
efficiency. The global model is always run using GA6.1 physics (Walters et al., 2017) and in
all chapters, the LAM configuration has 70 vertical levels up to 40 km.

Simulations are run in "forecast mode" described above, whereby the global domain is
reinitialised periodically and runs a global forecast (typically 24 hours). The global model
output provides the LBCs for the inner nested domain (which provides LBCs for the next
nested domain, if applicable). Time series are created by discarding the first 12 hours of each

24-hour model forecast and concatenating the t+12 h to t+24 h series.
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Table 3.2.: Summary of differences between MetUM model configurations used in each chapter.

Parameter

Wintertime melt
cases (Chapter 4)

Cloud
microphysics
(Chapter 5)

Hindcast
(Chapter 6)

Resolution of driving

N512 (~27 km at

N768 (~17 km at

N768 (~17 km at

global model mid-latitudes) mid-latitudes) mid-latitudes)

Forcing data Archived Met Archived Met ERA-Interim
Office operational  Office operational  reanalysis
analysis analysis

Number and resolution

of limited area nests 1. 4.4 km and 1. 1.5 km 1. 4.0 km
2. 1.5km

Finest horizontal 1.5 km 1.5 km 4.0 km

resolution

Number of grid points 400 x 400 400 x 400 220 x 220

in finest nest

Time step of nest 60 s 60 s 100 s

Variable: see Table
5.1, Chapter 5.

Model
parameterisations used

Optimised settings
developed in
Chapter 5 (see
Table 5.1, Chapter
5).

11.1

Default settings

10.4 10.8
(single-moment),

11.1 (CASIM)

Model version

A summary and comparison of the model set-ups used in each chapter is given in Table

3.2

3.2.3 Updated orography dataset

By default, the MetUM takes information about coastlines (land-sea mask) and orography
from the GLOBE dataset, which contains data about the Antarctic Peninsula collected in
1993 (Hastings and Dunbar, 1999). These data are averaged from their native 30 arc-second
(~1 km) resolution to 1 arc-minute resolution for use in the global model, which are then
downscaled to the regional nest. This makes the dataset relatively low resolution, particularly
for simulating topographically-driven features such as foehn winds. Additionally, the default

land-sea mask is outdated and includes the now-collapsed Larsen A and B ice shelves.
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from new LSM to new LSM
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Figure 3.5.: Difference between default and updated surface elevation (orography) and land-sea mask
(LSM) files used in MetUM runs. The default orography and land-sea mask are based on
the 1 km resolution GLOBE dataset (Hastings and Dunbar, 1999). The updated land-sea
mask is derived from the SCAR Antarctic Digital Database, and updated orography is
based on the Ohio State University RAMP 200 m digital elevation model (Liu, 1999),
produced by Tony Phillips at BAS. Blue colours indicate where land is removed from the
updated land-sea-mask compared to the default, and where surface elevation is lower
than in the default, while red colours indicate the opposite.

Updated orography and land-sea mask files were consequently generated for use in the
thesis by Tony Phillips at BAS. The land-sea mask is based on the SCAR Antarctic Digital
Database coastline, version 7.0 (released January 2016 and available at https://www.add.scar.org/).
The orography file is based on the Ohio State University RAMP 200 m resolution Antarctic

digital elevation model (Liu, 1999), and is converted for use in the MetUM by interpolating
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the dataset onto each model domain used in the thesis (the 4.4 km domain used in Chapter 4,
the 1.5 km domain used in Chapters 4 and 5, and the 4.0 km domain used in Chapter 6) and
applying smoothing as follows. Firstly, unsmoothed orography was created by calculating for
each model grid box a mean of all heights in the corresponding region in the digital elevation
model. The smoothed orography was created by applying a 2D 1-2-1 filter with convolution
and setting all points not classified as land in the new mask to a height of 0 m. The differences
in orography and land-sea mask between the standard MetUM files and the updated data used

are shown in Figure 3.5.

3.2.4 Important parameterisation schemes

The following sections summarise important parameterisation schemes used in the MetUM.

The radiation scheme is built on code from SOCRATES (Suite of Community RAdiative
Transfer codes) and is based on Edwards and Slingo (1996). It computes gaseous absorption
of SW and LW radiation in six and nine bands, respectively, and includes absorption by
water vapour, ozone, oxygen and carbon dioxide. Absorption and scattering by aerosols such
as sea salt, mineral dust and black carbon is calculated using climatological or prognostic
aerosol concentrations. Aerosol concentrations are also used to calculate cloud droplet number
concentration after Jones et al. (1994; 2001) and cloud droplets are parameterised using
“thick averaging” described in (Edwards and Slingo, 1996), with Padé fits used to parameterise
variations in droplet effective radius with droplet number concentration. Ice is parameterised
according to Edwards et al. (2007) and Baran et al. (2014).

The boundary layer scheme parameterises turbulent motions that occur at a finer scale
than can be explicitly resolved using a 3D smagorinsky-type scheme, and uses the formulation
of Lock et al. (2000), with modifications documented in Lock (2001) and Brown et al.
(2008). Adiabatically conserved heat and moisture variables as well as momentum and
tracers are mixed in a first-order turbulence closure scheme (Walters et al., 2017). Unstable
boundary layers are parameterised using two types of diffusion coefficients: one for turbulence
originating from the surface (surface heating, wind shear) and another for cloud-top driven
turbulence (evaporative or radiative cooling) (Walters et al., 2017). Stable boundary layers
are parameterised using the scheme of Brown et al. (2008). Turbulent fluxes (above the
surface) are computed from local conditions with an eddy diffusivity method, which are
proportional to mixing length, vertical wind shear, and local stability. Stability is diagnosed
using a Richardson number-dependent stability function, and several options are available

which produce varying amounts of mixing (Lock, 2011). Mixing length is proportional to the
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surface roughness length, which for snow-covered land and sea ice is prescribed as 5 x 10* m
(Orr et al., 2014).

The purpose of the large scale cloud scheme is to calculate the amount of condensation
that occurs at each model timestep, and to diagnose the ice, liquid and mixed-phase cloud
fractions (that is, the fraction of the gridbox occupied by ice, liquid or mixed-phase cloud)
for use by the radiation and precipitation (microphysics) schemes. This is done by assuming
instantaneous condensation and by parameterising sub-grid scale variations in moisture and
temperature using a probability distribution function. Two variants are available in the MetUM:
the diagnostic scheme based on Smith (1990a) and PC2 (Wilson et al., 2008). These are
described in turn.

The diagnostic scheme is based on Smith (1990a). It calculates sub-grid scale variations
in liquid condensate, s, by assuming a symmetric triangular probability distribution function
representing the within-gridbox deviation of liquid condensate fractions from the gridbox
mean. The parameterisation also relies on diagnosing a critical relative humidity, RH,,;, at
which condensation occurs. RH,,.;; profiles are prescribed such that condensation is permitted
when gridbox mean relative humidity is less than 100% to capture the effect of local, sub-grid
scale variations in humidity that can produce condensation in smaller pockets. This enables the
scheme to compute vapour mass mixing ratios and liquid cloud fractions assuming knowledge
only of total condensate, relative humidity and temperature, and means that it takes into
account spatial heterogeneity within a gridbox. Ice cloud fraction is parameterised in the
scheme in an analagous way to the liquid fraction. The total and mixed-phase cloud fractions

are calculated assuming minimal overlap between ice and liquid.

The prognostic cloud, prognostic condensate (PC2) scheme (Wilson et al., 2008) prognostically

computes ice, liquid and mixed-phase cloud fractions and advects these in space and time
by calculating sources and sinks of condensate. Like the Smith (1990a) scheme it calculates
sub-grid scale variations in liquid condensate by assuming a probability density function of s.
However, in PC2, cloud fractions are updated incrementally to include the effect of individual
processes that can act as sources or sinks of condensate, such that each scheme (convection,
radiation, boundary layer, precipitation etc.) produces an effect on cloud fractions. In further
contrast to the Smith (1990a) scheme, the autoconversion process in the microphysics scheme
does not influence liquid cloud fractions, which in practice means that extensive, optically
thin liquid clouds with high liquid cloud fraction but low liquid water contents can persist. An
advantage of this method is that individual process contributions can be extracted, and cloud

may be advected, permitting more realistic simulation of cloud evolution.
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The large-scale precipitation (microphysics) scheme, calculates process rates that increase
or decrease cloud ice, liquid and water vapour. Two schemes are used in this thesis: the
default single-moment scheme based on Wilson and Ballard (1999), which simulates particle
mass only, and the newly developed multi-moment scheme, which simulates mass and number
concentrations. Both are described in turn.

The default large-scale precipitation formulation is a physically-based, single moment
microphysics scheme based on Wilson and Ballard (1999), with modifications. It represents
four phases of water: water vapour, cloud water, rain droplets and snow (encompassing all ice
in the gridbox). Cloud liquid is produced by condensation and its sinks are autoconversion
to precipitation, loss via settling, and conversion to ice via deposition and riming. Rain is
produced by autoconversion, melting of ice, and accretion, and lost by evaporation or ice
growth. Rain droplet sedimentation can increase or decrease rain mass mixing ratios as rain
descends through model levels. Sedimentation acts similarly on ice, which is produced via
depositional growth, riming or capture of rain, and lost by sublimation and melting (Field
et al., 2014).

The scheme represents only the first moment of the hydrometeor size distribution, mass,
so cloud droplet number concentrations (the number of activated cloud nuclei) are prescribed.

3 over open water and 300 cm 2 over land (including ice

This value is set to 100 cm ~
shelves). Whilst these assumed values of cloud droplet number concentrations are unrealistic
over Antarctic ice shelves, initial sensitivity tests (not shown) revealed that the choice of
values had a negligible effect on the quality of simulations. The particle size distribution of
rain drops is parameterised as in Abel and Boutle (2012), with fall velocities parameterised
using Abel and Shipway (2007). For ice aggregates, a generic size distribution is used where
ice number concentration is calculated using the relation between ice water content and
temperature given in Field et al. (2005) and Field et al. (2005). The Hallett-Mossop secondary
ice formation process is switched off because the model frequently over-estimates ice water
contents as described in Chapter 2.

The newly developed Cloud AeroSol Interaction Microphysics scheme (CASIM) (Shipway
and Hill, 2012; Hill et al., 2015; Grosvenor et al., 2017) is a multi-moment microphysical
parameterisation scheme with five hydrometeor classes that permits one- or two-way cloud-
aerosol interactions. The size distribution of each class is described with a gamma distribution,
and CASIM calculates prognostic mass mixing ratios and number concentrations (Miltenberger
et al., 2018). Fixed density, mass-diameter and fall speed relationships are assumed. Details

of the parameterisation of the various microphysical processes described by CASIM can be

Chapter 3 Data and methods



found in Miltenberger et al. (2018) and Grosvenor et al. (2017). In the configuration used
in Chapter 5, two soluble modes of aerosol - accumulation mode aerosol and coarse dust -
are represented, with one-way coupling between cloud and aerosol, meaning that the cloud
field is forced by aerosol, but that cloud development does not deplete aerosols during the
simulation. Mass mixing ratios and number concentrations of accumulation mode aerosol
are prescribed as 4.56 x 1072 kg kg~! and 3.8 x 10® kg~ !, respectively, whereas the coarse
aerosol mode is prescribed as a profile that varies with height. The Abdul-Razzak and Ghan
(2000) droplet activation scheme is used, and several ice nucleation schemes are available:
some of these are tested and documented in Chapter 5. The convection parameterisation is
switched off in Chapter 5 because the LAM is sufficiently high resolution to resolve convective
systems.

The MetUM configurations in this thesis use the Met Office Surface Exchange Scheme
(MOSES-II) (Cox et al., 1999; Essery et al., 2001; Essery et al., 2003) because the newer, more
sophisticated JULES land surface scheme (Best et al., 2011) has not been widely tested or
tuned for Antarctica. When configured to run with a single-layer snowpack, JULES defaults
to MOSES-II settings. The scheme calculates the surface radiative, turbulent and ground
heat fluxes (i.e. the SEB) and surface temperature interactively by specifying land types and
parameters (Cox et al., 1999). In Antarctica, a single-layer snowpack is represented. Water is
not allowed to penetrate into the subsurface, and all runs off the surface, with no refreezing.
Over snow-covered surfaces, the only surface processes considered are sublimation, snowfall,
snowmelt and surface runoff. This means the moisture flux from snow-covered surfaces comes
exclusively from the sublimation of lying snow.

Surface net radiation (R,,.;) is parameterised using direct and diffuse albedos for each
gridbox in the SW and LW bands (Essery et al., 2003). SW; and LW is calculated by the
radiation scheme as described above, and fed into the surface scheme. The albedo («) of
snow-covered surfaces is permitted to evolve as the snow ages according to the spectral albedo
model of Wiscombe and Warren (1980). The absorption of SW| and LW, is related to surface

temperature (Tg) and summed over ¢ SW bands, making R,,.; equal to:

Rpet =Y _i(1—)SWy; + SW,; — 0T§ (3.6)

where ¢ is the Stefan-Boltzmann constant.
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Turbulent fluxes are parameterised using the bulk aerodynamic formulae, with sensible

heat flux defined as:

C
Hs = p—2{Ts = T1 — gzl} (3.7)
a P

and latent heat flux defined as:

Hp = 1/Jr£qsat(Ts,ps) - q (3.8)

where g is the acceleration due to gravity, C, is the specific heat capacity of air, 71 and
¢1 are the atmospheric temperature and specific humidity at height z; above the surface,
respectively, r, is the aerodynamic resistance (which depends on roughness length, prescribed
as 1.0 X 10~* m for ice, wind speed and atmospheric stability), p is the surface air density, T's
is the surface temperature, 1 is a factor set to 1 for saturated surfaces including snow, and
gsat(Ts, ps) is the saturation specific humidity at temperature 7's and pressure pg.

The conductive flux, G g, from the surface into the (in this case single) sub-surface layer is

parameterised as:

2
- Azg

Gs (Ts — Toup) (3.9)

where Azg is the layer thickness, ) is the thermal conductivity (assumed to be 0.265 W m~!
K~1) and Ts and T, are the temperatures of the surface and underlying layer, respectively.

The surface temperature, T’ is a diagnostic with the form:

GgAzg

TS = Tsub + 2\

(3.10)

The energy balance of the surface is calculated as in Equation 3.3, such that any residual
energy (Fy,; > 0) is available for melting. When there is snow, melt occurs whenever T's or
Tsup > 0. Enough melting must occur such that the Equation 3.3 is satisfied for T,;, = Ts and
other surface fluxes are adjusted accordingly.

This chapter has summarised the data and methods used throughout the thesis, including
surface AWS and airborne microphysics observations and detailed the configuration and
parameterisations used in the MetUM. The next chapter presents results of wintertime case

studies of foehn events identified from AWS data, and simulated with the MetUM.
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The influence of foehn winds on

surface melting over Larsen C in

non-summer seasons

Parts of the work on which this chapter is based have been published in: Kuipers Munneke,
P., Luckman, A. J., Bevan, S. L., Gilbert, E., Smeets, C. J. P. P., Van Den Broeke, M. R.,
Wang, W., Zender, C., Hubbard, B., Ashmore, D., Orr, A., King, J. C. (2018). "Intense
winter surface melt on an Antarctic ice shelf." Geophysical Research Letters, 45, 7615-7623.
https://doi.org/10.1029/2018GL077899, doi: https://doi.org/10.1029/2018GL077899 (reproduced
in Appendix A).

My contribution to this paper was the modelling work, and figures 3 ¢) and d). Elements

of this chapter that have been previously published are indicated.

4.1 Introduction

4.1.1 Aims and objectives

This chapter investigates the role of foehn winds in driving surface melting over Larsen C
in non-summertime conditions (hereafter referred to as "wintertime melt" for convenience).
It aims to determine whether foehn events have an effect on the SEB and surface melting
by examining observations from AWS 18 and simulations with the MetUM during two case
studies when foehn were suspected in Cabinet Inlet. As described in Chapter 3, AWS 18 is
located at the foot of the peninsula mountains, adjacent to the Larsen C ice shelf (see Figure
3.1). The signatures of foehn events are strongest nearest the steep terrain that generates
them, which also causes more frequent meltwater ponding here (Luckman et al., 2014), hence
Cabinet Inlet is an appropriate location at which to study foehn-induced melt.

The two case studies identified are 9-13 May 2016 (CS1) and 25-30 May 2016 (CS2).
CS2 is evaluated in Kuipers Munneke et al. (2018) and both cases were selected because they
were associated with considerable temperature and wind speed increases and large decreases
in relative humidity. These wintertime foehn tend to be intense, yet short-lived compared
to summertime events (Kuipers Munneke et al., 2018). The MetUM was run as described in

Chapter 3 for both case studies. Both were simulated at 4.4 and 1.5 km resolution as outlined

43


https://doi.org/10.1029/2018GL077899

44

in Table 3.2. For clarity, throughout the majority of this chapter, only results from the 1.5 km

domain will be presented, except where comparison with 4.4 km results is informative.

4.1.2 Research questions
The influence of foehn winds on the SEB of Larsen C during CS1 and CS2 are examined by

answering the following research questions:

1. Do foehn events occur on Larsen C during winter?
2. What is the effect of wintertime foehn on the SEB of Larsen C?

3. Do wintertime foehn events cause melting on Larsen C?

4.1.3 Novelty of research

As described in Chapter 2, foehn-related melt events have been documented in summer
on Larsen C (Flvidge et al., 2015; Elvidge et al., 2016; Cape et al., 2015; King et al., 2017),
supported by an array of observational data (for example from aircraft, modelling, radiosondes
and AWS data). However, until 2018 there had been no definitive demonstration that foehn-
driven surface melting also occurs during other seasons. This chapter builds on contributions
to Kuipers Munneke et al. (2018), which showed for the first time that foehn-driven surface
melt is occurring during winter on the Larsen C ice shelf. This has subsequently also been
demonstrated by Datta et al. (2019) and Elvidge et al. (2020). This chapter will add to work
published in Kuipers Munneke et al. (2018) by examining the effect of foehn on the SEB, and
hence on melting, in detail. This has not yet been done for Larsen C during non-summer
seasons, and exploring this connection is important to better understand the processes that
connect atmospheric phenomena with the observed glaciological changes described in Chapter

2.

4.2 Research question 1: Do foehn events occur on

Larsen C during winter?

First, it must be established whether foehn occurs during winter. As described in Chapter 2,
leeside foehn conditions can occur when upstream h, defined as in Equation 2.1, exceeds 1. In
both CS1 and CS2, / derived from 4.4 km model output suggests that such conditions prevail
(h = 1.89 and 1.61 for CS1 and CS2, respectively). Non-linear effects such as foehn events,
wave breaking and hydraulic jumps occur when / > 1 (Elvidge et al., 2016), suggesting that

these conditions could establish a non-linear leeside foehn response during both cases.
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4.2.1 Synoptic conditions

As described in Chapter 2, foehn events on Larsen C are generated by synoptic conditions
favourable to their development, i.e. cross-peninsula (westerly) flow. Mean atmospheric
circulation at 750 hPa at the start of CS1 and CS2 from ERA-5 reanalysis is shown in Figure
4.1a and b, respectively, and shows that synoptic flow is broadly cross-peninsula over Larsen C
in both cases. Lower pressure east of the Antarctic Peninsula is shown in both cases, although
the low pressure centre in the Weddell Sea in CS2 is deeper. A ridge of high pressure extends
along the peninsula mountains in CS1, and to some extent in CS2, generating flow with
a large westerly component. The approximately zonal flow at 750 hPa and upwind & > 1
suggests that low-level flow blocking occurs during both cases, and that foehn is generated by

the isentropic drawdown mechanism outlined in Chapter 2.

60°S

64°S

68°S

49°W 81°W 65°W 49°07 >
HES
30 ~10 10

1.5 m air temperature (°C)

Figure 4.1.: Synoptic conditions over the Antarctic Peninsula at the onset of foehn conditions: a)
12:00 UTC on 9 May and b) 12:00 UTC on 25 May, derived from ERA-5 reanalysis at 31
km grid spacing. Colour contours show 1.5 m temperature in degrees celsius, unfilled
contours show mean sea level pressure and overlaid vectors show 750 hPa winds in m
s~'. A 10 m s~ ! scale vector is included at top left for reference.

4.2.2 Surface conditions
The classical fingerprint of foehn (warm, dry, windy conditions) can be seen in the surface
meteorological observations from AWS 18 during CS1 and CS2 (Figures 4.2 and 4.3). The time

series shown in Figures 4.2 and 4.3 show the signature of foehn beginning on both 9 May and

4.2 Research question 1: Do foehn events occur on Larsen C during winter?
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25 May, i.e. an abrupt rise in temperature and wind speed with a concurrent drop in relative
humidity. Considerable temperature rise is observed at Cabinet Inlet during both foehn events:
2 m air temperatures (7,;,.) peak at 10°C and 14°C in Cabinet Inlet on the 9 (Figure 4.2) and
26 May (Figure 4.3), respectively. These temperatures represent a significant departure from
temperatures usually observed over Larsen C during winter, which for March-May are around
-20°C at AWS 14 and 15, both located closer to the edge of Larsen C (Kuipers Munneke et al.,
2012). The 4.4 km and 1.5 km model output are almost indistinguishable, so the analysis
in this section will focus on the 1.5 km results only. Modelled 7,;, rises across the whole ice
shelf at the height of both cases, as shown in Figure 4.4. The surface temperature (7’) rises
abruptly to the melting point as 7, peaks, and does not fall below 0°C for most of the event
(Figures 4.2 and 4.3). If E;, is positive during the same time period, this will cause melt,
according to Equation 3.4. Relative humidity falls by 40-50% in both cases, from fairly typical
values of ~98% (Kuipers Munneke et al., 2012) to minima of ~40% and ~30% in CS1 and
CS2, respectively. Wind speeds peak at approximately 20 m s~! in both cases. Typical values
at AWS 14 and 15 are 4 m s~! during March-May (Kuipers Munneke et al., 2012), so this
represents a significant increase. However, Cabinet Inlet might be expected to experience
higher winds due to its location near the complex topography of the peninsula mountains,
which can channel air and contribute to elevated wind speeds as described in Elvidge et al.
(2015). This evaluation of observed time series supports the hypothesis that foehn events take
place during winter.

Differences between the cases are evident, for instance CS2 is more intense than CS1. This
may be because upstream flow is stronger at the start of CS2, which is indicated by the smaller
h reported in section 4.2.1. ERA-5 analysis shows that T,;,. in Cabinet Inlet at the start of
CS1 is warmer than at the start of CS2, and an area of warmer temperatures extends further
south in CS1 from Cabinet Inlet across the Larsen C ice shelf (Figure 4.4). CS1 also appears to
show two separate foehn events: the main event examined lasts from 9 May until 14 May, but
another begins on 15 May. This is seen in the time series, where on 13 May relative humidity
and temperatures (wind speeds) increase (die down), and then drop (pick up) again on 15

May (Figure 4.2).
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Figure 4.4.: Modelled near-surface conditions shortly after the onset of foehn conditions in a) CS1 at
12:00 UTC on 10 May and b) CS2 at 00:00 UTC on 26 May from the 1.5 km resolution
model domain. Filled contours show 1.5 m air temperatures, while vectors indicate 10 m
wind speeds. A scale vector of 20 m s~ is shown top centre for reference.

Figures 4.2 and 4.3 show that the signature of foehn are modelled reasonably accurately,
but that there are some disparities in the magnitude and timing of changes. Figure 4.4 shows
a spatial snapshot of surface conditions at the onset of foehn, at 12:00 UTC on 10 May and
00:00 UTC on 26 May respectively, for CS1 and CS2. During both cases, simulated Ty, rises
above 0°C in the immediate lee of the mountains, and Tg reaches 0°C across much of the ice
shelf. Modelled wind speeds are highest closest to steep terrain, consistent with the occurrence
of foehn. In both cases, the extent and precise location of simulated warming differs, which
could be due to differences in the MetUM’s representation of foehn dynamics, wind direction
or boundary layer stability. Models struggle to represent stable boundary layers, which develop
frequently in winter.

Although overall the MetUM represents surface meteorological variables well, some biases
are still evident. Table 4.1 and panels a — d in Figures 4.5 and 4.6 show correlations between
observed and modelled surface meteorology during CS1 and CS2, respectively. Modelled T,

and Tg are both negatively biased, while relative humidity and wind speed are positively

Chapter 4 The influence of foehn winds on surface melting over Larsen C in non-summer seasons



biased. The root mean square errors (RMSE) of the time series of modelled surface variables
for CS1 and CS2 are shown in Table 4.1.

Table 4.1 shows that the cold bias and RMSE is larger for T,;,. than Tg. The RMSE of air
(surface) temperature is 4.4°C (3.3°C), respectively, during CS1 and 6.9°C (4.8°C) during CS2.
Model biases are larger in CS1 than CS2, which may be because CS1 is less intense. Figures
4.2 and 4.3 show that the MetUM under-estimates the maximum temperatures reached during
both events by several degrees, and misses the smaller peak in temperatures observed on
May 23-24 (CS2). This bias could result from several things. Firstly, the vertical structure of
the atmosphere may not be modelled accurately. If the potential temperature of air sourced
from higher altitudes during the foehn event is not warm enough, this will create a cold bias
at the surface once it is adiabatically compressed and warmed as it descends down the lee
slope. Secondly, over-estimated wind speeds may also push too much warm foehn air out
over the ice shelf and away from Cabinet Inlet, contributing to the cold bias. Lastly, if the
modelled boundary layer is too stable or too deep, the MetUM could struggle to represent the
magnitude of temperature changes associated with foehn, which would influence the biases
shown in Table 4.1. If the stable boundary layer does not erode correctly with time, warm
temperatures may not penetrate to the surface and produce a surface effect, despite foehn
occurring dynamically at higher levels. This process is described in Orr et al. (2008).

Relative humidity is also over-estimated by approximately 5-15% in the model compared
with the observations, which suggests that the model under-estimates the intense drying
associated with extreme wintertime foehn events such as these. However, this is because the
simulated air temperature is too low, which means the air is more saturated with water vapour.
This is illustrated in panels a and c of Figures 4.2 and 4.3, where the bias in relative humidity
is highest when the bias in air temperature is highest and can be demonstrated using the
Clausius Clapeyron equation’.

Wind speed is over-estimated relative to observations in both cases. The model particularly
over-estimates winds during strong wind periods, such as those seen on 11 and 12 May (CS1)
and 26-28 May (CS2). The RMSE of wind speed is highest during CS2 at 1.5 km resolution

when the correlation between observed and modelled values is also lowest. However, given

!The Clausius-Clapeyron equation takes the form Ln(es/6.11) = (L./R,)(1/Tp)-(1/T), where L, is the latent
heat of vaporisation, 2.453 x 10° J kg™, R, is the gas constant for dry air, 461 J kg~ and Ty is a reference
temperature, taken to be 0°C or 273.15 K. For example, at the onset of CS2, modelled T, ~ 4.0°C and RH
~ 70.9%, making e/es ~ 5.75/8.11 hPa. At the observed T, ~ 8.4°C and RH ~ 52%, e/e; ~ 5.65/10.89
hPa. The approximate equivalence of e between model and observations demonstrates that the model correctly
simulates the absolute quantity of atmospheric water vapour, and that temperature biases are responsible for
the RH bias.
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the complex orography in this region, which can be extraordinarily difficult to represent in a
model (King et al., 2017), wind speeds are reproduced very closely.

Of the four surface variables considered, relative humidity is simulated best, particularly in
CS1. However, minimum relative humidity is often over-estimated, especially in CS2, when
observed relative falls to 32.1%, whereas the modelled low is 45.8%. However, the mean bias
is around 10% during both cases, and RMSE is < 25%. The statistics are poorer during CS2
because the model simulates the onset of foehn slightly too early, and because the temperature

bias is more extreme during CS2.

4.2.3 Model representation of atmospheric vertical structure during

foehn

The vertical structure of the atmosphere during the cases provides further evidence that
foehn is occurring. Figure 4.7 shows a longitudinal cross-section through the peninsula during
the peak of CS2. A similar structure is observed during CS1 (not shown). Cross-peninsula
airflow causes high wind speeds and warm near-surface air temperatures in the lee of the
mountains, consistent with the signature of foehn recorded at the surface and reproduced in
model output (Figure 4.3). Enhanced downslope winds associated with the event are evident
in Figure 4.7, accompanied by the drawdown of potentially warmer air from higher altitudes.
This suggests that foehn is generated by the isentropic drawdown mechanism, described in
Chapter 2. This warm air causes near-surface temperatures to rise above freezing across much
of Larsen C (Figure 4.4). This is confirmed in the observations from Cabinet Inlet.

The vertical structures of the cases support the conclusion that CS2 is more extreme than
CS1. Higher downslope wind speeds are observed during CS2, consistent with higher surface
winds and warmer air temperatures at Cabinet Inlet shown in Figure 4.3.

The representation of the vertical structure of foehn events is important to understand the
sources and mechanisms that generate surface conditions. Improved spatial resolution may
therefore enhance the interpretation of plots like Figure 4.7. The next section will examine

the effect of altering the model set-up on the representation of foehn.

Chapter 4 The influence of foehn winds on surface melting over Larsen C in non-summer seasons
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Figure 4.5.: Scatterplots of observed vs. modelled (1.5 km resolution) surface variables at the Cabinet
Inlet AWS during CS1. Correlations (r values) are given in the top right hand corner of
each panel: bold values indicate statistical significance at the 99% level. The dashed
line in each plot indicates perfect agreement between model and observations. Panels
a — d show surface meteorological variables: surface temperature, Ts; near-surface air
temperature, Ty;,; relative humidity; and wind speed; and panels e — h show SEB terms:
downwelling longwave, LW, ; downwelling shortwave, SW,; net radiative, R,.; and
melt, E,,.i:, fluxes.
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Figure 4.6.: Scatterplots of observed vs. modelled surface variables at the Cabinet Inlet AWS during
CS2, with details as in Figure 4.5.
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Table 4.1.:

Observed and modelled means, plus biases, percent root mean square error ("% RMSE")

and correlation coefficients ("Correlation (r)") during both cases at 1.5 km resolution
for surface variables: surface temperature, Tg (°C); near-surface air temperature, T;,
(°C); relative humidity, RH (%); wind speed, FF (m s~!); and fluxes of downwelling and
upwelling shortwave and longwave SW, SW;, LW, and LW, respectively; net shortwave,
SW.,..;; net longwave, IW,,.;; sensible heat, Hg; latent heat, Hy ; total energy, E;,;; melt
energy, E,,.;; and melt energy with observed Tg prescribed, E,,cit, forced, all measured in

Wm2.

Observed mean Model mean Bias % RMSE Correlation (r)

CS1 CS2 CS1 CS2 CS1 CS2 CS1 CS2 CS1 CS2
Ts -4.49 -4.15 -6.24 -6.29 -1.74 -2.14 -73% 116% 0.91 0.85
Toir 1.14 1.89 -2.19 -2.27 -3.33 -4.16 384% 363% 0.93 0.80
RH 65.47% 62.94% 76.83% 70.72% 11.35% 7.78% 22% 24% 0.85 0.69
FF 4.63 6.13 8.57 12.72 3.94 6.59 115% 136.% 0.79 0.68
SW, 7.95 2.48 7.59 1.59 -0.36 -0.89 96% 138% 0.90 0.94
SWy -7.44 -2.34 6.04 -1.20 1.14 -1.40 166% 102% 0.90 0.94
SWihet 0.51 0.14 1.55 0.39 1.04 0.25 516% 596% 0.89 0.89
Lw, 267.28 273.71 253.95 252.36 -13.33 <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>