Abstract—Recognizing RGB images from RGB-D data is a promising application, which significantly reduces the cost while can still retain high recognition rates. However, existing methods still suffer from the domain shifting problem due to conventional surveillance cameras and depth sensors are using different mechanisms. In this paper, we aim to simultaneously solve the above two challenges: 1) how to take advantage of the additional depth information in the source domain? 2) how to reduce the data distribution mismatch between the source and target domains? We propose a novel method called adaptive visual-depth embedding (aVDE), which learns the compact shared latent space between two representations of labeled RGB and depth modalities in the source domain first. Then the shared latent space can help the transfer of the depth information to the unlabeled target dataset. At last, aVDE models two separate learning strategies for domain adaptation (feature matching and instance reweighting) in a unified optimization problem, which matches features and reweights instances jointly across the shared latent space and the projected target domain for an adaptive classifier. We test our method on five pairs of data sets for object recognition and scene classification, the results of which demonstrates the effectiveness of our proposed method.
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I. INTRODUCTION

Due to the recent developments in low-cost RGB-D sensors, e.g., the Microsoft Kinect, using additional depth information to boost the performance of recognition and classification tasks has received an increasing interest through out the computer vision community [1]–[3]. Particularly, the problem of recognizing RGB images captured by conventional surveillance cameras through leveraging a set of labeled RGB-D data has been presented in [4]–[6]. This new task is considered as an unsupervised domain adaptation (UDA) problem, which aims to take advantage of the additional depth information in the source domain and reduce the data distribution mismatch between the source and target domains simultaneously.

The training data in UDA consists of labeled RGB-D source data and unlabeled RGB target examples [7]. It is different from traditional classification problems which often assume that the labeled training data comes from the same distribution as that of the test data. In realistic scenarios, the source and target domains follow different distributions, especially when images are acquired from different cameras, or in various conditions. The classifier which is trained on the previous dataset would fail to classify the following dataset correctly without adaptation.

To this end, there are two challenges in our task: 1) How to address the domain shifting problem between the source and target domains? 2) How to effectively explore the additional depth information to boost the performance further? A very fruitful line of work has been focusing on solving domain adaptation problem, where labeled target data is not needed, yielding excellent results [8]–[10]. However, none of them can incorporate depth information. On the other hand, many methods using the additional depth information have been proposed for classification tasks as well [11], [12]. However, these methods take the unrealistic assumption that the training and testing data are from the same domain.
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In this paper, we aim to solve above two challenges simultaneously by a novel RGB-D UDA method, referred to as adaptive Visual-Depth Embedding (aVDE). The motivation behind our aVDE is as follows: depth images contain useful discriminative information, which shows a different feature distribution compared to the corresponding RGB image domain. To enhance the discriminative capability of the original learning system, joint learning is considered through combining depth information and RGB data into one model. The pipeline of our idea is described in Fig. 1. In the visual-depth embedding step, we capture the shared latent bases and individual subspaces between two representations of labeled RGB and depth modalities in the source domain first. We utilize the advantages of Nonnegative Matrix Factorization (NMF) [13]–[15] for the discovery of the shared components between RGB and depth images. In addition, since NMF cannot discover the intrinsic geometrical and discriminating structure of the data space, to preserve as much of the significant structure of the original RGB-D data as possible, we solve this problem from the probability distribution perspective, i.e., to minimize the Jensen-Shannon divergence (JSD) between the probability distributions in RGB and depth spaces. Then we transfer the knowledge of depth information to the target dataset through an orthogonal projection to align the data in the shared latent feature space with the target domain. In the adaptive embedding step, we minimize the nonparametric Maximum Mean Discrepancy (MMD) in an infinite dimensional reproducing kernel Hilbert space (RKHS) [16] for feature matching, and minimize the $l^2_1$-norm structured sparsity penalty [17] on the shared latent space instances for instance reweighting. We match features and reweight instances jointly across the shared latent space and the projected target domain in a principled dimensionality reduction procedure for an adaptive classifier. Feature matching can discover a shared feature representation through the combination of the distribution difference reduction and the important properties of input data preservation (see Fig. 2 (c) (d)). However, when the domain difference is substantially large, some shared latent space instances are still not relevant to the projected target instances even in the feature-matching subspace. Therefore, we introduce instance reweighting which can minimize the distribution difference through reweighting the shared latent data (see Fig. 2 (e)). Comprehensive experiments for object recognition and scene classification on five pairs of real-world datasets show that our aVDE can significantly outperform state-of-the-art methods.

To summarize, our main contributions are:

i) We propose a novel UDA method which can effectively leverage depth information to recognize RGB images. The target domain does not contain the additional depth information.

ii) aVDE can learn compact shared space uncovering the latent semantics and simultaneously preserve the joint probability distribution of data in the source domain, then transfers the knowledge of depth information to the target dataset.

iii) Through matching features and reweighting instances jointly across domains, a bridge between the shared latent space and the projected target domain can be built.

The rest of this paper is organized in the following way. Section 2 reviews related work on domain adaptation. In Section 3, the proposed adaptive Visual-Depth Embedding method is illustrated. The experimental setup, results and analysis on aVDE for several domain adaptation based vision tasks are shown in Section 4. Finally, the conclusion is given in Section 5.

II. RELATED WORK

In the literature, only a few work focus on recognizing RGB images from RGB-D data. Our algorithm is mostly related to the methods in [5] and [6]. Reference [6] which uses cross-domain dictionary learning over both RGB and depth images in the training step and then spanned the intra-class diversities to maximize the inter-class distances while minimizing the intra-class distances. Since some labels in the test domain are used, it is a semi-supervised domain adaptation problem. In contrast, our domain adaption is completely unsupervised, just like Multi-view to single-view (DA_M2S) adaptation [5] attempts to seek an optimal projection matrix to map samples from two different domains into a common feature space, in which no label of the test domain is used.

Our work is also related to unsupervised domain adaptation methods. Transfer Component Analysis (TCA) [18] tries to learn some transfer components across domains in a Reproducing Kernel Hilbert Space (RKHS) through Maximum Mean Discrepancy (MMD), which only takes advantage of feature matching but ignores the advantages of instance reweighting. Sampling Geodesic Flow (SGF) [19] creates intermediate representations of data between two domains through viewing the generative subspaces created from these domains as
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III. ADAPTIVE VISUAL-DEPTH EMBEDDING

A. Notations

In this paper, we denote a vector by a lowercase letter in bold. The transpose of a vector or a matrix is denoted by the superscript \( T \). We define \( I \) as an identity matrix. Besides, Table I shows the list of frequently used notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_A, D_T )</td>
<td>Source/target domain</td>
<td>( P_{D_A} )</td>
<td>Projected target domain</td>
</tr>
<tr>
<td>( A, B )</td>
<td>RGB/depth modality</td>
<td>( X )</td>
<td>Input data matrix</td>
</tr>
<tr>
<td>( V )</td>
<td>Shared data space</td>
<td>( K )</td>
<td>Kernel matrix</td>
</tr>
<tr>
<td>( P_A, P_B )</td>
<td>Probability distributions</td>
<td>( M )</td>
<td>Adaptation matrix</td>
</tr>
<tr>
<td>( P )</td>
<td>Orthogonal projection</td>
<td>( \Delta )</td>
<td>MMD matrix</td>
</tr>
<tr>
<td>( A )</td>
<td>Connection matrix</td>
<td>( G )</td>
<td>Diagonal sub-gradient matrix</td>
</tr>
<tr>
<td>( D )</td>
<td>Number of bases</td>
<td>( k )</td>
<td>Subspace bases</td>
</tr>
<tr>
<td>( \eta, \mu )</td>
<td>Regularization parameter</td>
<td>( \ell )</td>
<td>Subspace embedding</td>
</tr>
</tbody>
</table>

B. Shared Component Problem Formulation

We use \( A \) and \( B \) to define the two modalities in the source domain \( D_A \) with dimensions and sample sizes \( M_1 \times N_1 \) and \( M_2 \times N_2 \) respectively: \( A = [a_1, \ldots, a_{N_1}] \in \mathbb{R}^{M_1 \times N_1} \) and \( B = [b_1, \ldots, b_{N_2}] \in \mathbb{R}^{M_2 \times N_2} \). NMF is used to find two nonnegative matrices from \( A: U \in \mathbb{R}^{M_1 \times D_1} \) and \( V_1 \in \mathbb{R}^{D_1 \times N_1} \) and two nonnegative matrices from \( B: W \in \mathbb{R}^{M_2 \times D_2} \) and \( V_2 \in \mathbb{R}^{D_2 \times N_2} \) with full rank whose product can approximately represent the original matrix \( A \) and \( B \), i.e., \( A \approx UV_1 \) and \( B \approx WV_2 \). In practice, we set \( D_1 < \min(M_1, N_1) \) and \( D_2 < \min(M_2, N_2) \). NMF aims to achieve the minimization of the following objective functions

\[
\mathcal{L}_{\text{NMF}}^A = \|A - UV_1\|^2, \quad \text{s.t. } U, V_1 \geq 0, \quad (1)
\]
\[
\mathcal{L}_{\text{NMF}}^B = \|B - WV_2\|^2, \quad \text{s.t. } W, V_2 \geq 0, \quad (2)
\]

where \( \| \cdot \| \) is the Frobenius norm. The matrix \( V_1 \) and \( V_2 \) obtained in NMF are regarded as the low-dimensional representations while the matrix \( U \) and \( W \) denote the basis matrices.

To learn fully shared spaces between RGB and depth modalities, the basic idea is to find suitable \( M_1 \) basis vectors for \( U \) and \( M_2 \) basis vectors for \( W \) via a shared coefficient matrix \( V \). To learn the required shared space, we jointly optimize a convex combination of two constrained least squares problems:

\[ V_1 = V_2 = V \in \mathbb{R}^{D \times N} \]. The resulted objective function is:

\[
\min_{U, W, V} \|A - UV\|^2 + \lambda \|B - WV\|^2, \quad \text{s.t. } U, W, V \geq 0, \quad (3)
\]

where parameter \( \lambda \) is given to balance the importance of the two terms. In our paper, since RGB information and depth data are assumed equally important, for simplicity, we set \( \lambda = 1 \). The training model is used to identify the latent shared bases determined via both RGB and depth data. Such jointed NMF can preserve shared components that make the model leads to a high-level representation \( V \) of the training RGB-D images in the bases space.

C. Data Distribution Divergence Reduction

NMF can learn a parts-based representation. Theoretically, it is expected that the shared data space \( V \) given by our NMF-based shared structure learning algorithm can obtain locality structure from the original data spaces \( A \) and \( B \). However, NMF cannot discover the intrinsic geometrical and discriminating structure of the data space, which is important for our recognition task. Therefore, to preserve as much of the significant structure of the original RGB-D data as possible, we hope the latent space can also balance the difference of data distribution between the RGB and depth modalities. We consider this problem from probability distribution aspect. Let \( P_A \) and \( P_B \) be the probability distributions in space \( A \) and \( B \). We aim to find the joint probability distribution in the shared space \( Q \) that can be shared by \( P_A \) and \( P_B \) as much as possible. In this paper, we simply assume RGB and depth are equally important, i.e., we hope the probability distribution \( Q \) in the latent space \( V \) can be \( Q = \frac{1}{2}(P_A + P_B) \). We can then minimize the Jensen-Shannon divergence (JSD) between \( P_A \) and \( P_B \) so.
that their structural difference can be mutually mitigated:

\[
JSD(P_A||P_B) = \frac{1}{2} KL(P_A||Q) + \frac{1}{2} KL(P_B||Q),
\]

where \( KL(\cdot||\cdot) \) estimates the Kullback-Leibler divergence between the joint probability distributions.

\( P_A \) and \( P_B \) can be denoted as point-wise from \( p_{ij}^A \) and \( p_{ij}^B \). \( Q \) can be represented as \( q_{ij} \). The pairwise similarities in the original data space \( p_{ij}^A \) and \( p_{ij}^B \) are defined as:

\[
p_{ij}^A = \exp\left(-\frac{\|a_i - a_j\|^2}{2(\sigma_A^2)}\right),
\]

\[
p_{ij}^B = \exp\left(-\frac{\|b_i - b_j\|^2}{2(\sigma_B^2)}\right),
\]

where the conditional probability \( p_{ij}^A \) means the similarity between data points \( a_i \) and \( a_j \), and \( p_{ij}^B \) means the similarity between data points \( b_i \) and \( b_j \), where \( a_i \) and \( b_i \) are picked in proportion to their probability density under a Gaussian centered at \( a_i \) and \( b_i \) respectively. \( \sigma_A \) and \( \sigma_B \) are the variances of the Gaussian distribution which is centered on data point \( a_i \) and \( b_i \) respectively. Each data point \( a_i \) or \( b_i \) makes a significant contribution to the cost function. In the shared space, using the probability distribution that is heavy tailed, the joint probabilities \( q_{ij} \) can be defined as:

\[
q_{ij} = \frac{(1 + \|v_i - v_j\|^2)^{-1}}{\sum_{k \neq l}(1 + \|v_k - v_l\|^2)^{-1}}.
\]

We set \( p_{ij}^A \), \( p_{ij}^B \) and \( q_{ij} \) to zero for only significant points needed to model pairwise similarities. Meanwhile, it has the characteristics that \( p_{ij}^A = p_{ij}^A \), \( p_{ij}^B = p_{ij}^B \) and \( q_{ij} = q_{ji} \) for \( \forall i, j \). Since the definition in Eq. (7) is an infinite mixture of Gaussians which does not have an exponential, it is much faster to evaluate the density of a point than a single Gaussian. This representation also makes the mapped points invariant to the changes in the scale for the embedded points that are far apart. Thus, the cost function based on JSD can effectively measure the significance of the data distribution.

We use \( q_{ij} \) to jointly model \( p_{ij}^A \) and \( p_{ij}^B \),

\[
JSD = \frac{1}{2} \sum_{i,j} p_{ij}^A \log p_{ij}^A - p_{ij}^A \log q_{ij} + \frac{1}{2} \sum_{i,j} p_{ij}^B \log p_{ij}^B - p_{ij}^B \log q_{ij}.
\]

Therefore, with this regularization, through combining the data structure preserving part in Eq. (8) and the shared structure technique in Eq. (3), we minimize the following objective function:

\[
\min_{U,V,W} \|A - UV\|^2 + \|B - WV\|^2 + \eta JSD,
\]

\[
s.t. U, W, V \succeq 0,
\]

where \( A \in \mathbb{R}^{M \times N}, B \in \mathbb{R}^{M \times N}, V \in \mathbb{R}^{D \times N}, A, B, U, W, V \succeq 0, U \in \mathbb{R}^{M \times D}, W \in \mathbb{R}^{M \times D}, \) and \( \eta \) controls the smoothness of the new representation.

The shared space data only from NMF-based shared structure algorithm is not effective and meaningful for real world applications. Therefore, we introduce JSD to preserve the structure of the original RGB-D data which can obtain better results.

**D. Optimization**

Let the Lagrangian of our problem be:

\[
L = \|A - UV\|^2 + \|B - WV\|^2 + \eta JSD + tr(\Phi U^T) + tr(\Theta W^T) + tr(\Psi V^T),
\]

where matrices \( \Phi, \Theta \) and \( \Psi \) are three Lagrangian multiplier matrices. In order to make the derivation clearer, \( \eta JSD \) is simply denoted as \( G \). We define two auxiliary variables \( d_{ij} \) and \( Z \) as follows:

\[
d_{ij} = \|v_i - v_j\| \quad \text{and} \quad Z = \sum_{k \neq l} (1 + d_{kl}^2)^{-1}.
\]

There is a need to note that if \( v_i \) changes, the only pairwise distances that change are \( d_{ij} \) and \( d_{ji} \). Therefore, the gradient of function \( G \) with respect to \( v_i \) can be given by

\[
\frac{\partial G}{\partial v_i} = 2 \sum_{j=1}^N \frac{\partial G}{\partial d_{ij}} (v_i - v_j).
\]

Then \( \frac{\partial G}{\partial d_{ij}} \) can be calculated by Kullback-Leibler divergence in Eq. (8):

\[
\frac{\partial G}{\partial d_{ij}} = -\eta \sum_{k \neq l} (p_{ij}^A + p_{ij}^B) \left( \frac{1}{q_{kl}Z} \frac{\partial (1 + d_{ij}^2)^{-1}}{\partial d_{ij}} - 1 \frac{\partial Z}{Z} \frac{\partial d_{ij}}{\partial d_{ij}} \right).
\]

Since \( \frac{\partial (1 + d_{ij}^2)^{-1}}{\partial d_{ij}} \) is nonzero if and only if \( k = i \) and \( l = j \), and \( \sum_{k \neq l} p_{kl} = 1 \), the gradient function can be simplified as

\[
\frac{\partial G}{\partial d_{ij}} = \eta (p_{ij}^A + p_{ij}^B - 2q_{ij})(1 + d_{ij}^2)^{-1}.
\]

Eq. (14) can be substituted into Eq. (12). Therefore, the gradient of the Kullback-Leibler divergence between \( P \) and \( Q \) is

\[
\frac{\partial G}{\partial v_i} = 2\eta \sum_{j=1}^N (p_{ij}^A + p_{ij}^B - 2q_{ij})(v_i - v_j)(1 + \|v_i - v_j\|^2)^{-1}.
\]

Since we have the gradient of \( G \) in Eq. (15), we make the gradients of \( L \) be zeros to minimize \( O_f \):

\[
\frac{\partial L}{\partial V} = 2(-U^T A + U^T UV - W^T B + W^T WV) + \frac{\partial G}{\partial V} + \Psi = 0,
\]

\[
\frac{\partial L}{\partial U} = 2(-A^T V + UV V^T) + \Phi = 0,
\]

\[
\frac{\partial L}{\partial W} = 2(-B^T W + WV V^T) + \Theta = 0.
\]

In addition, we also have KKT conditions: \( \Phi_{ij} U_{ij} = 0 \), \( \Theta_{ij} W_{ij} = 0 \) and \( \Psi_{ij} V_{ij} = 0 \), \( \forall i, j \). Then multiplying \( V_{ij} \),
**U** and **W** in the corresponding positions on both sides of Eqs. (16), (17) and (18) respectively, we obtain
\[
2(-\mathbf{U}^T \mathbf{A} + \mathbf{U}^T \mathbf{U} \mathbf{V} - \mathbf{W}^T \mathbf{B} + \mathbf{W}^T \mathbf{W} \mathbf{V}) + \frac{\partial \mathcal{G}}{\partial v_{ij}} \mathbf{V}_{ij} = 0, \\
2(-\mathbf{A} \mathbf{V}^T + \mathbf{U} \mathbf{V} \mathbf{V}^T)_{ij} \mathbf{U}_{ij} = 0, \\
2(-\mathbf{B} \mathbf{V}^T + \mathbf{W} \mathbf{V} \mathbf{V}^T)_{ij} \mathbf{W}_{ij} = 0.
\] (19), (20), (21)

Note that
\[
\left(\frac{\partial \mathcal{G}}{\partial v_j}ight)_i = 2\eta \sum_{k=1}^N (p^A_k + p^B_k - 2q_{jk}) (\mathbf{v}_j - \mathbf{v}_k),
\]
\[
= 2\eta \sum_{k=1}^N (p^A_k + p^B_k - 2q_{jk}) (\mathbf{v}_j - \mathbf{v}_k)/1 + \|\mathbf{v}_j - \mathbf{v}_k\|^2.
\]

The multiplicative update rules of bases of both **W** and **U** for any \(i\) and \(j\) are obtained:
\[
\mathbf{U}_{ij} \leftarrow \frac{(\mathbf{A} \mathbf{V}^T)_{ij}}{\lambda_1 (\mathbf{U} \mathbf{V} \mathbf{V}^T)_{ij}} \mathbf{U}_{ij},
\]
\[
\mathbf{W}_{ij} \leftarrow \frac{(\mathbf{B} \mathbf{V}^T)_{ij}}{\lambda_1 (\mathbf{W} \mathbf{V} \mathbf{V}^T)_{ij}} \mathbf{W}_{ij}.
\] (22), (23)

The update rule of the shared space preserving coefficient matrix \(\mathbf{V}\) between RGB and depth data spaces is:
\[
\mathbf{V}_{ij} \leftarrow \frac{(\mathbf{U}^T \mathbf{A})_{ij} + (\mathbf{W}^T \mathbf{B})_{ij} + \mathbf{Y}}{(\mathbf{U}^T \mathbf{U} \mathbf{V})_{ij} + (\mathbf{W}^T \mathbf{W} \mathbf{V})_{ij} + \mathbf{Y}} \mathbf{V}_{ij},
\] (24)

where for simplicity, we let \(\mathbf{Y} = \sum_{k=1}^N (p^A_k + p^B_k + 2q_{ik}) \mathbf{V}_{ik} /1 + \|\mathbf{v}_j - \mathbf{v}_k\|^2\),
\[
\mathbf{Y} = \sum_{k=1}^N (p^A_k + p^B_k + 2q_{ik}) \mathbf{V}_{ik} /1 + \|\mathbf{v}_j - \mathbf{v}_k\|^2.
\]

All the elements in **U**, **W** and **V** can be guaranteed that they are nonnegative from the allocation. It proves that the objective function is monotonically non-increasing after each update of **U**, **W** or **V**. The proof of convergence about **U**, **W** and **V** follows similar lines in [23]–[25].

After **U**, **W** and **V** are converged, we can obtain the shared structure representation by a linear projection matrix. Since our algorithm is NMF-based, a direct projection from the target domain to the shared space does not exist for data embedding. Therefore, inspired by [26], linear regression is used to compute our projection matrix. It is equivalent to find a rotation to align the data in the current feature space with another, which is a classic Orthogonal Procrustes problem [27]. Through solving this problem, we can make the projection orthogonal:
\[
\min_{\mathcal{P}} \|\mathcal{P} \mathbf{A} - \mathbf{V}\|, \quad s.t. \quad \mathcal{P}^T \mathcal{P} = \mathbf{I},
\] (25)

where **P** is the orthogonal projection for target domain. According to [28], the advantages on using orthogonal projection can be summarized as: 1) The orthogonal projection can preserve the Euclidean distance between points; 2) The orthogonal projection can distribute the variance more evenly across the dimensions; 3) The orthogonal projection can learn maximally uncorrelated dimensions, which leads more compact representations. For the optimal solution, we firstly use the singular value decomposition algorithm to decompose the matrix: \( \mathbf{A}^T \mathbf{V} = \mathbf{Q} \Sigma \mathbf{S}^T \). Then we calculate \( \mathcal{P} = \mathbf{S} \Lambda \mathbf{Q}^T \), where \( \Lambda \) is a connection matrix as \( \Lambda = [1, \mathbf{0}] \in \mathbb{R}^{D \times M} \) and \( \mathbf{0} \) indicates all zeros matrix. Once we obtain the orthogonal projection \( \mathcal{P} \), RGB data in the target domain \( \mathbf{v}_a \in \mathbb{R}^{M_t \times 1} \) can be projected into the latent space:
\[
\mathbf{v}_a = \mathcal{P} \mathbf{v}_a.
\] (26)

**E. Adaptive Embedding**

Although our above Visual-Depth Embedding (VDE) can correct the noise by projecting RGB into the shared space, the domain shifting problem remains unsolved. In the following, we propose an adaptive strategy to make VDE adaptive to target domain RGB data. In avDE, we define the target domain as \( \mathcal{D}_t = \{\mathbf{v}_1, \ldots, \mathbf{v}_{N_t}\} \). The projected target domain is defined as \( \mathcal{P}_{\mathcal{D}_t} = \{\mathbf{v}_{a1}, \ldots, \mathbf{v}_{aN_t}\} \in \mathbb{R}^{D \times N_t} \). The shared component space is \( \mathcal{V} = \{\mathbf{v}_1, \ldots, \mathbf{v}_{N_t}\} \in \mathbb{R}^{D \times N_t} \).

The model proposed above learns the relationship between RGB data space and shared bases, and the shared bases are determined via both RGB data space and depth data space in the source domain. Since exploring feature matching and instance reweighting independently may not be effective enough when the domain difference is substantially large, we match features and reweight instances jointly across the latent shared space \( \mathcal{V} \) and the new space projected from the target domain to the shared space in a principled dimensionality reduction procedure for an accurate classifier. If we only consider matching the feature distributions based on MMD minimization, it is not good enough for domain adaptation. This strategy only matches the first- and high-order statistics, and the distribution matching is far from perfect. When the domain difference is large, there will still exist some shared latent space instances that are not relevant to the projected target instances even in the feature matching subspace. Therefore, combining feature matching and instance reweighting procedures should be considered to handle this difficult setting. But it is difficult to reweight source instances when we match the feature distributions in the infinite dimensional RKHS simultaneously. In this step, we impose the \( \ell_{2,1} \)-norm structured sparsity regularizer on the transformation matrix for Kernel PCA \( \mathbf{M} \), which can introduce row-sparsity to the transformation matrix.

We first mix projected target data with the source data, on which we perform Principal Component Analysis (PCA) for data reconstruction. Let \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_n] = [\mathbf{v}_1, \ldots, \mathbf{v}_{N_t}, \mathbf{v}_{a1}, \ldots, \mathbf{v}_{aN_t}] \in \mathbb{R}^{D \times N_t} \) as the input data matrix, and \( \mathbf{H} = \mathbf{I} - \frac{1}{N} \mathbf{1} \) as the centering matrix, where \( N = N_s + N_t \) and \( \mathbf{1} \) indicates all ones matrix, then the covariance matrix can be computed as \( \mathbf{X} \mathbf{X}^T \). PCA can find an orthogonal transformation matrix \( \mathbf{T} \in \mathbb{R}^{D \times k} \), where \( k \) is the subspace bases such that embedded data variance is maximized
\[
\max_{T^T T = 1} \operatorname{tr}(T^T \mathbf{X} \mathbf{X}^T T).
\] (27)

Above optimization problem can be efficiently solved by eigen-decomposition \( \mathbf{X} \mathbf{X}^T T = T \Omega \), where
Through minimizing Eq. (29) such that Eq. (28) is maximized, empirical expectations of shared component source and target on the RKHS. Through metric distance measure for comparing distributions based become

\[
\sum_{i=1}^{n} M^T k_i - \sum_{j=N_i+1}^{N_i+N_s} M^T k_j \right\}_{\mathcal{H}}^2 = tr(M^T K \Delta K^T M),
\]

where \( \Delta \) is the MMD matrix and can be computed as

\[
\Delta_{ij} = \begin{cases} 
\frac{1}{N_i N_j}, & x_i, x_j \in V \\
\frac{1}{N_i N_j}, & x_i, x_j \in \mathcal{P} \mathcal{D}, \\
-1, & \text{otherwise}
\end{cases}
\]

Through minimizing Eq. (29) such that Eq. (28) is maximized, the first-order and high-order statistics of feature distributions are matched in the new representation \( Z = M^T K \).

To impose the \( \ell_{2,1} \)-norm structured sparsity regularizer on the transformation matrix \( M \), we introduce row-sparsity to the transformation matrix, which is able to facilitate adaptive instance reweighting essentially. Our target is to reweight source instances by their relevance to the target instances. The instance reweighting regularizer can be defined as

\[
\| M_s \|_{2,1} + \| M_t \|_F^2,
\]

where \( M_s := M_{1:N_s} \) is the transformation matrix corresponding to the source instances, and \( M_t := M_{N_s+1:N} \) is the transformation matrix corresponding to the target instances. Through minimizing Eq. (31), Eq. (27) is maximized, and the source instances which are relevant to the target instances are reweighted adaptively with greater importance in the representation \( Z = M^T K \). On the contrary, the source instances which are irrelevant to the target instances are adaptively reweighted with less importance in \( Z = M^T K \). Therefore, aVDE can be robust to the domain difference which is caused by the irrelevant instances.

Since \( \Omega = \text{diag}(\omega_1, \cdots, \omega_k) \in R^{k \times k} \) is denoted as the Lagrange multiplier, through deriving the Lagrange function of problem Eq. (32) as

\[
\mathcal{L} = tr(M^T K \Delta K^T M) + \| M_s \|_{2,1} + \| M_t \|_F^2 + r(I - M^T K \Delta K^T M)\Omega.
\]

Let \( \bar{\mathcal{L}}_{\mathcal{M}} = 0 \), we obtain generalized eigendecomposition

\[
(K \Delta K^T + \hat{\mathcal{G}}) M = KH K^T M \Omega.
\]

\( \hat{\mathcal{G}} \) is a diagonal sub-gradient matrix with \( i \)-th element equal to

\[
\hat{\mathcal{G}}_{ii} = \begin{cases} 
1, & x_i \in V, \ m^i \neq 0 \\
0, & x_i \in V, \ m^i = 0 \\
1, & x_i \in \mathcal{P} \mathcal{D},
\end{cases}
\]

The optimal adaptation matrix \( M \) is then reduced to solve Eq. (34) for the \( k \) smallest eigenvectors. An adaptive classifier \( f \) can be obtained by training on \( \{ M^T k_i, y_i \}_{i=1}^{N_f} \). The convergence analysis of our adaptive embedding is similar to the methods in [29] and [30]. Finally, Algorithm 1 provides the details on aVDE. Since labeled and unlabeled data are sampled from different distributions that results in impossibly tuning the optimal parameters using cross validation, following [31], nearest neighbor classifier (NN) which does not require tuning cross-validation parameters is chosen as the base classifier.

\[ F \text{ Computational Complexity Analysis} \]

The computational complexity of aVDE consists of three parts. We compare the cost of the basic NMF algorithm in [23] and our shared component part in Eq. (3). For an \( M_1 \times N \)}
Algorithm 1: Adaptive Visual-Depth Embedding (aVDE)

**Input:**
The source domain \( D_s \): \( A \in \mathbb{R}^{M_1 \times N} \) and \( B \in \mathbb{R}^{M_2 \times N} \); the target domain \( D_t \); number of bases \( D_t \); target domain hierarchy; the regularization parameter \( \eta \); ground truth \( Y \) in source domain.

**Output:**
The basis matrix \( U \), \( W \), embedding \( Z \), adaptive classifier \( f \).

1. Initialize \( U \), \( W \) and \( V \) with uniformly distributed random values between 0 and 1.
2. repeat
3. Compute the basis matrices \( U \) and \( W \) and the shared structure representation matrix \( V \) via Eqs. (22), (23) and (24), respectively;
4. until convergence
5. SVD decomposes the matrix \( A^T V \) to obtain \( \Upsilon \Sigma S^T \) and calculate \( \mathcal{P} = \Sigma Q^T \)
6. The shared component embedded representation of the coming target domain data \( \mathbf{v}_t \) is defined in Eq. (26).
7. Compute MMD matrix \( \Delta \) by Eq. (30), and kernel matrix \( K \) by \( K_{ij} \leftarrow K(x_i, x_j) \) where \( K(\cdot, \cdot) \) is a predefined kernel. Set \( \Delta \leftarrow \Delta/\|\Delta_F \cdot G \leftarrow I \);
8. repeat
9. Solve Eq. (34) and choose the \( k \) smallest eigenvectors to construct the adaptation matrix \( M \), and \( Z \leftarrow M^T K \), Update \( G \) by Eq. (35);
10. until convergence
11. Obtain an adaptive classifier \( f \) by training on \( \{M^T k_i, y_i\}_{i=1}^{N_t} \).

and algorithm analysis are shown in the rest of this section. All experiments are performed using Matlab 2014a on a server configured with a 16-core processor and 500G of RAM running the Linux OS.

### A. Datasets

1) **Object Recognition:**

1. **Object→Caltech-256:** We choose the RGB-D Object dataset [32] as the source domain and the Caltech-256 dataset [33] as the target domain for object recognition. RGB-D Object dataset contains 51 categories about 300 everyday objects. The Caltech-256 dataset only contains color images. They share ten common categories: “ball”, “calculator”, “cereal box”, “coffee mug”, “flashlight”, “keyboard”, “light bulb”, “mushroom”, “soda can” and “tomato”. Since the RGB-D Object dataset is recorded as video sequences, we uniformly choose images with an interval of two seconds for each category resulting in 2059 training samples in the source domain. Note that each RGB image corresponds to a depth image. The 1131 RGB images from ten categories in the Caltech-256 dataset are used as the target domain to evaluate the performance of our aVDE.

2. **Object→ImageNet:** We choose the RGB-D Object dataset as the source domain and the ImageNet dataset [34] as the target domain. ImageNet contains more than 100,000 categories, which is organized according to the WordNet hierarchy. The ImageNet dataset only contains color images. We select ten common categories of RGB-D and ImageNet datasets, “apple”, “banana”, “coffee mug”, “keyboard”, “soda can”, “water bottle”, “plate”, “calculator”, “cereal box” and “light bulb” to demonstrate our aVDE. Finally, we have 1805
RGB-D training image pairs in the source domain and 968 RGB images in the target domain.

3. B3DO→Caltech-256: We choose the B3DO dataset [35] as the source domain and the Caltech-256 dataset as the target domain. B3DO dataset contains 849 RGB images with its corresponding depth images. We apply the provided bounding boxes to crop the objects from these images. We randomly choose eight objects which are shared by B3DO and Caltech-256 dataset. The eight common categories are “bottle”, “can”, “cup”, “keyboard”, “monitor”, “mouse”, “phone” and “spoon”. We have 1129 training image pairs and 776 RGB images in the target domain.

4. B3DO→ImageNet: The B3DO dataset is chosen as the source domain, while ImageNet dataset is the target domain. The common eight categories between these two datasets are used, “bottle”, “cup”, “keyboard”, “monitor”, “mouse”, “phone”, “plate”, “spoon” - are used to evaluate our aVDE. We obtain 1135 RGB-D image pairs in the source domain and 789 RGB images in the target domain.

2) Scene Classification: For scene classification, we select the NYU Depth v1 dataset [36] as the source domain and the Scene-15 dataset [37] as the target domain. NYU Depth v1 dataset consists of video sequences from many indoor scenes. Scene-15 dataset contains only RGB images. We use the same four categories of NYU Depth v1 and Scene-15 datasets, “bedroom”, “kitchen”, “living room” and “office” to demonstrate our proposed algorithm. Finally, we have 907 RGB-D training image pairs in the source domain and 930 RGB images in the target domain to evaluate the performance of aVDE.

B. The Selected Methods and Settings

In our experiment, for a comprehensive and fair comparison, we select following five categories as the baselines including: 1) Naive Approach: SVM_A and 1-Nearest Neighbor Classifier which are trained by the RGB features in the source domain without considering the domain adaptation and the depth information compensation; 2) Multi-view Learning: Kernelisation of Canonical Correlation Analysis (KCCA) [38] and SVM2K [39] which use the two-view data in the source domain for training; 3) Learning Using Privileged Information: SVM+ [40] and Rank Transfer (RT) [41] which use the additional depth features in the source domain as privileged information; 4) Unsupervised Domain Adaptation: Kernel Mean Matching (KMM) [8], Domain Adaptation Machine (DAM) [42], Sampling Geodesic Flow (SGF) [19], TCA [18], Landmark (LMK) [20], Subspace Alignment (SA) [43], Geodesic Flow Kernel (GFK) [31], UNE [22] and Domain Invariant Projection (DIP) [44] which use the visual features from both domains for training the classifiers, and then predict target data based on the visual features. 5) Using Privileged Information and Unsupervised Domain Adaptation: Domain Adaptation from Multi-view to Single-view (DA-M2S) which uses the additional depth features in the source domain as privileged information and reduces the data distribution mismatch between the source and target domains.

We take the factor of feature performance into consideration, and then choose shallow features and deep features to evaluate aVDE respectively. For shallow features, we extract Gradient kernel descriptors (KDES) features and LBP KDES features [11] which are successful in RGB-D object dataset from each pair of RGB/depth images. The vocabulary size is set as 1000. Three level of pyramids (1 × 1, 2 × 2, 3 × 3) are used. For deep features, we choose ImageNet-CNN features [45] which are learned from the pre-trained Caffe model [46] on image classification dataset (i.e. ImageNet) for object classification, and the Places-CNN [47] scene features which are learned from the pre-trained Caffe model on scene classification dataset (i.e. Places dataset) for scene classification. Both of these two kinds of models obtain great success for object and scene classification respectively. In addition, according to Object→ImageNet and B3DO→ImageNet, since the features are obtained by fine-tuning on ImageNet and the study includes experiments on the imageNet dataset, the experimental results on these two pairs of datasets will perform a little higher. We add some experiments based on CNN features which are not fine-tuned. In this case, we extract features directly on the fully connected layer (fc7) in the ImageNet trained network, which follows the strategy in [48]. More specifically, the CNN model is considered as a feature extractor in the added experiments. The feature dimension after CNN is 4096. Note that the depth image is encoded as HHA image as in [49] before extracting the features.

From Eq. (9) and algorithm 1, the size of matrices $U \in \mathbb{R}^{M_1 \times D}$, $W \in \mathbb{R}^{M_2 \times D}$ and $V \in \mathbb{R}^{D \times N_5}$ should be predefined. $M_1$, $M_2$ and $N_5$ are known when the data is given. However, the value of number of latent bases $D$ is difficult to be pre-determined. In aVDE, an improper $D$ will result in the limitation of identification of latent topics or the increase of possibility of overfitting. In order to investigate the effects of $D$, we choose different number of bases, e.g., 40, 60, 80, 100, 120 and 140. We also explore the sensitivity of the parameter $\eta$ in Eq. (9) on the performance of aVDE. We set the parameter $\eta$ by searching $\eta \in \{0, 1/8, 1/4, 1/2, 1, 2, 4, 8\}$. Besides, the subspace bases $k$ is also related. We analyze the behavior of aVDE by searching $k \in \{10, 20, \cdots, 100\}$. We limit the maximum number of $t_1$ with 1000, and let $t_2 = 10$ in aVDE learning phase.

C. Experimental Results

We evaluate all selected methods by strictly choosing the parameters according to their original papers, and then report the best results of each method. The experimental results of aVDE compared with the 16 baseline methods discussed before on the two pairs of source and target domains are reported in Table III. In Table III, the first column is the number corresponding to the category of the selected methods, the second column indicates method names, the third and forth columns, the fifth and sixth columns, the seventh and eighth columns, the ninth and tenth columns present the recognition results when the RGB-D object dataset or B3DO dataset is used as the source domain and the Caltech-256 dataset or ImageNet dataset is used as the target domain, and the eleventh and twelfth columns give recognition rate when the NYU Depth v1 is used as the source domain and
the Scene-15 dataset is used as the target domain. We test the shallow and deep features on both of these five pairs of datasets. In addition, we also illustrate some samples with highest recognition accuracies from selected datasets in Fig. 4.

From Table III, we observe that our method outperforms all other baseline methods, sometimes by a large margin. It demonstrates the effectiveness of our method by exploring additional depth images in the source domain and reducing the domain distribution mismatch between the source and target domains. Generally, the domain difference between source and target in scene classification (e.g., NYU v1 → Scene-15) tasks is larger than the domain difference between source and target in object recognition (e.g., Object → Caltech-256) tasks. From the results of the selected five pairs of datasets for object recognition and scene classification, we can see that not only the accuracy in object recognition has a significant improvement, but also the accuracy in scene classification increases dramatically, which demonstrates the effectiveness of our proposed method in the condition of a larger domain difference. From the results, we find that RT performs the worst possibly because it is based on Rank SVM which is designed for ranking task rather than classification task. SVM_A and 1-NN which do not consider the depth information and domain discrepancy perform poorly. KCCA, SVM2K and SVM+ obtain better performance generally when compared with SVM_A and 1-NN by utilizing the additional depth features. However, these three methods do not reduce the distribution mismatch between the source and target domains. The domain adaptation methods as KMM and DAM perform in a general way or even worse than SVM_A and 1-NN, which maybe because both approaches are unsuitable in this application. SFF, TCA, LMK, SA, GFK, UNE and DIP perform better than other nonadaptation methods, which reveals that considering the domain mismatch across domains is useful. Our proposed aVDE also outperforms DA-M2S which uses privileged information and unsupervised domain adaptation as well. It is possible because the domain mismatch between our shared latent space and the projected target domain is less than the domain mismatch in DA-M2S.

Additionally, from the comparison of shallow and deep features, we can observe that all deep features have higher classification performances than shallow features. For example, the accuracy of our aVDE method on Object → Caltech-256 classification task increases from 35.75% to 70.18%, which indicates that the deep features can effectively remove the domain bias.

### Table III

<table>
<thead>
<tr>
<th>Methods</th>
<th>Object → Caltech-256</th>
<th>B3DO → Caltech-256</th>
<th>B3DO → ImageNet</th>
<th>NYU v1 → Scene-15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KDES</td>
<td>ImageNet</td>
<td>CNN</td>
<td>KDES</td>
</tr>
<tr>
<td>SVM_A</td>
<td>18.21</td>
<td>47.21</td>
<td>26.65</td>
<td>51.76</td>
</tr>
<tr>
<td>1-NN</td>
<td>18.30</td>
<td>48.36</td>
<td>27.27</td>
<td>55.79</td>
</tr>
<tr>
<td>SVM2K</td>
<td>20.79</td>
<td>51.72</td>
<td>33.57</td>
<td>54.34</td>
</tr>
<tr>
<td>SVM+</td>
<td>18.57</td>
<td>48.63</td>
<td>29.86</td>
<td>60.23</td>
</tr>
<tr>
<td>RT</td>
<td>17.15</td>
<td>46.51</td>
<td>23.66</td>
<td>49.79</td>
</tr>
<tr>
<td></td>
<td>aVDE</td>
<td>35.75</td>
<td>70.18</td>
<td>50.21</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Methods</th>
<th>Object → ImageNet</th>
<th>B3DO → ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ImageNet-CNN</td>
<td>ImageNet-CNN</td>
</tr>
<tr>
<td></td>
<td>(w/o fine-tuning)</td>
<td>(w/o fine-tuning)</td>
</tr>
<tr>
<td>SVM_A</td>
<td>32.73</td>
<td>27.76</td>
</tr>
<tr>
<td>1-NN</td>
<td>34.19</td>
<td>29.28</td>
</tr>
<tr>
<td>KCCA</td>
<td>38.64</td>
<td>29.78</td>
</tr>
<tr>
<td>SVM2K</td>
<td>37.19</td>
<td>30.16</td>
</tr>
<tr>
<td>SVM+</td>
<td>41.32</td>
<td>28.14</td>
</tr>
<tr>
<td>RT</td>
<td>33.85</td>
<td>26.36</td>
</tr>
<tr>
<td>KMM</td>
<td>42.67</td>
<td>30.54</td>
</tr>
<tr>
<td>DAM</td>
<td>41.63</td>
<td>28.39</td>
</tr>
<tr>
<td>SFF</td>
<td>44.83</td>
<td>29.15</td>
</tr>
<tr>
<td>TCA</td>
<td>45.25</td>
<td>34.47</td>
</tr>
<tr>
<td>LMK</td>
<td>46.07</td>
<td>35.74</td>
</tr>
<tr>
<td>SA</td>
<td>50.21</td>
<td>39.29</td>
</tr>
<tr>
<td>GFK</td>
<td>49.28</td>
<td>34.35</td>
</tr>
<tr>
<td>UNE</td>
<td>51.34</td>
<td>37.77</td>
</tr>
<tr>
<td>DIP</td>
<td>52.79</td>
<td>38.02</td>
</tr>
<tr>
<td>aVDE</td>
<td>59.92</td>
<td>40.81</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>Methods</th>
<th>Object → ImageNet-N</th>
<th>B3DO → ImageNet-N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ImageNet-CNN</td>
<td>ImageNet-CNN</td>
</tr>
<tr>
<td></td>
<td>(w/o fine-tuning)</td>
<td>(w/o fine-tuning)</td>
</tr>
<tr>
<td>SVM_A</td>
<td>32.73</td>
<td>27.76</td>
</tr>
<tr>
<td>1-NN</td>
<td>34.19</td>
<td>29.28</td>
</tr>
<tr>
<td>KCCA</td>
<td>38.64</td>
<td>29.78</td>
</tr>
<tr>
<td>SVM2K</td>
<td>37.19</td>
<td>30.16</td>
</tr>
<tr>
<td>SVM+</td>
<td>41.32</td>
<td>28.14</td>
</tr>
<tr>
<td>RT</td>
<td>33.85</td>
<td>26.36</td>
</tr>
<tr>
<td>KMM</td>
<td>42.67</td>
<td>30.54</td>
</tr>
<tr>
<td>DAM</td>
<td>41.63</td>
<td>28.39</td>
</tr>
<tr>
<td>SFF</td>
<td>44.83</td>
<td>29.15</td>
</tr>
<tr>
<td>TCA</td>
<td>45.25</td>
<td>34.47</td>
</tr>
<tr>
<td>LMK</td>
<td>46.07</td>
<td>35.74</td>
</tr>
<tr>
<td>SA</td>
<td>50.21</td>
<td>39.29</td>
</tr>
<tr>
<td>GFK</td>
<td>49.28</td>
<td>34.35</td>
</tr>
<tr>
<td>UNE</td>
<td>51.34</td>
<td>37.77</td>
</tr>
<tr>
<td>DIP</td>
<td>52.79</td>
<td>38.02</td>
</tr>
<tr>
<td>aVDE</td>
<td>59.92</td>
<td>40.81</td>
</tr>
</tbody>
</table>
methods with deep features. Furthermore, the added experiments based on CNN features which are not fine-tuned are reported in Table IV. From Table III and Table IV, we can observe that the performance of the CNN features which are not fine-tuned is worse than that of the fine-tuned ImageNet-CNN features on the two cases: Object→ImageNet and B3DO→ImageNet. On the other hand, the CNN features which are not fine-tuned perform better than the selected shallow features. The result comparison among the selected methods shows a similar rule with the shallow features and fine-tuned CNN features generally. There is a need to note that aVDE still outperforms the selected methods in the condition of the CNN features without fine-tuning.

D. Parameter Sensitivity Analysis

In the proposed aVDE, two parameters $D$ and $\eta$ are involved for model tuning. We demonstrate the accuracies with different values of $D$ from \{40, 60, 80, 100, 120, 140\} and different values of $\eta$ from \{0, 1/8, 1/4, 1/2, 1, 2, 4, 8\} on five pairs of datasets with the shallow and deep features in Fig. 5. From Fig. 5, we can find that with the increase of number of bases, the performance of aVDE...
TABLE V

<table>
<thead>
<tr>
<th>Object → Caltech-256</th>
<th>Object → ImageNet</th>
<th>B3DO → Caltech-256</th>
<th>B3DO → ImageNet</th>
<th>NYU v1 → Scene-15</th>
</tr>
</thead>
<tbody>
<tr>
<td>aVDE</td>
<td>27.67</td>
<td>59.15</td>
<td>41.53</td>
<td>69.01</td>
</tr>
<tr>
<td>VDE</td>
<td>22.81</td>
<td>53.58</td>
<td>35.23</td>
<td>60.93</td>
</tr>
<tr>
<td>aVDE</td>
<td>35.75</td>
<td>70.18</td>
<td>50.21</td>
<td>80.06</td>
</tr>
</tbody>
</table>

Fig. 6. Parameter $k$ sensitivity analysis on the considered datasets with the shallow and deep features. Dashed lines show the best baseline results.

(with $\eta \in \{0, 1/8, 1/4, 1/2, 1, 2, 4, 8\}$) becomes better and better until around 100 bases in general. Only B3DO → Caltech-256 (deep features) and NYU v1 → Scene-15 (deep features) achieve the highest points when $\eta = 1/2$ and $D = 120$, and other cases reach the best points when $\eta = 1/2$ and $D = 100$. In addition, when $\eta$ is zero, the accuracies are lowest which indicates that learning without this regularization leads to poor performance. Therefore, we can conclude that the regularization term is important for our algorithm.

We also run aVDE with different values of $k$. We plot classification accuracies with different values of $k \in \{10, 20, \ldots , 100\}$ in Fig. 6. From Fig. 6, we can find that when $k$ is small, data reconstruction is accurate in general. Therefore, when comparing with the baseline methods, we set $k = 20$.

E. Convergence Analysis

We evaluate the convergence property of aVDE by experiment. Fig. 7(a) shows that the classification accuracy increases steadily with more iterations and converges within only 10 iterations. Fig. 7(b) shows that the objective function values decrease rapidly at the first few iterations and become stable after about 6 iterations. Both of them show that aVDE converges in a couple of iterations. Therefore, we can draw a conclusion that aVDE is convergent.

F. Analysis on aVDE

We explore two special cases of our aVDE for a better understanding of our algorithm.

Case1: We do not consider depth information, which is denoted as aVE. We remove $\|B - WV\|^2$ in Eq. (3) and $KL(P_B \|Q)$ in Eq. (4) which result in the minimization of another objective function as:

$$\min_{U,V} \|A - UV\|^2 + \frac{\eta}{2} KL(P_A \|Q), \, s.t. \, U,V \geq 0.$$  \hspace{1cm} (36)

Case2: We do not consider domain adaptation, which is denoted as VDE. We directly use the $V$ which is acquired from Eq. (24) to build a NN classifier. Then the embedded representation of the coming RGB target domain data $\tilde{a} \in \mathbb{R}^M$ can be obtained as $\tilde{v}_a$ by Eq. (26).

From Table V, we can find that the results of the special cases are worse than aVDE, which shows it is beneficial to exploit the additional depth features and domain adaptation for learning an adaptive classifier. Moreover, in Case 1, since depth features in the source domain contain additional...
information about shapes and depth, the RGB data in the target domain are projected into the latent space obtained in the visual-depth embedding step, which can help the correction of the noise and make the projected target domain take advantage of the shape and depth information from the source domain. The additional depth features in the source domain can be considered as privileged information for learning the final adaptive classifier. In Case 1, it shows that the performance decreases by 5% to 10% when depth information is not considered.

G. Extension to Gender Recognition

We also extend our aVDE to gender recognition task. In our experiment, the RGB-D face dataset EURECOM [50] is chosen as the source domain, and the RGB dataset Labeled Faces in the Wild-a (LFW-a) [51] is chosen as the target domain. Fig. 8 shows some example images from these two datasets. The EURECOM dataset contains 728 pairs of RGB-D images from 196 females and 532 males. The LFW-a dataset only contains color images with 13144 images from 2960 females and 10184 males. Following the experimental setup in [5], we use the Gradient-LBP features [4] to represent the RGB and depth images for both of the source and target domains in the same way. In addition, 196 male images from EURECOM dataset are randomly sampled to balance the training samples, since male images are much more than female images. 3000 samples are randomly sampled from the target samples for the baseline. According to aVDE, we select the set of parameters which reach the best points in most of the cases for the baseline. According to aVDE, we select the set of parameters which reach the best points in most of the cases for the baseline. According to aVDE, we select the set of parameters which reach the best points in most of the cases for the baseline. According to aVDE, we select the set of parameters which reach the best points in most of the cases for the baseline.

V. Conclusion

In this paper, we have proposed a novel method aVDE which can utilize the additional depth information in the source domain and simultaneously reduce the domain mismatch between the source and target domains. The latent shared space is identified in Visual-Depth embedding. Aiming to alleviate the mismatch between data distributions, aVDE matches features and reweights instances jointly across the shared latent space and the projected target domain in a principled dimensionality reduction procedure. On five real-world image datasets, the experimental results illustrate that the proposed method significantly outperforms the state-of-the-art methods.
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