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Abstract 

This paper presents the results of a study investigating the use 
of three think-aloud methods in website usability testing: the 
concurrent think-aloud, the speech-communication, and the 
active intervention methods. These three methods were 
compared through an evaluation of a library website, which 
involved four points of comparison: overall task performance, 
test participants’ experiences, the quantity and quality of 
usability problems discovered, and the cost of employing the 
methods. Data were collected from 60 individuals, with 20 
participants allocated to each testing method, who were asked 

to complete a set of nine experimental tasks. The results of 
the study revealed that the three variations enabled the 
identification of a similar number of usability problems and 
types. However, the active intervention method was found to 
cause some reactivity, modifying participants’ interaction with 
the interface, and negatively affecting their feelings towards 
the evaluator. The active intervention method also required 
much greater investment than did the other two methods in 
terms of evaluators' time. 
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Introduction 

Usability is increasingly recognised as an important factor in the design and development of 
websites, offering multiple benefits for both development teams and end users. Several studies 
have demonstrated the benefits of a strong commitment to usability throughout the development 
life cycle of a system. These benefits include improvements in performance, security, user 

productivity, and user satisfaction. There are also significant cost- and time-saving effects—it has 
been estimated that the cost of correcting a problem after a product has been released can be as 
much as 100 times the cost of resolving it in the development phase (Aaron, 2005). The selection 
and employment of effective usability evaluation methods is therefore a crucial element of product 
development. 
 
Over the last four decades, a number of different usability evaluation methods have been 
proposed (Nagpal et al., 2016). Amongst these methods, the concurrent think-aloud (CTA) 
method, also known as CTA protocol, is widely used. McDonald et al.'s (2012) international survey 
showed that 98% of respondents had used the CTA, and 89% rated it as the most frequently used 
approach. The CTA method was originally based on the theoretical framework developed by 

cognitive psychologists Ericsson and Simon (1980), and was introduced to the field of usability 
testing by Lewis and Rieman in 1982 (cited in Lewis and Rieman, 1993). Typically, the testing 
method has test participants work on a set of tasks, and asks them to verbalise their experiences, 
thoughts, actions, and feelings whilst interacting with the system. This provides direct insight into 
the cognitive processes employed by users—knowledge which can then inform strategies to 
improve usability. However, despite the common usage of the CTA in the field, the specific TA 
procedures employed vary widely among usability professionals (Olmsted-Hawala et al., 2010).  

This paper presents the findings of a study on the effect of different variations of the TA protocol 
on the outcome of website usability testing. The rest of this paper is structured as follows: the 
next section discusses the existing literature focusing on recent studies related to the TA methods 
in usability testing, and states the aims and research questions of the current study; further 
sections discuss the research method, data analysis, and results of this study; and finally, the 
paper concludes with a brief discussion of the findings. 

Related Work 

This section presents an overview of the related literature on TA protocols. 

The Classic TA Protocol 
The traditional CTA method provides “real-time” information during the participant’s interaction 
with a system, which can make it easier to identify the areas of a system that cause problems for 
the user. There are, however, several issues to be aware of which could have a negative impact 
on the quality of the data being collected. The first of these issues concerns the completeness of 
the data gathered. Ericsson and Simon (1993) acknowledge that although the concurrent data 

can provide sufficient evidence for the accurate sequence of thoughts that participants had whilst 
completing the task, the verbal reports are likely to be incomplete since participants are expected 
to give priority to task solving and may therefore fail to report some thoughts (Ericsson and 
Simon, 1993; Ericsson and Fox, 2011). Within the context of usability testing, research 
investigating the relationship between eye movements and TA protocols suggest that verbal 
reports may indeed be incomplete (Cooke, 2010). The second issue is simply that the process of 
concurrent verbalisation may feel uncomfortable or unnatural, as people do not commonly 
verbalise their thoughts constantly while working (Nielsen, 1993). The third issue concerns the 
extent to which the request to TA may interfere with and alter participants' thought processes 
and task performance. The change in task performance is often referred to as reactivity. Reactivity 
may result in an improvement in participants' performances, but it may also act as an impediment 
to performance. For usability testers, reactivity poses a problem: in cases where it enhances 

participants' performance, evaluators may fail to detect usability problems, or may assign 
unhelpful severity assessments. In the opposite case, where reactivity causes a decline in 
performance, evaluators risk identifying and, potentially, fixing problems that prove to be false 
positives (Zhao et al, 2012). Usability studies which have compared CTA with a silent condition 
alone or a silent condition followed by a retrospective thinking-aloud have had mixed results (e.g. 
Van den Haak et al., 2004; Hertzum et al., 2009; Peute et al., 2010).  
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Alternatives to the Classical TA Protocol 
According to Ericsson and Simon (1993), in tests utilising the traditional CTA method, 
verbalisations can only be considered valid if they represent directly accessible information 
contained in the participant’s short-term memory (STM). Such verbalisations do not alter the 
sequence of information comprehended by participants, and so do not affect the tasks that 
participants perform during TA sessions. Conversely, any verbalisation that requires additional 

processing through reflection or elaboration, causing the flow of STM content to change during 
the TA process, is considered invalid. Therefore, the evaluator is advised to avoid prompting or 
questioning the participant, since participants’ verbalisations and task performance can be 
affected by interventions. However, evidence gathered from field studies suggests that usability 
professionals often ignore the recommendations from Ericsson and Simon, choosing to adopt a 
more relaxed approach. These practitioners often intervene actively in the CTA process, exploring 
and questioning participants' reported experiences in the hope of extracting maximum utility from 
the data (McDonald et al., 2012; Boren and Ramey, 2000). This is accomplished through prompts 
and interventions that are much more intrusive than a classic TA reminder. In fact, even some 
well-known handbooks on usability testing (Rubin and Chisnell, 2008; Dumas and Redish, 1999) 
encourage test evaluators to seek explanations and additional details from participants, since this 

might help to gain more insight into the deficiencies of a particular test object. By intervening in 
this way, evaluators risk compromising the validity of the CTA test; additionally, there is no 
empirical evidence supporting the assumption that such interventions enhance the utility of the 
data collected. This method is referred to as the Active Intervention (AI) method in this paper.  

The difference between the traditional CTA and the actual practices of usability professionals has 
led some researchers to question whether another approach to TA testing might be more effective. 
Boren and Ramey (2000) have proposed a theoretical alternative to the traditional protocol—
referred to as the Speech Communication (SC) method—where the evaluator takes on an “active 
listening” role. This is achieved through the use of acknowledgment phrases, which indicate to 
the participant that they are being heard and understood. Aside from these affirmative phrases, 
no questions are asked, and no conversation is made. Boren and Ramey (2000) present their 
model as a compromise between the AI approach, which may risk skewing the validity of collected 
data, and the traditional CTA technique which requires the evaluator to listen passively, which 
some usability professionals (and participants) may find inadequate, uncomfortable, or 
unrealistic. They also argue that their SC protocol reflects the way human beings naturally 
communicate, with a combination of statements offered by a speaker followed by feedback or 

acknowledgment from a listener. Although the SC protocol was designed with usability evaluation 
in mind, there is no definitive evidence regarding its real contribution, as no research has 
examined it in detail.  

Prior Studies Comparing TA Methods 
There have been few comparative studies that have measured the validity and utility of the 
relaxed protocols against that of the traditional CTA protocols. A study by Hertzum et al. (2009) 
compared the traditional and the AI protocols to a silent condition. It was found that the classic 
TA approach had very little effect on task performance, whereas the AI method seemed to alter 
the participants’ behaviour, causing them to browse and navigate more within and between the 
web pages. The results confirmed that classic TA testing yields valid data about the use of the 
evaluated systems provided the interaction between participant and test evaluator is kept to a 
minimum. AI, on the other hand, may not be a valid method for gathering data about users’ 
performance, as it may be associated with increased reactivity.  

Another study by Zhao and McDonald (2010) compared the classic TA method with a more relaxed 
TA approach. The results showed that most of the test participants preferred the interactive TA 
approach because it made them feel more natural and put them at ease, although the increased 
number of interventions also distracted some of the users, leading to poorer performance. 
Krahmer and Ummelen (2004) compared the traditional approach with the SC approach in terms 

of the number and types of navigational problems found, and the task performance measures. 
The significant differences between the two approaches were that participants in the SC condition 
completed more tasks successfully and were less likely to be disoriented. Krahmer and Ummelen 
claimed that these measures were subject to the influence of evaluator intervention, and therefore 
validity issues may result.  
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Finally, Olmsted-Hawala et al. (2010) compared three different TA methods— classic CTA, SC, 
and AI—and used a silent condition as a control. Three outcomes were measured: accuracy 
(considered in terms of success or failure with the tasks), efficiency (considered in terms of task 
completion time), and satisfaction (measured using the subjective satisfaction score about 
website used).  The results showed that the levels of accuracy were significantly higher in the AI 
condition. The AI protocol also produced higher satisfaction scores, as participants gave more 

positive scores in this condition compared to the others. In terms of efficiency, no significant 
differences were found between the test conditions, even when compared to the silent condition. 
The researchers concluded that usability practitioners should use either the traditional or the SC 
method, because the AI protocol created reactivity. 

Assessment of comparisons 
Assessments of usability evaluation methods in general (including TA methods) have been 
subjected to heavy criticism (Hornbæk, 2010). Therefore, even though the studies conducted on 
assessing TA methods in usability testing have improved the understanding regarding the 
usefulness of the methods, several gaps can be identified in the literature. 

First, it is evident that there is a need for a thorough and holistic assessment of the methods. TA 
methods have been evaluated based on a range of criteria, including usability problem 
identification (Peute et al., 2010), task performance metrics (Olmsted-Hawala et al., 2010; Van 
den Haak et al., 2004), participants' testing experiences (Hertzum et al, 2009), the cost of 
employing methods (Als et al, 2005). However, no existing research unifies all of these criteria 
into a single study. The failure of previous studies to combine evaluation criteria has resulted in 
conflicting findings and an incomplete understanding.  

Second, although the main purpose of usability evaluations is to uncover as many problems as 
possible, the authors have only found one empirical assessment of the usability problems 
identified via the different TA protocols (Krahmer and Ummelen, 2004). This limited focus on 
problem identification supports the general critique that usability research is "in crisis” and has 
little relevance to practice (Woolrych et al., 2011; Wixon, 2003). Third, despite the significance 
that the evaluator effect, which refers to the phenomenon wherein different evaluators when 
using the same evaluation technique to evaluate the same user interface identify different 
numbers of usability problems (Hertzum and Jacobsen, 2001), can have on the validity of the 

data, the majority of studies do not consider or discuss this factor (Hornbæk, 2010; Hornbæk and 
Frøkjær, 2008). 

The Present Study 
The present study aims to provide a holistic examination of the three variations of TA methods: 
the classic CTA, the AI, and the SC methods. The methods selected for this study are either 
classical methods, or are commonly employed by usability practitioners (McDonald et al., 2012; 
Olmsted-Hawala et al, 2010). The research questions this study endeavours to address are as 
follows:   

Research Question 1 (RQ1): Are there discrepancies between TA methods with regard to 
participants’ task performances? 

Research Question 2 (RQ2): Are there discrepancies between TA methods with regard to 
participants’ testing experiences? 

Research Question 3 (RQ3): Are there discrepancies between TA methods with regard to the 
quantity and quality of usability problems they detect? 

Research Question 4 (RQ4): Are there discrepancies between TA methods with regard to the 
cost of employing the methods?   

Method 

In this section, the authors describe the methodology used to address the research questions, 
and the strategies considered for analysing the data. The section also describes how usability 
problems were extracted from the test data and the factors considered to reduce the evaluator 
effect. 
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Study Design  
Given the study’s focus on investigating different variants of TA methods and the fact that TA 
testing methods are typically applied in usability laboratory settings (Norman and Panizzi, 2006), 
an experimental method is used in this study. The independent variable under examination in this 
study is the type of TA methods: the CTA, the SC, and AI methods. The dependent variables are 
the following evaluating criteria of TA performance: 1) performance data from participants’ tasks, 

2) participants’ testing experience, 3) usability problem data, and 4) the cost of employing 
methods. Considering the advantages and disadvantages of the between-group and within-group 
approaches, the former approach was chosen as the most appropriate experimental approach for 
the present study. The later approach was rejected because of the possible “carry-over” effects 
between the TA conditions of each study. For instance, participants could have provided more 
verbalisations than they would otherwise have provided due to increasing familiarity with the TA 
process, or could have become aware of the purpose of the study. Indeed, the majority of 
comparative TA studies favour the between-group approach (e.g. Van den Haak et al, 2004; 
Olmsted-Hawala et al., 2010; McDonald et al, 2013).  

Test Object and Tasks 
The test object targeted in this study is the Durham University (DU) library website. The selection 
of the website was based on the following criteria:  

1. It had to be a dynamic website with multiple interactive features and functions. 
2. It had to be manageable in size to allow for thorough evaluation of its usability level.  
3. It had to possess a certain number of potential usability problems, thereby ensuring to 

some extent that participants would encounter difficulties whilst using the site.  
4. To retain the validity of the results obtained, the interface of the selected site could not 

change during the study period.  

5. To ensure to the greatest extent possible that study participants could not rely on pre-
existing knowledge of the website interface when performing test tasks, the site selected 
should be unfamiliar to study participants (Sova and Nielsen, 2003).  

After defining the test object, a set of tasks was developed to assess the usability of the chosen 

website by means of the three TA methods. The selection of tasks was based on the following two 
criteria: 1) selecting those that are representative of the actual activities the end users undertake 
most whilst using the targeted application in a real-life context, and 2) selecting those that could 
be diagnostic in revealing usability problems (Dumas and Redish, 1999). To this end, a context 
of use analysis of the chosen website was conducted (Maguire, 2001), and the library site was 
evaluated by the first author using the heuristic evaluation method (Nielsen, 1993) in order to 
identify potential usability problems which, in turn, could provide a focus for the task design. Nine 
tasks were designed that together covered the targeted website’s main features and predicted 
problematic areas (see Appendix B) 

Participants 
The number and background of potential participants are vital aspects in the sample selection 
process (Sova and Nielsen, 2003). Although there is little agreement regarding the optimal sample 
size for comparative usability studies, for this study it was decided that 20 participants would be 
recruited to each TA testing condition. A sample size of 20 for each TA method creates sufficient 
statistical power to provide a stable estimate (Gray and Salzman, 1998), and is also very likely 

to produce statistically significant findings (Macefield, 2009). The administrator of the tested 
website indicated that the library site mainly caters, as expected, to students who are the 
dominant users of the site and academic staff at DU, although it can also be accessed by other 
staff and guests, who together represent its secondary users.  

After the user profile was clarified, a number of recruiting criteria were developed to obtain the 
most appropriate participants for the current study. These criteria which were derived from the 
context of use analysis and from TA and usability testing literature, were as follows: 

1. Given the sample size of the TA groups in the current study, it was not possible to provide 

valid representation of different user subgroups. The researchers, therefore, decided to 
select the study sample from among university students, as the site administrator 
deemed them the dominant and most important user group of the tested website.  

2. The participants sample must include male and female members, as the targeted site 
was intended for both genders. 
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3. The age range of the recruited participants should be 18 to 65 years old, the age was 
limited to 65 years old to limit the influence of ageing on TA usability testing (Sonderegger 
et al., 2016; Olmsted-Hawala and Jennifer, 2012) 

4. Participants had to have competence in English due to the potential impact of language 

proficiency on TA behaviour (Sun and Shi, 2007). 

5. Participants had to possess good Internet skills, as the majority of the site users were 
assumed to have good web experience.  

6. Participants could not have prior familiarity with the chosen website. 

Sixty students, from the University of East Anglia in the UK, meeting the selection criteria were 
contacted and invited via email to participate in the study. The participants were allocated to the 
three TA testing conditions, with 20 per condition. To mitigate the impact of individual differences 
and to be able to draw valid comparisons between the TA groups, participants were matched on 
the basis of demographic variables as closely as possible. Table 1 summarises the demographic 
profile and descriptive statistics of the participants. All the selected participants used the Internet 
on a daily basis and had done so for more than five years. Nearly all of them had worked with a 
library website before, but none of them had ever used the evaluated website. By being part of 

the target group (i.e. university students) as well as novice users of the targeted website, the 
participants were very suitable for evaluating the DU library website. The authors believe that the 
independent groups were matched successfully, given that a non-parametric Kruskal-Wallis H test 
(Kruskal and Wallis, 1952) with an alpha level of 0.05 (i.e., p < 0.05)1 revealed no statistically 
significant difference between the TA groups in terms of nationality (χ2(2)= 0.804, p= .669), 
gender (χ2(2)= .000, p= 1.00),  age (χ2(2)= 3.27, p= .194), and Internet experience (χ2(2)= 
4.37, p= .112).  

 

Table 1. Summary statistics of demographic characteristics of participants 

 

 
 

 

 
 
 
 
 
 
 

 
 
  

Procedure 
All evaluation sessions were conducted in the same laboratory in the School of Computing sciences 
at UEA. The session began with the evaluator (first author) welcoming each participant and asking 
them to read and sign a consent form. Participants were informed that the purpose of the study 
was to evaluate an online library website. Following this, the concept of thinking aloud was 

introduced using Ericsson and Simon’s instructions (1993). Regardless of their TA condition, the 
same basic instruction on the TA technique was used. Participants were instructed to TA while 
performing the tasks and not to turn to the evaluator for assistance; they were however informed 
that if they did fall silent for a period the evaluator would tell them to keep thinking aloud. The 
participant then engaged in a brief TA practice session using the simple and neutral task of looking 
up the word “chant” in an online dictionary. On completion of the training session, the participants 
were asked to read the task instructions shown on the screen, before beginning task solving. For 
the traditional CTA condition, Ericsson and Simon's guidelines were strictly followed; the only 

                                                 
1 Most usability peer-reviewed journals typically suggest an alpha level of .05 (Sauro, 2015). 

Characteristics CTA 

(n=20) 

SC 

(n=20) 

AI 

(n=20) 

Total 

(n=60) 

Country Britain 15 15 17 47 

European 5 2 2 9 

America 0 3 1 4 

Gender Male 13 13 13 39 

Female 7 7 7 21 

Age 18-29 11 16 15 42 

30-39 9 4 5 18 

Internet use Daily 18 16 20 54 

At least once a week  2               4 0 6 

http://en.wikipedia.org/wiki/Singapore
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interaction between the evaluator and the participants was to issue the “please keep talking” 
reminder if participants had fallen silent for 15 seconds. For the SC condition, the evaluator 
followed the TA technique proposed by Boren and Ramey (2000); using acknowledgement tokens 
in form of the affirmatory “Mm hmm” with intonation, and probing with tokens of “Mm hmm?” or 
asking “And now…?” if participants fell silent for more than 15 seconds, and if the former 
questioning tone failed to elicit response. For the AI condition, the evaluator intervened actively 

with participants. Zhao et al (2010) developed a list of interventions in their comparative study 
of the AI method and the traditional CTA method. The researchers also set out a research project 
to explore the types of interventions usability practitioners used in the practice (Naveedh, 2015). 
The project results were utilised alongside the information acquired from the relevant literature 
(Zhao et al, 2010) to determine how the evaluator would intervene with participants in the test 
sessions (for the full list of interventions types and associated triggers see Appendix A).  

In order to control for variation in computer performance, the same participant computer was 
used in all tests. Morae (2015) software package was adopted in the experiments to record the 
whole test process. When participants had completed the tasks, they were asked to fill in two 
online post-test questionnaires to provide feedback on the evaluated website (the System 
Usability Scale - SUS - questionnaire) and the test (experience with TA test questionnaire). Lastly, 
the evaluator thanked each participant for taking part and gave them £5 reward as token of 
appreciation for participating in the study.  

Usability Problem Extraction  
To date, there are no standard guidelines in existence for how usability problems should be 
extracted (Hornbaek, 2010). In the current study, a number of measures were considered during 
the problem extraction process based on recommendations from the literature in order to reduce 
the evaluator effect and to increase the reliability and validity of data.  

The process of the usability problem identification in this study consists of two stages (Figure 1). 
In Stage One (Individual problems) each participant’s testing video was reviewed in order to 
detect usability problems. Data files were selected using a random number generator to reduce 
order effect. A clear and explicit usability problem indicator checklist was used at this stage to 
guide the extraction process. Vermeeren et al.'s (2002) checklist is adopted in this study, which 

offers a detailed account of a large number of problem indicators. Zhao et al. (2012) adopted this 
checklist in their study on the effect of different TA instruction on the outcome of CTA testing, 
and found that the checklist increases the reliability of data collected. Each problem that was 
discovered in the current study was assigned a number (e.g., IUP1), and was recorded in a report 
in terms of the contexts in which they arose, their descriptions, their impact, their persistence 
(the number of times a problem is encountered by the same participant), the current task, and 
time when it occurred (generated by screen capture recorder), in accordance with Lavery et al.’s 
(1997) structure report form.  

In Stage Two (Final problems), starting with participant one, individual problems were merged 
across participants to form a final usability problem if they had similar problem descriptions and 
contexts. Structured reports were also used at this stage to record detailed information relating 
to each final problem. Each final problem was assigned a unique number (e.g. FUP1). All previous 
documents, namely individual problem reports, were attached to this final report. 
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Final 
problems 
reports 
 

Final  
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Figure 1: Schematic overview of the usability problems extraction process 

Results 

This section presents the results obtained from the three TA methods used in the study.  

Task Performance 
The authors recorded the number of successful task completions, time on task, mouse clicks, 
pages browsed to determine if the different TA conditions would differ in the measures that are 
typically associated with reactivity. A one-way ANOVA test and Bonferroni post-hoc analyses 
found significance differences between the AI condition and the other two conditions in the 

participants’ task performance. The use of proactive interventions in the AI condition slowed down 
the process of task solving and led to a higher number of mouse clicks and pages viewed 
compared to the CTA and SC conditions (see Table 2). The SC participants performed their tasks 
neither better nor worse than the participants in the CTA condition.  

 Table 2. Task performance measures  

 
CTA SC AI p-value 

Mean SD Mean SD Mean SD 

Tasks completion rate 5.50 1.59 5.30 1.39 5.05 1.05 p= .537 

Time on tasks (min) 25.15 3.45 27.75 3.78 31.20 4.88 p<0.0001 

Number of mouse clicks 105.20 22.70 109.25 29.25 125.00 25.00 p= .021 

Number of pages browsed 34.80 7.86 37.30 8.74 43.55 14.60 p= .004 

 
Participants’ Testing Experiences   
Participants’ satisfaction with the usability of the website 
The SUS questionnaire was used in this research to investigate the effects of the variations of TA 
protocols on participants’ satisfaction with the tested websites. The form yields a single score on 
a scale of 0–100 representing the overall usability of the website. The higher the score, the more 
satisfied the participant reported being with the site (Brooke, 1996). A one-way ANOVA test was 
conducted, and indicated that the satisfaction rating did not differ significantly between the 
conditions (see Table 3).  

Extract usability                    
problems 

Individual  
problems 

    Data 

Extract problems                    
across participants  

 

 
Problem 

indicators  
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 Table 3. Participants’ satisfaction with the tested website  

 On a totaled scale of 1 to 100   

 

Participant experience with the TA test 
The experience with the TA test questionnaire was based on previous research (Van den Haak et 
al., 2004), and aims to understand participants' experiences of the TA testing environment. Table 
4 presents the results of participants' ratings in the three TA conditions. To begin, all participants 
were asked to estimate how their working procedure on the experimental tasks differed from their 
normal working, by marking on a five-point scale their perceived speed and focus differential 
whilst involved in the study. A Kruskal Wallis H test and Bonferroni post-hoc analyses indicated 
that participants in the AI condition felt they worked significantly slower when thinking aloud than 
participants in the CTA (p< 0.005) and SC (p< 0.05) conditions. The participants in the CTA and 
SC conditions indicated that they had not worked all that differently from usual with average 
scores ranging from 2.50 to 2.95.  

Participants were also asked to indicate to which degree they thought having to TA was difficult, 
unpleasant, tiring, unnatural, and time consuming. The results showed that there were no 
significant differences between the methods. On average, the participants rated their experiences 
with thinking aloud neutrally, with scores ranging around the middle of the five-point scale. 

The third and final part of the questionnaire involved questions about the presence of the 
evaluator (first author). Participants were asked to indicate to what degree they found it 
unpleasant, unnatural or disturbing to have the evaluator present during the experiment. A 
Kruskal Wallis H test and Bonferroni post hoc analyses revealed a significant difference in the 

level of distractions caused by the evaluator: Participants in the AI condition felt more distracted 
than their colleges in the other two conditions. No differences were found in other aspects. With 
all scores ranging from 1.10 to 1.60, the CTA and SC participants clearly felt that they were not 
affected by the presence of the evaluator.  

 

Table 4. Participants’ experience with the TA test    

 
CTA SC AI p-value 

Mean SD Mean SD Mean SD 

Working condition 

Slower than my normal 
working* 

2.50 1.19 2.70 1.41 3.85 1.34 p<0.0001 

More focused than my 
normal working 

2.70 1.36 2.95 1.79 3.05 1.31 p= .021 

TA experience  

Difficult 2.10 1.07 2.30 0.73 2.55 1.31 p=.245 

Unnatural 2.85 0.44 3.00 0.50 3.25 0.51 p=.403 

Unpleasant 2.45 1.14 2.30 1.59 2.70 1.38 p=.516 

Tiring 2.20 1.00 2.00 1.12 2.60 1.63    p=.524 

Time-consuming  2.60 1.45 2.60 1.42 3.00 1.54    p=.387 

Evaluator presence 

Unnatural  1.50 0.93 1.35 0.67 1.65 0.90 p=.520 

Disturbing** 1.45 1.17 1.60 0.88 2.70 1.71 p<0.0001 

Unpleasant 1.25 1.23 1.10 0.44 1.40 1.23 p=.219 

Five-points scale (1: Strongly disagree to 5: Strongly agree), * p< 0.05 significance obtained, ** p< 0.005 

significance obtained         

 

 
CTA SC AI p-value 

Mean SD Mean SD Mean SD 

SUS score 61.60 10.58 58.55 13.37 56.40 15.82 p= .670 
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Usability Problems  
This subsection focuses on the quantity and quality of the problems detected per participant (i.e., 
individual problems) and in each TA condition (i.e., final problems). This study assesses the 
quality of problems in terms of their sources, severity levels, types, and uniqueness. A non-
parametric Kruskal Wallis H test was used for the analysis of the individual problem data because 
the data were not normally distributed. Descriptive statistics were used to describe and 
summarize the final problems discovered.  

Individual usability problems  
Table 5 presents the mean number and standard deviation for problems detected per participant, 

and classifies all problems according to how they were detected: (1) through observation (i.e., 
from observed evidence with no accompanying verbal data), (2) through verbalization (i.e., from 
verbal data with no accompanying behavioural evidence), or 3) through a combination of 
observation and verbalization. Interestingly, Kruskal Wallis H testing revealed that there were no 
significant differences between the three TA testing variations, either in terms of the number of 
individual problems detected or in terms of the ways in which these were detected.  

 
Table 5. Number and source of individual problems identified     

 
 

 

 

 

 
 

 
 

Individual usability problems and severity levels 
The study breaks down severity levels according to participants' task performance and based on 
the popularly used four level severity ratings (Dumas and Redish, 1999, Zhao et al., 2012), as 
outlined in table 6.  

 

Table 6. Coding scheme for problem severity levels 

 

When assigning severity levels to individual problems, the persistence of each problem, which 
refers to the number of times the same problem is encountered by a test participant, was also 
taken into consideration (Hertzum, 2006). For example, if the same participant encountered the 
same problem more than three times, even if each incident only had a minor impact, the individual 

problem was considered as major due to the aggregation of impact (Nielsen, 1993). A Kruskal 
Wallis H test with Bonferroni post-hoc analyses found a significant difference between the 
methods regarding the number of individual problems belonging to the severity level of 
enhancement (see Table 7). The AI method produced more enhancement individual problems 
than the CTA and SC methods, but this difference concerned only a very small number of problems 
(0.25 and 0.15 as opposed to 0.7). There were no differences between the method for the number 
of individual problems classified as critical, major, or minor. 

 
CTA SC AI p-value 

Mean SD Mean SD Mean SD 

 
      

 

Observed  2.50 2.06 2.25 1.86 3.10 1.73 p= .213 

Verbalised 2.20 1.28 2.40 1.53 2.85 2.41 p= .978 

Both 6.60 3.78   6.30 2.93 7.05 2.83 p= .555 

Total  11.30 3.96 10.95 3.79 13.00 4.13 p= .157 

 Problem Severity level Definition 

1 Critical  The usability problem prevented the completion of a task 

2 Major The usability problem caused significant delay or frustration 

3 Minor  The usability problem had minor effect on usability, several 
seconds of delay and slight frustration 

4 Enhancement Participants made suggestions or indicated a preference, but the 
issue did not cause impact on performance 
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Table 7. Individual problem severity levels 
 

 

 

 

 

 

Individual usability problem types 

To investigate the types of problem that were detected in the three conditions, two independent 
usability experts divided all detected problems into four specific problem types: navigation, 
layout, content, and functionality (see table 8). These types are based on the literature related 
to the categorization of usability problem of online libraries (Van den Haak et al, 2004), and the 
literature related to the categorization of website usability problems (Tullis and Albert, 2008; Zhao 
et al., 2012). The inter-coder reliability was computed using Cohen’s kappa (Barendregt et al., 
2006). The overall kappa was 0.79, which indicates a highly satisfactory level of inter-coder 
agreement.  

 

Table 8. Coding scheme for problem types 

 

Table 9 shows the overall distribution of problem types in the three methods. All participants 
clearly experienced most difficulties in navigating the website and interacting with its layout. The 
results for the other problem types were quite similar across the three conditions too, with only 
one significant differences between CTA and SC. The CTA and SC conditions differed in respect to 
content. However, these differences were only slightly significant (p<0.05). As follows, the three 
conditions largely revealed similar types of problems in similar frequencies. 

 
 
 
 
 
 
 

 
CTA SC AI p-value 

Mean SD Mean SD Mean SD 

Critical  3.50 0.94 3.55 0.75 3.85 0.70 p= .348 

Major   4.20 1.50 4.35 2.00 4.80 1.85 p= 673 

Minor 3.35 2.45 2.90 1.86 3.65 2.20 p= .442 

Enhancement* 0.25 0.55 0.15 0.36 0.70 0.62 p= .004 

Problem type  Definition Example 

Navigation Participants have problems navigating 
between pages or identifying suitable links for 
information/functions.  

The participant has trouble 
returning to the home page 

Layout  Participants encounter difficulties due to web 
elements, display problems, visibility issues, 
inconsistency, and problematic structure and 
form design 

The participant feels that the 
font is too small 

Content Participants think certain information is 
unnecessary or is absent; Participants have 
problems understanding the information 
including terminology and dialogue 

The participant does not 
understand the feedback of an 
error messages 

 

Functionality Participants encounter difficulties due to the 
absence of certain functions or the presence 
of problematic functions 

The participant expects an 
option on ‘Catalogue’ page to 
specify how many items to 
load per page 
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Table 9. Individual problem types 

* p< 0.05 significance obtained 

 

Final usability problems 
In total, 98 problems were extracted from the test session files of the three conditions. The CTA 
condition generated 60 problems (61%), 16 of which were unique to that condition, the SC 
condition yielded 58 problems (59%), 12 of which were unique to that condition, and the AI 
condition produced 64 problems (65%), 19 of which were unique to that condition. There were 
33 (33%) problems that occurred in each of the three conditions. The Venn diagram in Figure 2 
shows the overlap between the three TA protocols.  

 

 

Figure 2. Venn diagram showing overlap in problems number between TA protocols 

Final usability problems and their sources  
The final usability problems were coded according to verbalisation source, observation source, 
and a combination of both.  A problem was deemed to have a combined source if the individual 
problems had been merged from both verbal and observation sources. To qualify as having either 

a verbal or observed source, a final problem had to consist of individual problems from a single 
source of origin (all verbal or all observed) (Zhao et al, 2012). The results are shown in Table 10.  

 

Table 10. Final problem sources 

 

As shown in the table, in the CTA condition, 7 problems were derived from observation evidence, 
20 from verbal evidence and 33 from a combination of the two. For the SC condition, 5 problems 
were derived from observation evidence, 18 from verbal evidence and 35 from a combination of 

the two. For the AI condition, 8 problems were derived from observation evidence, 21 from verbal 

 
CTA SC AI p-value 

Mean SD Mean SD Mean SD 

Navigation 4.45  1.57 4.30 1.49 5.05 1.60 p= .213 

Layout 4.00  1.86 3.80 1.70 4.50 1.96 p= .414 

Content   0.65*  0.48 0.25* 0.55 0.40 0.50 p= .038 

Functionality    2.20  1.07   2.60 1.23   3.05 1.79 p= .149 

 
CTA SC AI 

Unique Overlapping  Unique Overlapping  Unique Overlapping  

Observed   1 6 0 5 3 5 

Verbalised  12 8 10 8 15 6 

Both   3 30 2 33 1 34 

Total  16 44 12 46 19 45 
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evidence and 35 from a combination of the two. In terms of the unique final problems, the vast 
majority of unique problems in the CTA (75%), the SC (83%), and the AI (79%) conditions came 
to light from the verbalization source. 

Final usability problems and severity levels  
The assignment of severity levels to final problems must take into account the discrepancies 
between how a given problem may be experienced by participants; for example, one participant 

may circumvent a problem very quickly, while another may spend a long time overcoming the 
same problem. To bypass potential conflict between severity levels, levels were assigned 
according to the majority of problems (Lindgaard and Chattratichart, 2007). In those cases where 
the contradictory severity levels emerged with an equal number of participants, assignment took 
place according to the highest severity level (Ebling and John, 2000). Table 11 presents the 
number of problems for different severity levels from the three TA conditions. The results show 
that 31% (19 problems) of the total problems extracted from the CTA method were high severity 
problems (with critical and major effects). However, for the SC condition, 27% (16 problems) of 
the final problems were high severity problems, and for the AI condition, 25% (16 problems) 
were high severity problems. The majority of unique problems identified in each TA condition 
were at a low level of severity (with minor and enhancement effects), 62% for the CTA condition, 
75% for the SC condition, and 63% for the AI condition. 

Table 11. Final problem severity levels   

Final usability problem types 

The 98 final problems discovered on the tested website in this study were classified by the 

usability experts into 23 navigational problems, 44 layout problems, 13 content problems, and 
18 functional problems. Table 12 shows the number of final usability problems by their type. The 
distribution of problems across the four types were similar in the SC and AI conditions, with fewest 
being content, next, functionality, then navigational problems, and the greatest number being 
problems related to the layout. The CTA showed a similar pattern with the exception of 
functionality problems being the fewest number of problems and the content problems being the 
second last. Regarding the unique problems, the majority of the unique problems found by the 
three methods were related to the layout problems.  

 

Table 12. Final problem types   

 

 

 

 
CTA SC AI 

Unique Overlapping  Unique Overlapping  Unique Overlapping  

Critical 0 4 0 4 0 4 

Major  5 10 3 9 2 10 

Minor  10 28 9 31 12 31 

Enhancement  1 2 0 2 5 0 

Total  16 44 12 46 19 45 

 
CTA SC AI 

Unique Overlapping  Unique Overlapping  Unique Overlapping  

Navigation 3 15 1 15 3 16 

Layout 7 18 7 19 9 17 

Content 5  4 1 3 2 3 

Functionality 1  7 3 9 5 9 

Total  16 44 12 46 19 45 
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Reliability of problem identification and classification  
An independent evaluator was recruited to carry out an inter-coder reliability check on usability 
problem analysis. The independent evaluator coded the usability problems for the first participant 
and discussed his disagreements with the first author. He then independently analysed six 
randomly selected testing videos (two from each condition). The any-two agreement formula 
provided by Hertzum and Jacobsen (2001), was used to calculate the inter-coder reliability across 
the six videos.  

                                                                      𝐴𝑛𝑦 − 𝑡𝑤𝑜 𝑎𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡 =  
|𝑃𝑖 ∩ 𝑃𝑗|

|𝑃𝑖 ∪ 𝑃𝑗 |
                                            

The average any-two agreement for the individual problem identification across the six videos 
was 70% (individual agreements were: 73%, 71%, 69%, 66%, 75%, and 70%). The any-two 
agreement for the final usability problems was 75% (CTA: 75%, SC: 73%, and AI: 77%), a very 
good figure. The reliability of the coding of the problem source and severity level was examined 

using Cohen's Kappa (Barendregt et al., 2006). For the individual problem levels, the resulting 
Kappa value for the problem source was 0.842 and for problem severity it was 0.671. For the 
final usability problems, the resulting Kappa value for problem source was 0.885, and the severity 
level was 0.724. This correlates a high reliability for the coding.  

Comparative Cost  
The cost of employing the three TA methods under study was measured by recording the time 
the evaluator spent conducting testing and analysing the results for each method. Testing time, 
recorded via an observation sheet, refers to the time taken to carry out the entire testing sessions, 
including the instruction of participants, data collection, and solving problems that may arise 
during test sessions. Analysis time, collected via web-based free time tracking software called 
“Toggle” 2 (Version 2013), refers to the time taken to extract the usability problems from each 
method’s testing data. As is shown in table 13, the AI method required the longest session time 
(844 minutes), whereas the CTA method required the shortest session time (723 minutes). The 
SC testing lasted for 775 minutes. The total time taken to apply the three verbalization methods 
was 2342 minutes. ANOVA testing with a Tukey post-hoc analysis revealed that the session time 
in the AI was significantly longer than in the CTA condition (p=0.021).  

 

Table 13. Temporal cost    
 

 

 

 

 

The total time taken to identify usability problems using the three methods was 2757 minutes, 
with the AI method requiring the highest amount of time (980 minutes) in comparison to the CTA 
(865 minutes) and SC methods (912 minutes). A Kruskal Wallis H test with Bonferroni post-hoc 
analyses were used and showed that the analysis time in the CTA was significantly shorter than 
in the AI condition (p=.016). The overall results showed that the CTA method incurred the 
shortest time (1588 minutes), followed by the SC method (1687 minutes) and then the AI method 
(1824 minutes).  

Discussion 

Below, the results obtained from this study and the limitations of the study are discussed.  

TA Methods and Task performance 
The use of proactive interventions in the AI condition slowed down the process of task solving 
and led to a higher number of mouse clicks and pages viewed compared to the CTA and SC 
conditions. Ericsson and Simon (1993) warned that the practitioners’ use of interventions could 

                                                 
2 https://toggl.com/ 

 CTA SC AI Total  

Session time (m) 723 775 844 2342 

Analysis time (m) 865 912 980 2757 

Total time (m) 1588 1687 1824 5099 
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disrupt participants thought processes, causing a change in this process and task performance. 
This implies that the significant increase in task time and navigational behaviour is due to the 
triple-workload effect of the AI condition, in that participants needed to solve the task, TA, and 
also respond to the evaluator’s questions. This finding, therefore, casts doubt on using task 
outcome in an AI evaluation as an overall indication of the usability of an artefact, and on the 
implicit assumption that the problems found in an AI usability test are by definition real user 

problems. These results were in line with Hertzum et al (2009). However, the findings contradicted 
Olmsted-Hawala et al, (2010) who found that the evaluator’s probing improved participants' task 
solving accuracy. One explanation may be that the two studies mentioned above did not take 
steps to control the participants' individual differences by matching them as closely as possible 
between conditions, and also used different evaluators between different conditions. These 
additional variables may affect the results.  

The SC participants performed their tasks neither better nor worse than the participants in the 
CTA condition. This corresponds to earlier findings by Olmsted-Hawala et al, (2010). This finding 
implies that practitioners have a choice between using the traditional TA mode put forth by 
Ericsson and Simon (1993) or the newer mode suggested by Boren and Ramey (2000), as these 
two conditions show no statistically significant differences in task solving accuracy, efficiency or 
navigational behaviour.  

TA Methods and Participants’ Testing Experiences   
For the participants’ satisfaction with the tested website, although the AI condition increased 
participants' task completion time and changed their navigational behaviour, it did not lead to 
changes in their perceptions about the usability of the websites compared to the classic and SC 
conditions. This finding is in disagreement with the findings of Olmsted-Hawala et al. (2010) who 
found that participants in the AI were significantly more satisfied with the website compared to 
participants in CTA and SC. This conflicting result may be explained by the inevitable differences 

in experimental design, task set and interface. Another plausible reason could be the low 
correlation existent in this study between task performance and the participants’ satisfaction 
which was also proved in numerous other studies (Hornbæk and Law, 2007; Nielsen and Levy, 
1994).  

With regard to the participants’ experience with the TA testing, the evaluator seems to have had 
a more detrimental effect in the AI condition than in the CTA and SC conditions, with participants 
indicating the presence of the evaluator as a disturbance. AI participants also felt that their 
working condition on the tasks were significantly slower than their CTA and SC counterparts. Once 
again, as mentioned earlier, these discrepancies can perhaps be explained by the evaluator’s 
probing.  

The CTA and SC participants in the current study appeared to have similar testing experiences. 
Most measures of experience with the TA test questionnaire yielded neutral to positive judgments 
for the two evaluation methods. Accordingly, it can be concluded that the ecological validity of 
these two methods (i.e. a method should be comfortable for participants to use) is ensured. No 
previous study has investigated the participants’ experience with relaxed TA methods, so no 
comparison can be made.  In summary, the findings would seem to suggest that given the choice, 
participants would prefer to use the CTA or the SC methods rather than the AI method.  

TA Methods and Usability Problems  
Contrary to general emphases on the AI protocol, this study showed no indication that it was 
superior for identifying usability problems. At the individual problem level, the three conditions 
yielded a similar number of problems, and no differences were found in terms of problem source. 
The AI method only identified a higher number of problems with enhancement effect than the 

CTA and SC conditions. Considering the problem types, the CTA identified a higher number of 
content problems than the SC methods. However, both the difference in problem severity and 
types concern a small proportion of problems. At the final problem level, the AI method enabled 
the detection of only four more final problems. This was at the cost of putting the ecological 
validity of the method under threat, and the likelihood of false problems. In contrast, the SC 
method produced slightly fewer issues than the CTA method. In all, the overall picture that arises 
is one in which the three methods are comparable in terms of number and types of problems 
detected. This finding is in line with Krahmer and Ummele (2004).  
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TA Methods and Comparative Cost  
The findings of this study reveal that the CTA method cost less in comparison to the SC method 
and significantly less in contrast to AI method in terms of the total time required by the evaluator 
to conduct the testing and identify the usability problems.  No previous studies have compared 
the cost of employing relaxed TA variations, so no comparison can be made.  

Limitations 
As with any research, this study has a number of inevitable limitations that could be improved in 
future work. First, the usability test sessions were performed in a formal laboratory-based setting, 
an important aspect for observation and analysis of results in a scientific setting. However, this 

sort of setting is not reflective of the environments in which people typically access the web, and 
therefore might not have completely captured the normal web browsing behaviour of the 
participants. The second limitation concerns the demographic characteristics of the participants. 
While the researchers did ensure, in all evaluations, that the participants were evenly divided over 
the methods with respect to their demographic characteristics, they were nevertheless all drawn 
from one specific target group, i.e. University students. While this factor has not hindered the 
present research, as students represent the main target group of the test objects, it may serve 
to limit the application of the results to other groups who also make use of the test object, such 
as faculty and employees. Third, all the participants in the study were also from the same young 
age group, of a similar educational background, and possessed a similar level of familiarity with 
the Internet. This might also minimise the utility of applying the results to a broader range of 

users (e.g., users with low Internet experience or without an academic background, older web 
users, or children of school age). Fourth, the TA methods in this research were only applied to 
university library websites. Testing different websites with different kinds of users, such as 
websites aimed at elderly people, may yield results that are different from the ones presented in 
this thesis. It seems possible, for instance, that thinking aloud while performing tasks might 
present greater difficulties for elderly people than for students who have grown up with web 
technologies. As such, testing websites with various target groups would be very worthwhile. 
Lastly, the study did not compare the TA methods to silent working. This is a limitation, however, 
there are studies that have compared both the classic and relaxed TA to silent working and found 
that the classic TA does not lead to reactivity (e.g. Hertzum et al., 2009; Alshammari, et al., 
2015); the authors followed this assumption in their work, and therefore focused only on 
comparing the TA methods. 

Conclusion 

This paper has compared the performance of the traditional concurrent think-aloud method with 

two interactive versions of the method: the active intervention and the speech-communication 
methods. The three methods were compared through an evaluation of a library website, which 
involved four points of comparison: overall task performance, test participants’ experiences, 
quantity and quality of usability problems discovered, and the cost of employing methods.  

The study showed that the evaluator’s active interventions modified participants’ behaviour at the 
interface and affected negatively their feelings towards evaluation. The three protocols facilitate 
identification of a similar number of usability problems and types. The traditional protocol 
generated more usability problems in the content category than the speech-communication, and 
the active interventions produced more enhancement problems. However, both of these 
differences concern a small proportion of problems. Lastly, the AI method required considerably 
more time on the evaluator’s part than the other two methods. Although the traditional and 
speech-communication methods provided similar results in this study to a large extent, the former 
methods enjoy one critical advantage over the latter: directness and simplicity of application. The 
simplicity of Ericsson and Simon's (1993) classic technique means that it can be applied 
consistently, whereas the effectiveness of evaluator interaction with participants in the speech-
communication protocol is a variant, related to the evaluator's own skills and personal 

characteristics (Boren and Ramey, 2000). Also, the evaluator's tones of voice, attitude, and 
friendliness may affect participants' subsequent verbalisations (Rubin and Chisnell, 2008). These 
actualities, besides the findings of this study - which showed no marked benefit for additional 
interaction in the speech-communication – allied with particular negative effects of the evaluator’s 
active interventions, suggest it is wiser, safer and cheaper to follow Ericsson and Simon's (1993) 
concurrent classic TA.  
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Tips for Usability Practitioners 

Having discussed the degree of validity and utility of the three TA methods in the previous 
sections, the present section will offer a number tips for usability practitioners:  

 The varying effects of the different TA methods should be considered seriously, as the 
findings suggest that results may differ depending on the method used. Therefore, 
practitioners should consider the pros and cons of TA methods when deciding on a TA 
method.  

 When documenting TA protocol, it is recommended that, rather than writing a vague 
statement such as “we had participants TA”, practitioners describe the methods used and 
procedures followed in detail.  

 Be aware of the negative effects the AI method has on user performance. This triggers 
alarm signals that data collected using this method might be a false representation of the 
user's interaction with the tested system. 

 Ericsson and Simon's guidelines for interaction should be followed in collecting TA data. 
There should be minimal interaction between evaluator and participants to avoid effecting 
participants’ task performance.   

 Practitioners can collect data on participants’ satisfaction with test objects using any of 
the three TA methods studied, as there were no statistically significant differences 
between the conditions. 

 Usability practitioners should be aware of the fact that participants’ satisfaction with the 

perceived usability of test objects does not correlate with actual usability measures. This 
implies that user satisfaction should not be used as a sole metric for determining the 
usability of the tested interface.   

 Usability practitioners should take into account when planning to conduct AI test is that 

the method require a longer time for the application and analysis of the results than the 
classic CTA method.  
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Appendix A: List of interventions types 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Intervention 
type 

Intervention Trigger 

Reminder Participants fall silent more than 15 seconds, the evaluator reminds them to keep 
talking 

Clarification When participants solve the task with unclear goals or actions; when participants 
make vague comments,  the evaluator asks for a clarification 

Ask 

Explanation 

Participants express difficulties, feelings, likes, dislikes etc., without giving  an 
explanation, the evaluator asks for an explanation    

Interjection 

Exploration 

Participants make an interjection but no further comments 

Seek 
Opinion 

Participants give an evaluation summary of information or outcome of their actions,  
the evaluator asks about the user experience and ease of task in general 

Ask 

Suggestion 

Participants verbalise difficulties or negative feelings, disproval with known system 
based causes, the evaluator asks for suggestions   
 

User 

Expectation 

Participants indicate something does not meet their expectations,  the evaluator 
enquires about their expectations 

Task 

Continuation 

 

Participants think the task is finished; 

Participants are too chatty; 

Participants misunderstood the task; 

Participants give up too easily. 

Participants become frustrated, 
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Appendix B: Task list 

 

Task ID  
 

Task Description 
 

T1  You have borrowed a laptop from the library of Durham University for 4 hours, but 
it turned out that you needed to use it for six hours instead. Using the website, 
please find the charge for late return. Can you find it?  

T2  You want to find how many local studies the library catalogue has on the topic 
‘pollution’? Can you find them?  

T3  You are taking a course on ‘Web Technology’. Using the site, find the reading list 
for the course. Can you find it?  

T4  You are a big fan of the author “Harriet Bulkeley” and want to know how many 
publications are written by your favourite author on the subject ‘Climate change’. 
Can you find it?  

T5  You want to book a room at the library to study for your coming exam. Using the 
website, find what the maximum time that you can book an individual room for. 

Can you find it?  

T6  You are a first year PhD student in Law at the department of Law at Durham 
University and want to find all PhD thesis that have the key word “law” in the title 
in department of Law at Durham University. Can you find it?  

T7  You want to find how many publications that have the keyword “usability” in their 
titles were published between 2010 and 2015. Can you find them?  

T8  You are a part-time student who work off-campus for most of the time. You want to 
know what services the library offers for off-site users. Can you find them?  

T9  You want to find how many publications the library catalogue has on the topic 
‘language’, excluding the language ‘English’.  


