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Abstract

Two-dimensional electronic spectroscopy (2D-ES) is a cutting edge experimental method to probe ultrafast phenomena such as energy transfer, chemical reactions, coherent wavepacket motion, etc. It is an extension of transient absorption methods which recovers the signal as a function of the excitation frequency, resolving signals that are overlapped in traditional techniques, and allowing simultaneous high spectral resolution in excitation frequency and high temporal resolution of the dynamics. 2D-ES studies of light-harvesting systems from photosynthetic organisms reported coherent wavepacket motion, attributed to electronic coherences between different exciton states. Vibrational and vibronic coherences can also be observed with 2D-ES, and it is thus important to study the specific signatures of each. In this thesis, we present an experimental setup that is well suited to recover coherent wavepacket motion and employ it to study vibrational coherences in a zinc-porphyrin monomer. A first experiment is analyzed with the traditional convention of using only the real part of the complex-valued 2D-ES signal, and interference between neighboring oscillatory features is revealed, explained and modeled. We also find that when the full complex-valued signal is analyzed, the most pronounced interference features disappear, and in this case an analysis based on double-sided Feynman diagrams suffices to describe all observations. We then report an experiment with a blue-shifted laser spectrum, which matches the molecular absorption in a way that is more commonly found in 2D-ES studies, and observe signatures that closely resemble the features expected for a purely electronic coherence, which we explain considering the laser spectrum for all three field-matter interactions. Finally, we demonstrate a 2D-ES experiment with a red-shifted spectrum which exclusively probes coherences in the ground state, complementing experiments with the blue-shifted spectrum. We argue that a combination of the two suffices for unambiguous interpretation of coherences in 2D-ES, lifting the need for an ultrabroadband laser.
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Chapter 1

Introduction

In time resolved spectroscopy non-linear optical signals are used in order to obtain information about dynamical properties of matter in real time. The advent of ultrashort laser pulses in the 1980s enabled phenomena in the range of femtoseconds to be studied [1, 2], and significant effort is currently being devoted to the development of attosecond pulses and techniques to further improve time resolution [3, 4]. Time-resolved spectroscopies have been widely used to study many different phenomena such as energy transfer [5, 6], coherent wavepacket motion [7], the dynamics of solvation [8, 9], relaxation [10], chemical reaction [11] and conformation dynamics [12].

Broadly speaking, non-linear optical techniques can be divided between resonant and non-resonant, and among the resonant we have fluorescence and absorption based methods, the latter corresponding all time-resolved experiments reported in this thesis. To directly access temporal dynamics in absorption techniques, the time delay between at least a pair of pulses has to be experimentally controlled, and a signal originating from two different pulses is at least of second-order in the field of the pulses. Because the second order nonlinear susceptibility vanishes for isotropic media, third-order techniques are generally used, with the most common being broadband transient absorption (also referred to as pump probe) [2].

In pump probe experiments, the sample is initially illuminated with a pulse, referred to as the pump, and after a controlled time interval it is illuminated again with a second pulse, called the probe, and the spectrum of the probe is acquired after the sample (see Figure 1.1a). A chopper is placed in the beam path of the pump, so that some probe pulses will be detected when the chopper blocked the pump, and the remaining probe
shots will be detected when the pump beam was not blocked by the chopper, and thus illuminated the sample. This configuration permits the calculation of a differential probe spectrum of the probe between the pump on and pump off cases for any desired value of the temporal delay between pump and probe. This differential spectrum contains the effect of the pump on the probe’s absorption measured at a known time interval between the pulses; variation of the time delay yields dynamical information.

Figure 1.1: (a) Pulse sequence in a transient absorption experiment. (b) Pulse sequence in two-dimensional spectroscopy, where a pair of phase-locked pump pulses is used, to recover the excitation frequency. See text for details.

Because pump-probe experiments are absorption methods, dynamics both in the ground and in electronically excited states can be probed, whereas time resolved fluorescence experiments are sensitive to excited state dynamics only [13]. Overlapping signals due to many different phenomena can pose a challenge in the interpretation of pump-probe experiments, especially when ultrafast temporal resolution is desired. That happens because ultrashort pulses are intrinsically broadband in frequency. Hence, a transient absorption experiment with ultrashort pump and probe pulses can give sub 10 femtosecond temporal resolution, but the changes in the probe absorption at a given frequency \( \omega_3 \) might be due to original absorption at any \( \omega_1 \) frequency in the broadband pump spectrum. If high spectral resolution is desired it is possible to use a narrowband pump pulse. Such a pulse will necessarily be longer in time however, thus creating a trade-off between the ability to access ultrafast dynamics and the ability to clearly assign the absorption frequency responsible for it.

Two dimensional electronic spectroscopy extends transient absorption techniques in
a way that overcomes this problem [14, 15]. In essence, the concept is the following. As mentioned before, transient absorption experiments are third-order nonlinear optical measurements, with the system interacting twice with the pump pulse and once with the probe pulse, with the time interval between pump and probe being experimentally controlled. The time versus frequency resolution trade-off described above concerns the time resolution after the pump interaction and the frequency of pump excitation. We now note that this excitation frequency can in principle be recovered by performing the experiment with two pump pulses, scanning the time delay between them for each fixed waiting time relative to the probe (see Figure 1.1b). This time delay between the two pump pulses is called the coherence time ($\tau$), and the third-order signal as a function of $\tau$ will be modulated by the frequency of the excited transitions. Therefore, if such a delay is added to a pump probe experiment with broadband pulses, the original excitation frequency may be retrieved through a Fourier transform of the data over the $\tau$ interval. The resulting data is a collection of correlation maps between excitation and emission frequency, one for each value of the delay between pump and probe: $S(\omega_1, T, \omega_3)$. In Section 2.6 we show that this is the convolution of the system’s response function with the excitation fields, corresponding therefore to the most information that can be extracted from a third-order technique.

Multidimensional experiments are commonplace in NMR spectroscopy, having been first demonstrated in the 1970s [16] and flourishing to the extent that Richard Robert Ernst was awarded the Nobel Prize in Chemistry in 1991 [17]. NMR spectroscopy relies on radio frequency pulses with typical frequencies between 60 and 1000 MHz to excite and probe nuclear spin transitions. These frequencies correspond to optical cycles between 16.67 and 1 nanosecond (wavelengths of 0.3 and 5 meters respectively), which implies that the excitation frequencies to be recovered are in this range as well. In order to recover them in the time domain with the principle described above, it is essential that the data acquisition recovers the temporal oscillation during $\tau$ accurately, which presents different challenges in the visible and infrared spectral regions than in the radio frequency region.

The critical difference is that the wavelength of visible light lies in the region of 400 to 700 nm, with the corresponding optical cycles in the order of a few femtoseconds. Consequently, proper acquisition of the excitation frequency requires control of the time delay between the two pump pulses with an accuracy that is a fraction of this cycle. The
challenge is that typical vibrations and air currents found in the environment can generate mechanical displacements of the sub micrometer magnitude in optical components mounted on a table. Such mechanical fluctuations will affect the beam paths and compromise our ability to accurately retrieve the excitation frequency. This problem is referred to as phase stability and will be discussed in detail in Section 3.5.

In the face of these challenges, it was only in the late 1990s that two-dimensional spectroscopy was first demonstrated in the visible (2D-ES) [18] and infrared (2D-IR) [19] spectral regions. Because the phase stability requirement is less stringent in the infrared, the development of 2D spectroscopy in this region flourished faster than in the visible. Also, most applications in the visible require acquisition of maps for many different population time ($T$) delays, as in a pump-probe experiment, whereas in the infrared acquisition of a few population times can be sufficient to reveal important structural information about proteins, DNA, etc [20]. Thus, the long data acquisition times which follow from the fine scanning between the pump pulses becomes more of a problem in the visible.

Over time 2D-ES has become a much more accessible technique, thanks technical developments by multiple groups [21], but it remains much more challenging than traditional pump-probe experiments, posing the question of whether implementing it is worthwhile given real world constraints. In order to address that question we discuss below the information that can be recovered from 2D-ES experiments.

1.1 What information does two-dimensional spectroscopy recover?

Up to now we have described the development of 2D spectroscopy as a means to overcome the intrinsic ambiguity in terms of excitation frequency in transient absorption experiments when ultrafast time resolution is desired. However, from our pulse sequence discussion and Figure 1.1 we concluded that 2D spectroscopy comprises the most complete third-order nonlinear optical technique. That is because a third-order signal results from three field-matter interactions, and in 2D spectroscopy we use broadband pulses for all of these interactions and experimentally control the time delay between them, finally acquiring the spectrally resolved signal, and that is the maximum level of sophistication
possible. Actually, it can be shown that the signal from other third-order techniques such as photon echo, transient absorption and hole burning are all two-dimensional cuts or integrals of parts of the three-dimensional 2D-ES maps [14]. We also argued that 2D maps are correlation plots between excitation and emission frequencies for a given population time, which means that overlapping peaks in the emission frequency axis can be separated if they have different excitation frequencies. This section gives a few concrete examples of how 2D-ES can be more useful than long established techniques, when applied to real problems.

Line-broadening mechanisms and spectral diffusion

In lineshape theory it is usual to make a distinction between homogeneous and inhomogeneous line broadening, according to the sort of microscopic mechanism that causes it. 2D spectroscopy is the only experimental technique which allows a simultaneous and direct measurement of both contributions [22].

Homogeneous line broadening originates from a statistical loss of coherence that is equally experienced by all molecules in the ensemble, such as the line broadening due to the finite lifetime duration of the excited states, or collisions with the surrounding bath. Inhomogeneous broadening, on the other hand, is related to differences in the local environment for different molecules within the ensemble, causing slightly different frequencies of absorption for each. In linear absorption, inhomogeneous broadening is characterized by Gaussian lineshapes, while a Lorentzian lineshape is an indication of homogeneous broadening [23].

Because both contributions are often present, the distinction between the two mechanisms in linear absorption is not trivial, whereas absorptive 2D spectra (with $T$ close to zero to avoid dynamical effects) possess different lineshapes in each case [24, 25]. In 2D spectroscopy, homogeneous broadening corresponds to a 2D Lorentzian star-shaped signal, with cuts along both the diagonal and anti-diagonal yielding Lorentzian lineshapes of the same width [26]. In the inhomogeneous case, the peak will broaden along the diagonal, but the photon echo nature of the 2D measurement removes the inhomogeneous broadening along the anti-diagonal, resulting in an overall elliptical lineshape stretched along the diagonal [27]. Moreover, the inhomogeneous broadening is given by the diagonal cut of the 2D map, while the homogeneous broadening is given by the anti-diagonal cut,
so both are simultaneously recovered [28].

Figure 1.2: Series of absorptive 2D-ES maps of chlorophyll a monomers in acetone. The graphs on top show the linear absorption (blue) and the laser (red) spectra. The map at $T = 0.05$ ps has amplitude stretched along the diagonal, marking an inhomogeneously broadened transition. As $T$ increases, the amplitude gradually becomes rounded, indicating spectral diffusion. Adapted from reference [29] with permission.

Still within the lineshape discussion one might realize that some part of the inhomogeneous line-broadening observed at early times might be lost for longer waiting times, as each molecule in the ensemble has the chance to probe different local environments and lose the initial correlation of transition frequencies [30]. This dynamical phenomenon is called spectral diffusion and its effect on absorptive 2D lineshapes is a gradual change from an elliptical shape at early times to a circular one at later times, as exemplified in Figure 1.2 for Chlorophyll a in acetone [29]. The dynamics of 2D lineshapes has been widely used to study spectral diffusion in the infrared region [27], but has also found applications in the visible [29,31–33].

Chemical exchange and chemical reactions

2D spectroscopy can also be used to investigate chemical exchange and reactions if different species are associated with an unique spectral signature. In the case of chemical exchange, we are discussing a system of multiple inter-converting species in thermodynamic equilibrium [34]. At early population times a 2D spectrum will have diagonal
peaks corresponding to each individual species, but as interconversion takes place cross-peaks between them form on the exchange rate timescale [35], allowing thermodynamic information to be recovered [36,37].

Furthermore, if a chemical reaction takes place in the excited state and reactants and products have distinct spectral signatures, time evolution of the cross-peaks between these frequencies will follow the reaction dynamics. For instance, during this PhD I have studied a butadiyne-linked zinc-porphyrin dimer for which all angles between the two porphyrin units are allowed in solution. The lowest electronic transition is a function of this angle, with planar conformers absorbing at low energies, and perpendicular conformers absorbing at high energies. This can be seen in the two peaks in the linear absorption spectra on the top graphs in Figure 1.3 (blue line), where the peak at low wavenumber (13500 cm$^{-1}$) corresponds to planar and that at high wavenumber (14950 cm$^{-1}$) corresponds to twisted conformers [38].

The ground state is therefore an equilibrium between different conformers that absorb light at different energies, which implies in an inhomogeneously broadened transition. Accordingly, the absorptive 2D-ES spectrum at the early time of $T = 0.1$ ps has amplitude stretched along the diagonal, as discussed in the previous Section. However, the electronic excited state of this molecule strongly favors the planar conformers, with the perpendicular ones being more than 6 kT higher in energy [38]. Consequently, once a pop-
ulation of twisted conformers in the excited state is formed (marked by excitation at high wavenumber in the 2D maps), this energy gradient will drive them towards planarity, and this planar conformers will emit at low wavenumber. Indeed, the series of 2D-ES maps in Figure 1.3 shows gradual amplitude growth in the region of high excitation and low emission wavenumbers (below the diagonal), unambiguously resolving the conformational planarization reaction in the excited state. The time trace of point A, shown on the right, shows an increase of amplitude in a 60 ps timescale.

Moreover, in the ground state chemical exchange between both species takes place as well, forming cross peaks both above and below the diagonal. While below the diagonal most of the amplitude is due to the planarization reaction in the excited state, the region above the diagonal corresponds to signal emission by twisted conformers which were planar during the initial excitation, which is only allowed to happen in the ground state (where the energy barrier is within kT). Therefore, the chemical exchange can be observed background-free in this region, and the time trace B on the lower right hand side of Figure 1.3 shows that an increase in amplitude is indeed observed in a timescale of 250 ps. Analyzing the 2D-ES maps with a global fit tool we identified the different timescales of the different processes in this molecule [39].

In this particular case, due to the slow timescales, a series of narrowband pump and broadband probe transient absorption measurements could be used instead of 2D-ES, and we have replicated the study in this way, including solvent viscosity and temperature studies [40]. 2D-ES still has the advantage of simultaneously giving in one experiment the result of all different narrowband pump experiments possible within the spectral range used in the 2D-ES broadband pump. The work on the porphyrin dimer has been left out of this thesis for purposes of cohesion, but the interested reader is referred to references [39,40]. Other examples of 2D-ES being used to study reaction dynamics can be found in references [41–45].

Energy transfer mechanisms

Another phenomenon that can be probed by 2D-ES in a particularly convenient way is energy transfer between different excited states. Much like chemical exchange and reactions, energy transfer is observed through the dynamics of cross-peaks connecting the states between which energy is flowing. This problem is directly relevant to natural
photosynthetic systems [46–53] as well as synthetic ones [54–56], and has thus attracted much attention. In Figure 1.4c (adapted from reference [52]) signatures of energy transfer in the Fenna-Mathews-Olson complex (the structure and linear absorption of which are shown in Figures 1.4a,b) can be observed as time elapses from 100 fs to 1 ns.

Figure 1.4: Adapted with permission from reference [52]. Copyright 2016 American Chemical Society. (a) Arrangement of bacteriochlorophyll a molecules within the FMO units. (b) Linear absorption spectrum of the Fenna-Mathews-Olson complex at 77 K with excitonic transitions represented by vertical bars. (c) Absorptive 2D-ES spectra with dashed lines indicating excitonic transition energies. All spectra are normalized to their maximum value were recorded in 1:2 aqueous buffer:glycerol mixture at 77 K.

Intramolecular couplings and coherences

The possibility of uncovering electronic couplings was one of the main features that brought 2D-ES to prominence. Electronic couplings are an intrinsic part of many important systems and play essential roles in the processes that make these systems relevant in the first place. In 2D spectroscopy coupled transitions are distinctively marked through the presence of cross-peaks corresponding to their energies already at zero waiting time. For instance, molecular aggregates [54], semiconductor quantum wells [57–60], photosynthetic complexes [46] and polymers [61] all have electronic couplings in their excited state structures. 2D-ES studies helped shed light on their properties, and this type of signals can be used to unravel the energy level structure of complex systems [62]. Such signatures reveal coupling in general, and are observed also from electronic transitions coupled to vibrational modes [63], and intricate analysis can be used to assign the specific nature of coupled states [64].

Besides the presence of cross-peaks at zero waiting time, if two states are coupled,
a coherent superposition between them during the waiting time can be prepared by a broadband laser pulses [27,65,66]. The fact that the system is in a coherent superposition of states instead of in a population during $T$ implies that the corresponding signals will be modulated by the frequency of this coherence. As a consequence, signals that oscillate as a function of $T$ will be found in different positions of the 2D maps. For instance, studies of coherent superposition of states in semiconductor quantum wells in the liquid helium temperature range provided insight into quantum mechanics and many body effects [58–60,67].

1.2 This thesis

The main theme of this thesis is coherent superpositions in molecular systems, and in this Section we briefly review the state of affairs in late 2013 (the start of this PhD) with regard to molecular and biological systems. We begin by emphasizing two points. First, capturing coherent oscillations as a function of $T$ requires fine experimental scanning of this time interval, which is challenging for a technique that is already scanning the $\tau$ interval with interferometric precision. Second, the oscillations are expected to dephase with a lifetime similar to that of the states involved. So, coupled excitonic states are expected to dephase in the sub-100 femtosecond timescale (at room temperature), while vibrationally coupled electronic transitions may give rise to coherences that live for a few picoseconds [66].

Nonetheless, one early study on the Fenna-Mathews-Olson light-harvesting complex at 77 K observed such oscillations in cross-peaks connecting different excitonic levels, and attributed them to electronic coherences between the corresponding excitons [68]. The paper suggested such long lived coherences could be part of the energy transfer mechanism, with the consequence that natural photosynthesis would be at least partially quantum mechanical in its function following light absorption. Although the dephasing time seemed too slow for electronic coherences, evidence was also presented suggesting that the protein scaffold protected the coherence generated from dephasing [69].

Further pioneering studies observed the presence of oscillatory signals at room temperatures. First, Collini et al. reported them for conjugated polymers [70] in 2009 and later for light-harvesting proteins of marine algae [71], while Panitchayangkoon et al. observed
oscillations in a study of the FMO complex [72] in 2010. As more evidence of oscillatory signals in photosynthetic systems was gathered [73–76], some studies highlighted that while the presence of oscillations meant that some coherent superposition was prepared during $T$, further evidence was required to differentiate between vibrational and electronic coherences [63, 64, 77–79].

In 2011 Turner et al. emphasized the possibility of distinguishing electronic from vibrational coherences using 2D-ES alone, but lacked theoretical support [80]. In the same year, Panitchayangkoon et al. argued that the relative phase of the oscillation of different excitation-emission coordinates could be used to establish the underlying nature of a coherence, although conclusive theoretical arguments were not presented [81]. Other studies mentioned the possibility of using relative phases to infer information [77, 82, 83], but no comprehensive experimental study supporting them was presented. In 2012 phase variations of vibrational coherences in a dye were presented, but the data was not explained and remains unpublished [84].

In 2008 Cheng and Fleming demonstrated theoretically that vibrational and electronic coherences result in distinct oscillations if rephasing and non-rephasing signals are considered separately [85]. In 2012, when studies of vibrational coherences in simpler molecular systems where only vibrational coupling was expected, were published only the absorptive [86] or the absolute valued [87] 2D-ES spectra were analyzed. In fact, as late as 2013 an article assigned electronic coherences to oscillations of a single coordinate of absolute valued 2D-ES maps in a molecular dimer [88], although spectra necessary to rule out vibrational coherences were not presented, and the paper was criticized in a comment by Halpin et al. [89]. This series of papers indicates the challenges of studying coherences in 2D-ES.

In the meantime, theoretical work by multiple groups described the impact of long-lived coherences on the functionality of light-harvesting systems, deepening interest in the matter [90–94]. Also, other theoretical studies, recognizing the ubiquity of vibrational coupling, began to address the problem of mixed vibrational and electronic coupling (labeled vibronic) [95–99], and Tiwari et al. pointed out that from such mixing a different coherence pathway results [100]. In 2014 and 2015 two 2D-ES studies on a molecular dimer were published addressing this issue [101, 102], but the data analysis focused on the oscillation of a single cross-peak, so much information present in the data was not
assessed. Eventually, in 2015 the Hauer group used multiple polarization schemes in 2D-ES to expand a previous study [103] in a spatially oriented artificial light harvester to rigorously demonstrate the presence of the oscillatory pathway forecast by Tiwari et al. [104].

Within this context, a comprehensive study of purely vibrational coherences in 2D-ES was lacking, and the main focus of this thesis is to provide such a study. The first critical point necessary is an understanding of the features expected in 2D-ES measurements of vibrationally coupled electronic transitions. In Chapter 2 we provide a review of third-order perturbative theory which establishes the theoretical framework employed throughout the thesis.

A second outstanding requirement in performing a comprehensive study of vibrational coherences in 2D-ES is to build an experimental setup capable of acquiring 2D-ES spectra for many values of $T$ with very good signal-to-noise. In Chapter 3 we describe our 2D-ES setup in detail, discussing the challenging factors of the technique, different approaches to overcome then and our own approach. The data acquisition and data processing steps leading to complex-valued 2D-ES spectra are discussed in detail.

The third outstanding matter is to find a molecular system with all the requirements to test the different aspects of the theory with a minimum of other phenomena that might create overlapping signals. In Chapter 4 we present such system, a zinc-porphyrin monomer, and report basic 2D-ES results on it. We then discuss the challenges in data analysis to study oscillatory signals at multiple coordinates of the 2D-ES maps, eventually establishing a suitable method for our purposes. We discover in our data an interference phenomenon between different overlapping third-order coherence pathways, which we are able to model with standard third-order response function theory.

In Chapter 5 we further refine our analysis by considering the complex-valued 2D-ES maps, observing that the interference observed in Chapter 4 becomes much less pronounced and that the results closely match theoretical predictions. We use this to gain further insight into the interference phenomenon discovered in Chapter 4. We then note that our experiments were performed with laser spectrum profiles that compared to the sample absorption in a way that is often unattainable in practice, leading us to perform new 2D-ES experiments with a blue-shifted spectrum which better represents usual experimental conditions for samples with broader absorption spectra than ours. Surprisingly,
the results with the blue-shifted spectrum drastically deviate from the previous ones, with key coherence signatures being completely suppressed. Further, the observed results match the expected signatures for pure electronic coherences.

We then show that these results are explained through careful consideration of the laser spectrum simultaneously with the contributing pathways. Consequently, under common excitation conditions, electronic and vibrational coherences can show signatures more similar than previously thought. Finally, this newly gained insight about the laser spectrum effect is explored further to propose a 2D-ES experiment that can be performed to complement experiments in which vibrational and electronic coherences result in the same signatures. This newly proposed experiment is sensitive only to vibrational coherences in a background-free region of the excitation-emission plane, and we conclude Chapter 5 demonstrating it. In Chapter 6 we discuss the future work for which this thesis paved the way.
Chapter 2

Theoretical Framework

This thesis is focused on experimental two-dimensional electronic spectroscopy (2D-ES) studies of electronic transitions coupled to vibrational modes. In some respects 2D-ES is the analogue of 2D-NMR in the visible spectral range. The relevant theory behind this technique is large and well developed, ranging from basic quantum mechanics [105, 106], electromagnetism [107] and statistical mechanics [108] to more advanced topics within these fields such as density matrices [109], nonlinear optics [23,110] and lineshape theory [23,66], going through to optics [111] and the physics of ultrashort laser pulses [112]. Clearly this Chapter will not be able to include all of this material.

Instead, this Chapter aims to present the aspects of the theory which proved most important for the interpretation of the experiments performed, which were the double-sided Feynman diagrams (also known as Liouville-space pathways) cast within the framework of semi-classical perturbation theory. The experience of the author was that learning about the double-sided Feynman diagrams was made difficult because different sources present them in different contexts, with different notation and degrees of rigor. However, once a clear understanding of the diagrammatic picture is achieved, designing and interpreting 2D-ES experiments becomes much simpler. The objective of this Chapter is to provide future students who will work with 2D-ES with a unified reference that presents the diagrammatic theory that we perceive as the most convenient for 2D-ES.

The approach chosen is the following. In Section 2.1 we present the basics of quantum mechanics using the density matrix formalism, which allows us to include statistical ensembles in the description of a quantum system. We derive the equations for the expectation values of operators in terms of the density matrix only, as well as the Liouville-von
Neumann equation, which describes the time evolution of the density matrix, thus showing that quantum mechanics can be fully discussed using the density matrix to represent the system instead of the wavefunction. During the derivation of the Liouville-von Neumann equation we carefully include the presence of a statistical ensemble for the density matrix, which is tedious but demonstrates that thermodynamic effects can be modeled, via the addition of a phenomenological term in the equation for pure states.

In Section 2.2 we use the results from Section 2.1 to develop a perturbative expansion of the density matrix to approach the general problem of calculating the dynamics of a system under a time dependent Hamiltonian that can be written as a time independent part plus a time dependent perturbation of much smaller energies. In Section 2.3 we proceed to specify that the perturbation to the Hamiltonian consists of a time dependent electric field, and treat the light-matter interaction semi-classically within the point-dipole approximation. As a result, we obtain an expression which compares directly with the non-linear optical polarization, which allows us to write the \( n \)th-order response function of a quantum system in terms of the transition dipole moment operators in the interaction picture and the density matrix.

In Section 2.4 we apply this result step by step to obtain the first-order (linear) response function for a two level system. We then proceed to compute the first order polarization which results from the interaction with a laser pulse within the semi-impulsive limit. During this process the basic concepts of the double-sided Feynman diagrams are elucidated one by one, including their relation to the rotating wave approximation. Following this, we use these new insights to discuss the third-order response function and polarization in Section 2.5, with the aim of establishing that the diagrammatic approach is much more convenient than working out all the terms in the equations step by step.

Section 2.6 is then dedicated to making the connection between the third-order double-sided Feynman diagrams and the signals and parameters from 2D-ES, including a discussion of the phase matching of different third-order signals and the essential differences between rephasing and non-rephasing pathways. In Section 2.7 we extend the diagrammatic approach to include systems more complex than a two level system. In particular we analyse the case of an electronic transition coupled to a nuclear vibrational mode, and that of a three level system in which two electronic excited states have similar energies. In this context, we discuss the possibility of observing coherent wavepacket motion in
2D-ES due to the existence of pathways which include a coherent superposition of states during the population time, which is one of the main focuses of this thesis, and we make predictions regarding the specific signatures of these pathways in 2D-ES experiments. In Chapter 5 we will experimentally explore the possibility of distinguishing between such systems.

Finally, we note that the diagrammatic analysis of the third-order signals intrinsically assumes that all transitions are infinitely sharp, which is never the case in nature. We then follow the approach by Butkus et al. [78] to include the effect of broad transitions, especially on coherence pathways, and obtain some predictions about the consequences, which we test experimentally in Chapter 4.

A description of 2D lineshapes is not included in this Chapter, being placed in the Appendix instead. This is because the theory by Butkus et al. combined with the diagrammatic theory suffice to understand the core findings of this thesis. Therefore, we considered more convenient to describe traditional 2D lineshape theory directly where it is used, as part of the calculations of 2D-ES spectra for an electronic transition coupled to a vibrational mode.

2.1 Density matrix

In this work we use two-dimensional electronic spectroscopy (2DES) to study different molecular systems. As with any form of spectroscopy, we must choose a theoretical framework to discuss the experiment and its results in a systematic way and, in principle, a few different approaches would be possible. Quantum electrodynamics, treating the electromagnetic radiation quantum-mechanically would clearly be the most rigorous and consistent option [113]. However, most of the research that is done in the field of nonlinear optics is discussed within the semi-classical framework established by Mukamel [23], Boyd [110], Bloembergen [114], Shen [115] and others, which unified the description of most nonlinear optical experiments and basically consists of treating the electromagnetic field with Maxwell’s equations and the rest of the system quantum-mechanically via a perturbative approach [23].

Treating the system quantum-mechanically means that its physical state is described
by a wavefunction $|\psi(t)\rangle$, the evolution of which is given by the Schrödinger equation [106]

$$\frac{\partial}{\partial t} |\psi(t)\rangle = -\frac{i}{\hbar} \hat{H}(t) |\psi(t)\rangle.$$  \hfill (2.1)

To set the stage for the discussion, we first stress that the experimental measurements will always be performed over an ensemble of molecules. The problem which arises is that this description does not allow for the inclusion of thermal distributions: the statistical weighting has already been used to account for the fact that a pure quantum state can be any normalized linear combination of the system’s eigenstates. So, to treat the system quantum-mechanically and also add a simultaneous thermodynamical description we use the density matrix formalism [105]. The density matrix of a system described by the wavefunction $|\psi(t)\rangle$ is defined as:

$$\hat{\rho}(t) \equiv |\psi(t)\rangle \langle \psi(t)|.$$  \hfill (2.2)

If we assume the existence of a complete orthonormal set of eigenstates $|n\rangle$, then we can write the expansion:

$$|\psi(t)\rangle = \sum_n c_n(t) |n\rangle.$$  \hfill (2.3)

Equivalently, we have for the bra:

$$\langle \psi(t)| = \sum_n c_n^*(t) \langle n|.$$  \hfill (2.4)

Using the last couple of equations we can write the density matrix as:

$$\hat{\rho}(t) \equiv \sum_{n,m} c_n(t) c_m^*(t) |n\rangle \langle m|.$$  \hfill (2.5)

Looking at the last equation we recognize that if we want to represent the density operator as a matrix, its elements are given by:

$$\rho_{nm}(t) = c_n(t) c_m^*(t).$$  \hfill (2.6)

At this point we can define the density matrix of a statistical average of pure quantum states. By ‘pure quantum state’ we mean any normalized linear combination of eigenkets
from a complete set. So for instance, in a $1/2$ spin system, the states $|\uparrow\rangle$, $|\downarrow\rangle$ and $1/2|\uparrow\rangle + \sqrt{3}/2|\downarrow\rangle$ are all pure states. If we want to conceive a description of a statistical ensemble composed by 30% of the first, 20% of the second and 50% of the third then the wavefunction:

$$
\frac{3}{10}|\uparrow\rangle + \frac{2}{10}|\downarrow\rangle + \frac{5}{10}\left(\frac{1}{2}|\uparrow\rangle + \frac{\sqrt{3}}{2}|\downarrow\rangle\right) = \frac{11}{20}|\uparrow\rangle + \frac{5\sqrt{3} + 4}{20}|\downarrow\rangle
$$

(2.7)
is clearly not adequate to describe the system, for it is not normalized and even if we were to normalize it, it would correspond to a pure state. The same occurs with any linear combination we could try. It is the density matrix approach that allows us to write the state of a statistical mixture in an intuitive way, as we will soon prove. So first we define the density operator of a system composed by a statistical average of $N$ different pure states $|\psi^j\rangle$, each corresponding to a probability $p^j$, in such an intuitive way:

$$
\hat{\rho} = \sum_{j=1}^{N} p^j |\psi^j\rangle \langle \psi^j |.
$$

(2.8)

Our goal now is to derive formulas to correctly compute both the expectation value of any given operator and the time evolution of the system. The expectation value of an operator $\hat{A}$ for a statistical mixture of pure states can be computed by first working out the expectation value for each component of the mixture and then weighting the results by the probability of each pure state. For any given component $|\psi^j\rangle$ of the system, we have:

$$
\left\langle \hat{A} \right\rangle^j = \langle \psi^j | \hat{A} | \psi^j \rangle = \sum_n \sum_m (\rho^j)_{nm} A_{nm},
$$

(2.9)

where $(\rho^j)_{nm}$ is the $nm$ element of the density matrix of the pure state $j$. We also stopped explicitly writing the time dependence for the sake of simplicity: from now on, we will only write it when emphasis is required. The index $j$ is being used as a superscript to emphasize that it arises for a different physical reason than the indexes $n$ and $m$: the former is related to how many different statistical components form the system, while the latter are related to the different eigenkets that are being used as a basis for the Hilbert space. Looking at the last equation we note that the sum over $m$ is merely the matrix
product of $\hat{\rho}^j$ and $\hat{A}$:

$$\sum_m (\rho^j)_{nm} A_{mn} = (\rho^j A)_{nn}. \quad (2.10)$$

Thus, equation 2.9 becomes:

$$\langle \hat{A} \rangle^j = \sum_n (\rho^j A)_{nn}. \quad (2.11)$$

But this expectation value accounts only for the system’s $j$ component. To have the full expectation value, we must sum over all possible values of $j$ weighting each by its probability $p^j$:

$$\langle \hat{A} \rangle = \sum_{j=1}^N p^j \sum_n (\rho^j A)_{nn} = \sum_n \left( \left( \sum_{j=1}^N p^j \rho^j \right) A \right)_{nn} = \sum_n (\rho A)_{nn} = \text{Tr}(\rho A). \quad (2.12)$$

This last formula allows us to compute the expectation value of any given operator without referring to the wavefunction, but only to the density matrix and the operator itself.

The other requirement for a full quantum description of a system is a treatment of its time evolution. In the wavefunction formalism, this is fulfilled using Schrödinger’s equation (2.1). It is necessary to derive an equivalent equation for the density operator. For this, we use the matrix representation of the density operator, whose elements are given by

$$\rho_{nm} = \sum_{j=1}^N p^j \overline{c_j^m} c_j^n, \quad (2.13)$$

as can be seen from equations 2.6 and 2.8. To proceed with the derivation of an equation for the time evolution of the density operator, we note that using the product rule for derivatives, we know the time derivative of the density operator is given by:

$$\frac{\partial \rho_{nm}}{\partial t} = \sum_{j=1}^N \frac{dp^j}{dt} \overline{c_j^m} c_j^n + \sum_{j=1}^N p^j \left( \overline{c_j^m} \frac{\partial c_j^n}{\partial t} + c_j^n \frac{\partial \overline{c_j^m}}{\partial t} \right). \quad (2.14)$$

As previously mentioned, the first term in this equation arises from the fact that we are dealing with a statistical mixture of pure quantum states. To advance with a rigorous treatment of this term, statistical mechanical considerations would have to be made and phenomena such as dephasing and population relaxation would be described. The usual approach in the nonlinear optics community is to treat this term phenomenologically [27], and this is what we will do here. As far as the latter terms in equation 2.14 are concerned,
we can use Schrödinger’s equation to obtain relations for the time derivatives. First, we note that the \( n^{th} \) component of the vector created by applying the Hamiltonian operator on the wavefunction is:

\[
\left( \hat{H} | \psi \rangle \right)_n = \sum_m H_{nm} c_m. \tag{2.15}
\]

Using this last formula to write the \( n^{th} \) component of Schrödinger’s equation we have:

\[
\frac{\partial c_n}{\partial t} = -\frac{i}{\hbar} \sum_l H_{nl} c_l^*, \tag{2.16}
\]

and for its adjoint:

\[
\frac{\partial c_n^*}{\partial t} = \frac{i}{\hbar} \sum_l H_{ln} c_l^*. \tag{2.17}
\]

Thus substituting in equation 2.14 we have:

\[
\frac{\partial \rho_{nm}}{\partial t} = \sum_{j=1}^N \frac{dp_j}{dt} c_{m}^* c_n - \frac{i}{\hbar} \sum_{j=1}^N p_j \sum_l \left( c_{m}^* H_{nl} c_l^* - c_{n}^* H_{ln} c_l^* \right),
\]

\[
= \sum_{j=1}^N \frac{dp_j}{dt} c_{m}^* c_n - \frac{i}{\hbar} \sum_l \left( H_{nl} \sum_{j=1}^N p_j c_m^* c_l^* - H_{ln} \sum_{j=1}^N p_j c_n^* c_l^* \right),
\]

\[
= \sum_{j=1}^N \frac{dp_j}{dt} c_{m}^* c_n - \frac{i}{\hbar} \sum_l \left( H_{nl} \rho_{lm} - \rho_{nl} H_{ln} \right). \tag{2.18}
\]

Now we note that the term inside the parenthesis corresponds to the matrix elements of the commutator of \( \hat{H} \) with \( \hat{\rho} \). Therefore we have:

\[
\frac{\partial \rho_{nm}}{\partial t} = \sum_{j=1}^N \frac{dp_j}{dt} c_{m}^* c_n - \frac{i}{\hbar} \left[ \hat{H}, \hat{\rho} \right]_{nm}, \tag{2.19}
\]

which is the quantum mechanical equivalent of the Liouville-von Neumann equation from classical statistical mechanics and describes the time evolution of a quantum system in the density matrix formalism.

As previously mentioned, the first term in the right-hand side of equation 2.19 is related with the thermodynamics of the system, while the quantum mechanical description is given by the second term. In fact, by performing the same derivation we performed assuming a pure quantum system (as opposed to a statistical ensemble) one would arrive at equation 2.19 without the first term in the right-hand side. This can easily be seen by
noting that for a pure system $p = 1$ at all times and thus its derivative equals to zero. So, for a pure system we have:

$$\frac{\partial \hat{\rho}}{\partial t} = -\frac{i}{\hbar} \left[ \hat{H}, \hat{\rho} \right].$$ (2.20)

Equation 2.20 is the one most commonly called the Liouville-von Neumann equation and in this work we shall adopt this convention. Equation 2.20 is more useful than equation 2.19 in the sense that a rigorous treatment of the statistics in equation 2.19 is not readily accessible and also quite difficult. There are two reasons why we opted to present the more complicated derivation. The first is consistency: if we argue in favor of the density matrix approach because it allows us to include statistical ensembles, we ought to derive equations for statistical ensembles. The second is that by deriving equation 2.19 we showed that all effects arising from statistical dynamics are contained in the first term (the second is independent of $p^i$). Thus, even if rigorous treatment of the first term is not accessible, we know that we can model the thermodynamic phenomena via the addition of a phenomenological term to equation 2.20, which is the most commonly adopted approach.

2.2 Semi-classical perturbation theory

Being in possession of the equations 2.12 and 2.19 to compute expectation values and the time dependence of the density matrix respectively, now our focus shifts to describing nonlinear optical experiments with this formalism. For that, we first need to incorporate the light-matter interaction in the Hamiltonian, for which we write:

$$\hat{H}(t) = \hat{H}_0 + \hat{W}(t),$$ (2.21)

where we are making the assumption that $\hat{H}_0$ is time independent and that the time dependent interaction with the optical field can be modeled with the addition of $\hat{W}(t)$. Generally speaking the molecular Hamiltonian is very complex, but it is assumed that a set of eigenfunctions exists and is known, satisfying the time independent Schrödinger equation $\hat{H}_0 |n\rangle = E_n |n\rangle$, and all physically meaningful wavefunctions of this system can be written as linear combinations of these eigenfunctions. The essential idea behind perturbation theory is the assumption that the laser intensity is sufficiently weak such that the eigenstates $|n\rangle$ from the molecular Hamiltonian $\hat{H}_0$ can still be used as a basis
to describe the wavefunction even when the laser is on. In other words, the time dependent part of the Hamiltonian $\hat{W}(t)$ can change the coefficients of the eigenstates in the expansion of the wavefunction as a linear combination of $|n\rangle$, but not the eigenstates themselves.

To proceed, it is convenient to define the wavefunction in what is referred to as the interaction picture [27, 105, 106]. So far we have presented the density matrix starting from the Schrödinger picture, where the operators are taken to be time independent and the wavefunction has its dynamics given by Schrödinger’s equation. The other option commonly used is the Heisenberg picture, where the wavefunctions are time independent and it is the operators which are a function of time, with the time evolution given by the Heisenberg equation of motion. The Heisenberg picture is more analogous to classical mechanics because the momentum, position and other observables are a function of time – nonetheless both pictures are equivalent [105, 106]. We note that the Hamiltonian in equation 2.21 has one term dependent and one independent of time, and we are concerned with the regime in which the eigenfunctions of the time independent part $\hat{H}_0$ can still be used as a basis. Hence, if the initial condition is:

$$|\psi(0)\rangle = \sum_n c_n(0) |n\rangle ,$$

(2.22)

then we would like to obtain $c_n(t)$ such that:

$$|\psi(t)\rangle = \sum_n c_n(t) e^{-\frac{iE_n t}{\hbar}} |n\rangle ,$$

(2.23)

for $t > 0$. Equation 2.23 is just the wavefunction in the Schrödinger picture, but by writing the $e^{-\frac{iE_n t}{\hbar}}$ factor explicitly we have effectively decoupled the trivial time evolution under the time independent part of the Hamiltonian – this factor remains present even when $\hat{W}(t)$ is absent, and the time dependence of $c_n(t)$ results solely from the presence of the time dependent part of the Hamiltonian. To see this, we can note that whenever $\hat{W}(t) = 0$, then $c_n(t) = c_n(0) \forall t$, and hence time independent. Therefore we see that it makes sense to define the wavefunction in the interaction picture through:

$$|\psi(t)\rangle \equiv e^{-\frac{i}{\hbar} \hat{H}_0 t} |\psi_I(t)\rangle ,$$

(2.24)
where the exponential of an operator is defined by its Taylor series expansion (see Chapter 2 of reference [23]) and is merely the time evolution operator for a system with Hamiltonian $\hat{H}_0$. It can be shown (see, for example, Section 5.5 of [106]) that $|\psi_I(t)\rangle$ satisfies the equation:

$$\frac{d}{dt} |\psi_I(t)\rangle = -\frac{i}{\hbar} \hat{W}_I(t) |\psi_I(t)\rangle,$$

where we have used the fact that observables (such as $\hat{W}_I(t)$) in the interaction picture are defined as:

$$\hat{W}_I(t) = e^{i\hbar \hat{H}_0 t} \hat{W} e^{-i\hbar \hat{H}_0 t}.$$  \hspace{1cm} (2.26)

It is clear from equation 2.25 that the evolution of the wavefunction in the interaction picture is determined only by the time-dependent perturbation in the Hamiltonian, whereas from equation 2.26 we can see that observables in the interaction picture have their time evolution determined by $\hat{H}_0$ (and it can be shown that they satisfy a Heisenberg-like equation – see reference [23]). As for the time evolution of the density matrix, it can be shown that it satisfies:

$$\frac{d}{dt} \hat{\rho}_I(t) = -\frac{i}{\hbar} \left[\hat{W}_I(t), \hat{\rho}_I(t)\right].$$  \hspace{1cm} (2.27)

We can formally integrate this equation from $t_0$ to $t$ to obtain:

$$\hat{\rho}_I(t) = \hat{\rho}_I(t_0) - \frac{i}{\hbar} \int_{t_0}^{t} \left[\hat{W}_I(\tau), \hat{\rho}_I(\tau)\right] d\tau,$$

which we can iteratively solve by substituting it into itself, resulting in (see reference [27]):

$$\hat{\rho}_I(t) = \hat{\rho}_I(t_0) + \sum_{n=1}^{\infty} \left(-\frac{i}{\hbar}\right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 \left[\hat{W}_I(\tau_0), \hat{W}_I(\tau_{n-1}), \cdots \hat{W}_I(\tau_1), \hat{\rho}_I(t_0)\right].$$  \hspace{1cm} (2.29)

Finally, to return to the Schrödinger picture we see from equation 2.24 that we can apply the time evolution operator of the unperturbed Hamiltonian $\hat{U}_0(t,t_0)$ on the left and
\[ \hat{U}_0^\dagger(t, t_0) \] on the right of both sides of the previous equation, resulting in [27]:

\[
\dot{\hat{\rho}}(t) = \hat{\rho}^{(0)}(t) + \sum_{n=1}^{\infty} \left( -\frac{i}{\hbar} \right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \ldots \int_{t_0}^{\tau_2} d\tau_1 \hat{U}_0(t, t_0) \left[ \hat{W}_I(\tau_n), \left[ \hat{W}_I(\tau_{n-1}), \ldots \left[ \hat{W}_I(\tau_1), \hat{\rho}_I(t_0) \right] \ldots \right] \right] \hat{U}_0^\dagger(t, t_0). \tag{2.30}
\]

We emphasise that in this equation the perturbation of the Hamiltonian remains in the interaction picture and therefore contains time evolution operators implicit wherever it appears. We have also used the notation \( \hat{\rho}^{(0)}(t) \) to represent the density matrix of the system if the perturbation \( \hat{W}_I(t) \) is not present, as it is the first term of a series expansion.

Applying this notation to all other terms we can write for equation 2.30:

\[
\dot{\hat{\rho}}(t) = \hat{\rho}^{(0)}(t) + \sum_{n=1}^{\infty} \hat{\rho}^{(n)}(t), \tag{2.31}
\]

where \( \hat{\rho}^{(n)}(t) \) is the \( n \)th-order density matrix and it contains \( n \) interactions with the perturbation \( \hat{W}_I(t) \).

### 2.3 Connection to non-linear optics

Our discussion so far was quite general in the sense that no assumptions were made about the time-dependent perturbation – the only one was that it is weak enough so that the eigenstates of the non-perturbed Hamiltonian can still be used as a basis set. Now we want to consider the case in which the time dependent perturbation is an electromagnetic wave. If the wavelength is much larger than the size of the quantum system we are describing and if the intensity is sufficiently low (but not to the point that quantum treatment of the field becomes necessary), we can apply the dipole approximation, in which the quantum system is considered a point dipole insofar as its interaction with the electromagnetic radiation is concerned. Then, if the quantum system’s electric dipole moment operator is \( \hat{\mu} \) and the electric field of the electromagnetic wave is \( E(t) \), we have:

\[
\hat{W}(t) = -\hat{\mu} E(t), \tag{2.32}
\]
where we are ignoring the vectorial character of both the electric field and dipole moment to simplify the equations, as careful treatment of the spatial components would divert the attention from the key concepts we want to discuss. Here we remind the reader that the matrix representation of the dipole operator $\mu_{ij}$ is such that the diagonal elements have the contribution of each eigenstate to the system’s permanent dipole moment, whereas the off-diagonal elements ($i \neq j$) are related to the light-induced transition from eigenstate $i$ to eigenstate $j$, with $|\mu_{ij}|^2$ being proportional to the oscillator strength of this transition [27]. Substituting equation 2.32 into equation 2.30 we get:

$$\hat{\rho}(t) = \hat{\rho}^{(0)}(t) - \sum_{n=1}^{\infty} \left( -\frac{i}{\hbar} \right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 E(\tau_n)E(\tau_{n-1})\cdots E(\tau_1)$$

$$\hat{U}_0(t, t_0) \left[ \hat{\mu}_I(\tau_n), \hat{\mu}_I(\tau_{n-1}), \ldots \right] \hat{U}_0^\dagger(t, t_0). \quad (2.33)$$

In this equation we see that the $n^{th}$ term of the expansion contains the electric field $n$ times, which is very similar to the way in which the macroscopic polarization $P$ induced in a material system by an applied electric field is described in non-linear optics [107]:

$$P = \epsilon_0 \left( \chi^{(1)} E + \chi^{(2)} EE + \chi^{(3)} EEE + \ldots \right). \quad (2.34)$$

In order to make a connection between equations 2.33 and 2.34 we can use the fact that the macroscopic polarization is an observable given by the expectation value of the dipole operator, which we can write by substituting the density matrix from equation 2.33 into equation 2.9, which gives:

$$P(t) = \text{Tr}(\hat{\mu} \hat{\rho}(t))$$

$$= \langle \hat{\mu} \hat{\rho}^{(0)}(t) \rangle - \sum_{n=1}^{\infty} \left( -\frac{i}{\hbar} \right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 E(\tau_n)E(\tau_{n-1})\cdots E(\tau_1)$$

$$\left\langle \hat{\mu} \hat{U}_0(t, t_0) \left[ \hat{\mu}_I(\tau_n), \hat{\mu}_I(\tau_{n-1}), \ldots \right] \hat{U}_0^\dagger(t, t_0) \right\rangle. \quad (2.35)$$

If we assume that $\hat{\rho}_I(t_0)$ is an equilibrium density matrix which does not evolve under $\hat{H}_0$, we can make $t_0 \rightarrow -\infty$, and note that in this case the interaction picture is the same as the Schrödinger picture, allowing us to drop the ‘I’ subscript. We can also use the invariance of the trace under cyclic permutations and note that $\hat{U}_0(t, t_0) \hat{\mu}_I(t) = \hat{\mu}_I(t)$.
Consequently we can write the $n^{th}$ term of the sum (which corresponds to the $n^{th}$-order polarization) as:

\[
P^{(n)}(t) = -\left(-\frac{i}{\hbar}\right)^n \int_0^t dt_n \int_0^\infty dt_{n-1} \cdots \int_0^\infty dt_1 E(t - t_n) E(t - t_n - t_{n-1}) \cdots E(t - t_n - t_{n-1} - \cdots - t_1)
\]

\[
\langle \hat{\mu}_I(t_n + t_{n-1} + \cdots + t_1) \left[ \hat{\mu}_I(t_{n-1} + \cdots + t_1), \cdots \left[ \hat{\mu}_I(0), \hat{\rho}(-\infty) \right] \cdots \right] \rangle .
\] (2.36)

Further, because we want to consider spectroscopic techniques with multiple pulses (perturbations), it is convenient to make a change of variables from absolute time to time intervals:

\[
\tau_1 = 0
\]
\[
t_1 = \tau_2 - \tau_1
\]
\[
t_2 = \tau_3 - \tau_2
\]
\[
\vdots
\]
\[
t_n = t - \tau_n,
\]

as these time intervals are quantities we can experimentally control in multiple pulse spectroscopic techniques. To convert equation 2.36 to time intervals we merely substitute each variable, making sure to calculate the integral extremes and the differentials. For instance, for the integral in $d\tau_n$ we compute the new extremes by noting that when $\tau_n = t$, then $t_n = 0$; similarly, when $\tau_n \to -\infty$, then $t_n \to +\infty$. Finally, $d\tau_n = -dt_n$, because $t$ is not a function of $\tau_n$. We note that the negative sign acquired when converting the differential is canceled by the minus sign which arises from the change between upper and lower integration limits. Applying this procedure to all new variables we obtain:

\[
P^{(n)}(t) = -\left(-\frac{i}{\hbar}\right)^n \int_0^\infty dt_n \int_0^\infty dt_{n-1} \cdots \int_0^\infty dt_1 E(t - t_n) E(t - t_n - t_{n-1}) \cdots E(t - t_n - t_{n-1} - \cdots - t_1)
\]

\[
\langle \hat{\mu}_I(t + t_{n-1} + \cdots + t_1) \left[ \hat{\mu}_I(t_{n-1} + \cdots + t_1), \cdots \left[ \hat{\mu}_I(0), \hat{\rho}(-\infty) \right] \cdots \right] \rangle .
\] (2.38)

In equation 2.38 it can be seen that the macroscopic $n^{th}$-order polarization is just a convolution of $n$ electric fields (which are the only terms in the integrals that are a function of $t$) with the term inside the brackets containing the nested commutators,
which is function of the $n$ time intervals. This is very similar to equation 2.34, which shows the expansion of the polarization in terms of the susceptibilities. Susceptibilities are defined in the frequency domain however, and clearly what we have in equation 2.38 are their time domain equivalents, which are called the response functions $R^{(n)}(t_n,...,t_1)$. We can thus write:

$$P^{(n)}(t) = \int_{0}^{\infty} dt_n \int_{0}^{\infty} dt_{n-1}... \int_{0}^{\infty} dt_1$$

$$E(t-t_n)E(t-t_n-t_{n-1})...E(t-t_n-t_{n-1}-...-t_1)R^{(n)}(t_n,...,t_1), \quad (2.39)$$

where:

$$R^{(n)}(t_n,...,t_1) =$$

$$-\left( -\frac{i}{\hbar} \right)^n \langle \hat{\mu}_I(t_n + t_{n-1} + ... + t_1) [\hat{\mu}_I(t_{n-1} + ... + t_1), ... [\hat{\mu}_I(0), \hat{\rho}(-\infty)]...] \rangle, \quad (2.40)$$

which is the $n^{th}$-order nonlinear response function. We note in equations 2.39 and 2.40 that the $n^{th}$-order macroscopic signal emitted by the system results from $n$ interactions between the density matrix and the fields. The transitions induced by the electric fields are taken into account in the nested commutators, while the temporal information of the electric field used is accounted for through the convolution integrals. We emphasize that the dipole operator outside the nested commutators plays a different role than the others, as $t_n$ is the time interval between the $n^{th}$ perturbation and $t$, which means that no perturbation takes place during this interval. Thus, $\hat{\mu}(t_n + t_{n-1} + ... + t_1)$ represents the field emission from the non-equilibrium density matrix which resulted from $n$ previous interactions with the perturbation. We also point out that causality requires that $R^{(n)}(t_n,...,t_1) \neq 0$ only if $t_i \geq 0 \ \forall \ i \in \{1,...,n\}$, and that all even-order response functions are zero for isotropic media as a result of symmetry [110].

### 2.4 Linear response function

Having made the connection between the quantum-mechanical description of a system and macroscopic observables from non-linear optics using perturbation theory to write the $n^{th}$-order response function, we now aim to develop a physical picture for these results.
To that end, we will discuss the first-order (linear) response function in this Section, before proceeding to the non-linear third-order response function, which is the basis for the 2D-ES experiments. To write the linear response we make $n = 1$ in equation 2.40, resulting in:

$$R^{(1)}(t_1) = -\frac{i}{\hbar} \langle \hat{\mu}_I(t_1) [\hat{\mu}_I(0), \hat{\rho}(-\infty)] \rangle.$$  \hfill (2.41)

The macroscopic first-order polarization is:

$$P^{(1)}(t) = \int_0^\infty dt_1 E(t - t_1) R^{(1)}(t_1).$$  \hfill (2.42)

Going back to equation 2.41 and expanding the commutator, we obtain:

$$R^{(1)}(t_1) = -\frac{i}{\hbar} \left( \langle \hat{\mu}_I(t_1) \hat{\mu}_I(0) \hat{\rho}(-\infty) \rangle - \langle \hat{\mu}_I(t_1) \hat{\rho}(-\infty) \hat{\mu}_I(0) \rangle \right).$$  \hfill (2.43)

As an example, we want to calculate the linear response for a two level system interacting with an optical excitation starting from equation 2.43. The eigenstates of $\hat{H}_0$ are $\langle g | = (1 \ 0)$ and $\langle e | = (0 \ 1)$, with eigenvalues $E_g$ and $E_e$ respectively. We also assume the system starts in the ground state, that is:

$$\hat{\rho}(-\infty) = |g\rangle \langle g| = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}.$$

We also need to write the transition dipole operator in the interaction picture. First, we remember that in the Schrödinger picture:

$$\hat{\mu} = \begin{pmatrix} 0 & \mu_{eg} \\ \mu_{eg} & 0 \end{pmatrix}.$$  \hfill (2.45)

To convert it to the interaction picture we can use equation 2.26. That requires evaluating $e^{\pm \frac{i}{\hbar} \hat{H}_0 t}$ for the two level system, which we can compute using $[23,106]$:

$$e^{\pm \frac{i}{\hbar} \hat{H}_0 t} = |g\rangle e^{\pm \frac{i}{\hbar} E_gt} \langle g| + |e\rangle e^{\pm \frac{i}{\hbar} E_et} \langle e|.$$  \hfill (2.46)
Carrying out these operations, we obtain:

$$\hat{\mu}_I(t) = \begin{pmatrix} 0 & \mu_{eg}e^{-\frac{i}{\hbar}(E_e-E_g)t} \\ \mu_{eg}e^{\frac{i}{\hbar}(E_e-E_g)t} & 0 \end{pmatrix}. \tag{2.47}$$

From this expression we can obtain both $\hat{\mu}_I(t_1)$ and $\hat{\mu}_I(0)$, which we need for equation 2.43. At this point we have the matrix representation of all the operators on the right-hand side of equation 2.43, and we start by computing $\hat{\mu}_I(0)\hat{\rho}(-\infty)$:

$$\hat{\mu}_I(0)\hat{\rho}(-\infty) = \hat{\mu}_I(0)|g\rangle\langle g| = \mu_{eg}|e\rangle\langle g| = \begin{pmatrix} 0 & 0 \\ \mu_{eg} & 0 \end{pmatrix}. \tag{2.48}$$

We can interpret this term in the following way: at time $t = 0$ the external electric field perturbs the equilibrium density matrix $\hat{\rho}(-\infty)$. We remind the reader that the density matrix is the sum of the unperturbed matrix $\hat{\rho}(0)$ (the zero order term) with the perturbed density matrices which we can compute order by order (see equation 2.31), and now we are in the process of computing the polarization generated by the perturbation up to first order. Equation 2.48 shows that the first order effect of the external electric field is to generate an off-diagonal element in the density matrix (a coherent superposition between excited and ground states). We now can complete the calculation of the first term inside the trace in equation 2.43:

$$\langle \hat{\mu}_I(t_1)\hat{\mu}_I(0)\hat{\rho}(-\infty) \rangle = \langle \hat{\mu}_I(t_1)|e\rangle\langle g| \rangle = \text{Tr} \left( \begin{pmatrix} \mu^2_{eg}e^{-\frac{i}{\hbar}(E_e-E_g)t_1} & 0 \\ 0 & 0 \end{pmatrix} \right), \tag{2.49}$$

where we have used equation 2.47 to obtain $\hat{\mu}_I$. The interaction between the density matrix and the second dipole operator in equation 2.49 includes two parts of the light-matter interaction sequence: the first is the propagation of the non-equilibrium density matrix generated by the external electric field at $t = 0$, which takes place during $t_1$ – the time interval after the interaction between the system and the perturbation. During this time interval the perturbation no longer interacts with the system, so its propagation in time is determined by the undisturbed Hamiltonian. The second step arises from the transition dipole operator itself, which takes the coherence generated by the perturbation in equation 2.48 back to a ground state population, and corresponds to the signal emission.
In equation 2.43 we need the trace of equation 2.49, which is simply $\mu_{eg}^2 e^{-\frac{i}{\hbar}(E_e-E_g)t_1}.$

To finalize the calculation of the linear response we need to compute the second term inside the brackets in equation 2.43:

$$\langle \hat{\mu}_I(t_1)\hat{\rho}(-\infty)\hat{\mu}_I(0) \rangle = \langle \hat{\rho}(-\infty)\hat{\mu}_I(0)\hat{\mu}_I(t_1) \rangle = \langle |g\rangle\langle e| \mu_{eg}\hat{\mu}_I(t_1) \rangle = \text{Tr} \left( \mu_{eg}^2 e^{\frac{i}{\hbar}(E_e-E_g)t_1} \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \right). \quad (2.50)$$

At this point, it is interesting to note that the physical interpretation of this term is the same as that from equations 2.48 and 2.49, with the sole difference being that the dipole operators are acting on the bra of the density matrix instead of the ket. To clarify, the term $\langle \hat{\mu}_I(t_1)\hat{\mu}_I(0)\hat{\rho}(-\infty) \rangle$ describes processes in which the density matrix follows the pathway $|g\rangle\langle g| \rightarrow |e\rangle\langle g| \rightarrow |g\rangle\langle g|$, while the term $\langle \hat{\rho}(-\infty)\hat{\mu}_I(0)\hat{\mu}_I(t_1) \rangle$ corresponds to the pathway $|g\rangle\langle g| \rightarrow |g\rangle\langle e| \rightarrow |g\rangle\langle g|$. Indeed, both terms in equation 2.43 corresponded to the same process for the following reasoning. Because both the transition dipole moment and the density matrix are Hermitian, $\hat{\rho}(-\infty)\hat{\mu}_I(0) = \hat{\mu}_I^\dagger(0)\hat{\rho}(-\infty) = (\hat{\mu}_I(0)\hat{\rho}(-\infty))^\dagger$, so these terms are just the Hermitian adjoint of one another, and thus the underlying physical processes must be the same. The dipole operator representing the signal emission appears inside the trace, so due to the trace's invariance under cyclical permutations it can also be pictured as acting on the bra (see second equality in equation 2.50), and hence the symmetry between the two terms in equation 2.43 is complete.

Finally, to conclude the calculation of the linear response we substitute equations 2.50 and 2.49 into equation 2.43:

$$R^{(1)}(t_1) = -\frac{i}{\hbar} \text{Tr} \left( \mu_{eg}^2 \begin{pmatrix} e^{-\frac{i}{\hbar}(E_e-E_g)t_1} - e^{\frac{i}{\hbar}(E_e-E_g)t_1} \\ 0 \\ 0 \end{pmatrix} \right) = \frac{i}{\hbar} \mu_{eg}^2 \left( e^{\frac{i}{\hbar}(E_e-E_g)t_1} - e^{-\frac{i}{\hbar}(E_e-E_g)t_1} \right) = \frac{2i}{\hbar} \mu_{eg}^2 \sin(\omega_{eg}t_1), \quad (2.51)$$

where $\omega_{eg} = \frac{E_e-E_g}{\hbar}$. Here it is worth noticing that the term $e^{-\omega_{eg}t_1}$ corresponds to the interactions with the ket, while the term $e^{\omega_{eg}t_1}$ corresponds to the interactions with the bra. The linear response is a macroscopic property of the system and although it has been defined under the framework of semi-classical perturbation theory, it is independent of the
actual perturbation. It is only when we compute the macroscopic first order polarization through equation 2.42 that we need to take the actual form of the electric field into account, which is done via the convolution with the linear response function. In order to describe the oscillatory external electric field, if $\omega$ is the field’s angular frequency, we can write:

$$2E'(t) \cos(\omega t) = E'(t)(e^{-i\omega t} + e^{i\omega t}) = E(t) + E^*(t).$$  \hspace{1cm} (2.52)$$

In equation 2.52, $E'(t)$ is the envelope of the electric field, which determines its temporal duration, while the cosine gives the temporal oscillation. We are following the convention that the time-domain electric field is a real function, but it is useful to separate it into its positive and negative complex exponential components. Also, we have defined $E(t) \equiv E'(t)e^{-i\omega t}$ because a forward propagating wave is usually written as $\cos(\mathbf{k} \cdot \mathbf{x} - \omega t)$ (we note that $\cos(-\mathbf{k} \cdot \mathbf{x} + \omega t)$ also propagates in the direction of $\mathbf{x}$; a counter propagating wave has both the spatial and temporal terms with the same sign). Substituting equations 2.52 and 2.51 in equation 2.42 we get:

$$P^{(1)}(t) = \frac{i\mu_2}{\hbar} \left[ \int_0^\infty E'(t - t_1)e^{-i\omega(t-t_1)}(-e^{-i\omega_{eg}t_1} + e^{i\omega_{eg}t_1})dt_1 + \ldots ight.$$

$$\left. + \int_0^\infty E'(t - t_1)e^{i\omega(t-t_1)}(-e^{-i\omega_{eg}t_1} + e^{i\omega_{eg}t_1})dt_1 \right] = \frac{i\mu_2}{\hbar} \left[ e^{-i\omega t} \int_0^\infty E'(t - t_1)(-e^{-i(\omega_{eg} - \omega)t_1} + e^{i(\omega_{eg} + \omega)t_1})dt_1 + \ldots \right.$$

$$\left. + e^{i\omega t} \int_0^\infty E'(t - t_1)(-e^{-i(\omega_{eg} + \omega)t_1} + e^{i(\omega_{eg} - \omega)t_1})dt_1 \right]. \hspace{1cm} (2.53)$$

At resonance, $\omega = \omega_{eg}$ and we have:

$$P^{(1)}(t; \omega_{eg}) = \frac{i\mu_2}{\hbar} \left[ e^{-i\omega_{eg}t} \int_0^\infty E'(t - t_1)(-1 + e^{2i\omega_{eg}t_1})dt_1 + \ldots \right.$$

$$\left. + e^{i\omega_{eg}t} \int_0^\infty E'(t - t_1)(-e^{-2i\omega_{eg}t_1} + 1)dt_1 \right]. \hspace{1cm} (2.54)$$

We note that we wrote equations 2.53 and 2.54 keeping the term corresponding to the interaction with the ket on the left and the one corresponding to the interaction with the bra on the right hand side of the square brackets in all integrals. Also, the first integral corresponds to an interaction between the system and $E(t)$, while the second integral corresponds to an interaction between the system and $E^*(t)$. Looking at the first
integral, we note that the term $e^{2i\omega_{eg}t_1}$ inside the square brackets oscillates rapidly between positive and negative values as a function of $t_1$, and therefore the contribution from this term to the total integral is much smaller than the contribution from the $-1$ term. Exactly the same reasoning applies for the second integral, and neglecting the rapidly oscillating terms results in adopting the so-called rotating wave approximation. Interestingly, we also see that the first integral results in a $e^{-i\omega_{eg}t}$ polarization and has its amplitude arising from the term of the response function that interacted with the ket, while the second integral results in a $e^{+i\omega_{eg}t}$ polarization and has its amplitude arising from the interaction between $\hat{\mu}(0)$ and the bra.

So far, we have seen that during the calculation of the first order polarization we managed to physically interpret the terms in the equation based on specific field-matter interaction sequences, although doing so is cumbersome with all the explicit equations. There is a more convenient diagrammatic way to account for these interactions, which is very useful when we want to assess which field-matter interaction processes generate signals in spectroscopic experiments, which is shown in Figure 2.1 and described next.

We have seen that from the linear response function alone the processes involved in the first-order interactions of a two-level system with an external oscillatory electric field are $|g\rangle\langle g| \rightarrow |e\rangle\langle g| \rightarrow |g\rangle\langle g|$, and $|g\rangle\langle g| \rightarrow |g\rangle\langle e| \rightarrow |g\rangle\langle g|$. Therefore, if we draw a vertical axis to represent time, we can draw this sequence of density matrices from bottom to top. To finalize representing the macroscopic signals generated from this we just need to incorporate the external field. Regarding this, we have learned that for a density matrix starting in $|g\rangle\langle g|$ an electric field $E(t) = E'(t)e^{i(k\cdot x - \omega t)}$ resonant with the
transition interacts with the ket, while its complex-conjugate $E^*$ interacts with the bra, in both cases generating an excitation. Thus, we can represent $E(t)$ with an arrow pointing to the right and $E^*(t)$ with an arrow pointing to the left.

The resulting diagrams shown in Figure 2.1 are called Liouville-space pathways or double-sided Feynman diagrams (and sometimes, informally, Feynman diagrams) and as an example we will interpret the diagram (a) from Figure 2.1. At time $t = 0$ the system, which was initially in equilibrium in the ground state $|g\rangle \langle g|$, interacts with the perturbation $E(t) = E'(t)e^{i(k\cdot x - \omega t)}$ which is represented by an arrow pointing to the right and connecting to the density matrix at the $t = 0$ horizontal line. Because the arrow is pointing towards the density matrix, it corresponds to an excitation, and in the case of the two level system we are considering, it has to be from $|g\rangle$ to $|e\rangle$, and it is implicitly assumed that the external field is resonant with this transition. Because we are looking at the first-order polarization, all signals will arise from a single interaction between the system and the external field, and after the specific interaction we described the density matrix is left in a $|e\rangle \langle g|$ coherence. The time interval $t_1$ is defined as the interval between the first and the second interactions, so because in a first order process there is a single interaction, it extends to infinity in our case. Therefore, the density matrix will emit the signal from the $|e\rangle \langle g|$ coherence it was left in after the interaction, returning to $|g\rangle \langle g|$, and this is represented by a dashed arrow.

The pathway (b) from Figure 2.1 arises from the same term in the response function, but the interaction is with $E^*(t)$, and we showed in equation 2.54 that the term corresponding to this interaction is negligible in the rotating wave approximation, and in the diagrammatic picture we just developed this can be observed in an intuitive way. This double-sided Feynman diagram corresponds to $\langle \hat{\mu}(t_1)\hat{\mu}(0)\hat{\rho}(-\infty) \rangle E^*$, so the transition dipole operator at $t = 0$ interacts with the ket of the density matrix (as it is acting on the left). For the two level system, the only possibility would be to take the density matrix to $|e\rangle \langle g|$, but the conjugate field $E^*$ excites bras and de-excites kets. Therefore, because the initial ket is in the ground state and it cannot be de-excited, no signal is expected from this diagram, matching with our discussion following equation 2.54 and the rotating wave approximation.

The pathways (c) and (d) are exactly analogous, with the difference being that they are the adjoints of (a) and (b) respectively, representing exactly the same field-matter
interactions. Therefore, there is no need to represent pathways (b) and (d), as they correspond to negligible macroscopic signals, and we only need to represent one of pathways (a) and (c). The convention is that we only draw double-sided Feynman diagrams for which the signal emission is from the ket, which correspond to transition dipole operator, and the existence of a complex conjugate is implicit, as both reflect the same physical processes.

Now that we have related the equations to the diagrammatic representation of the Liouville-space pathways, we note that the could have written the diagram (a) from Figure 2.1 in a more intuitive way. We start with the following constraints: $\hat{\rho}(-\infty) = |g\rangle\langle g|$, we will consider only resonant pathways (that is, the ones which fulfill the requirements of the rotating wave approximation), the signal emission must happen from the ket and leave the system in a population state, and we are considering first-order processes (that is, a single field will interact with the system). Bearing this in mind, we can draw all combinations of arrows for the electric field and the density matrix which results from that interaction, which will finally lead to all possible pathways. For the first interaction, we see that if it happens from the ket, it requires that it is an arrow pointing to the right (which excites kets or de-excites bras and has a phase of $e^{i(k \cdot x - \omega t)}$). Excitation of the ket takes the density matrix to $|e\rangle\langle g|$, and the signal emission happens from this state, accumulating the phase and wavevector from all previous interactions (which is a single one in this case). This is the pathway (a) in Figure 2.1.

Using these rules it is intuitive not to include the pathways (b) and (d), because it makes no sense to de-excite the ground state, so the rotating wave approximation is easily included by only drawing resonant interactions. And finally, we can start drawing a diagram with the first field interacting with the bra and taking it to the excited state, as in (c), but then the signal emission happens from the bra, indicating that this is the complex conjugate of another pathway, and thus needs not be drawn. Although this picture might not seem particularly useful for the linear response, we note that it brought a concise representation of the physical process taking place, from which we know the phase and wavevector of the exciting field and of the emitted signal, and we will see in the next Section and throughout this thesis how this can be very helpful when considering higher order experiments.
2.5 Third-order nonlinear response

Having computed the linear response function for a two level system, we now proceed to consider the non-linear response functions. For isotropic media, all even-ordered response functions vanish due to symmetry requirements (if the orientation of the field is reversed, then the orientation of the induced polarization must also reverse, which does not happen if the field is multiplied an even number of times) \[110\]. Therefore, the lowest order non-linear response function in the electric dipole approximation for isotropic media is \( R^{(3)} \), which we will discuss in this Section. We start by substituting \( n = 3 \) in equation 2.40:

\[
R^{(3)}(t_3, t_2, t_1) = -\left(\frac{-i}{\hbar}\right)^3 \langle \hat{\mu}_I(t_3 + t_2 + t_1) [\hat{\mu}_I(t_2 + t_1), [\hat{\mu}_I(t_1), [\hat{\mu}_I(0), \hat{\rho}(-\infty)]]]\rangle = \frac{i}{\hbar^3} \langle \hat{\mu}_{I3} [\hat{\mu}_{I2}, [\hat{\mu}_{I1}, [\hat{\mu}_{I0}, \hat{\rho}(-\infty)]]]\rangle , \tag{2.55}
\]

where in the second line we use a shorthand notation, dropping the temporal variables and displaying the functional dependence of the dipole operators with an index corresponding to the last time interval present. Expanding the commutators and rearranging the terms, we get:

\[
\langle \hat{\mu}_{I3} [\hat{\mu}_{I2}, [\hat{\mu}_{I1}, [\hat{\mu}_{I0}, \hat{\rho}(-\infty)]]]\rangle = \\
\langle \hat{\mu}_{I3}\hat{\mu}_{I1}\hat{\rho}(-\infty)\hat{\mu}_{I0}\hat{\mu}_{I2}\rangle - \langle \hat{\mu}_{I2}\hat{\mu}_{I0}\hat{\rho}(-\infty)\hat{\mu}_{I1}\hat{\mu}_{I3}\rangle + ... \\
+ \langle \hat{\mu}_{I3}\hat{\mu}_{I2}\hat{\rho}(-\infty)\hat{\mu}_{I0}\hat{\mu}_{I1}\rangle - \langle \hat{\mu}_{I1}\hat{\mu}_{I0}\hat{\rho}(-\infty)\hat{\mu}_{I2}\hat{\mu}_{I3}\rangle + ... \\
+ \langle \hat{\mu}_{I3}\hat{\mu}_{I0}\hat{\rho}(-\infty)\hat{\mu}_{I1}\hat{\mu}_{I2}\rangle - \langle \hat{\mu}_{I2}\hat{\mu}_{I1}\hat{\rho}(-\infty)\hat{\mu}_{I0}\hat{\mu}_{I3}\rangle + ... \\
+ \langle \hat{\mu}_{I3}\hat{\mu}_{I2}\hat{\mu}_{I1}\hat{\mu}_{I0}\hat{\rho}(-\infty)\rangle - \langle \hat{\rho}(-\infty)\hat{\mu}_{I0}\hat{\mu}_{I1}\hat{\mu}_{I2}\hat{\mu}_{I3}\rangle , \tag{2.56}
\]

where we have written the term corresponding to signal emission from the ket on the left and those with emission from the bra on the right, so that each line contains one term and its complex conjugate. We have also used the invariance of the trace under cyclical permutations to write \( \hat{\mu}_{I3} \) on the right for the terms emitting from the bra. In the literature the different terms of this equation are frequently labeled \( R_\alpha \), but some authors use \( \alpha \in \{1, 2, 3, 4\} \) \[23, 116\], while others use \( \alpha \in \{1, 2, 3, 4, 5, 6\} \) \[27\] – the latter being more commonly used in the infrared community to include three level systems, where excited state absorption pathways are possible. These notations are inconsistent
with each other – for instance, $R_3$ corresponds to an excited state absorption pathway in the infrared notation and to a ground state bleach pathway in the visible. Moreover, although we have so far ignored spatial components, in reality the third-order response function is a fourth-rank tensor (so that its product with three electric field vectors is a vector), and therefore a representation of its components would require 4 indexes. Hence it is confusing to introduce subscripts to refer to parts of the response function, each of which is still a fourth-ranked tensor, the components of which we are not treating explicitly. Nonetheless, as we saw in Section 2.4, each term in equation 2.56 corresponds to a different pathway, so we will introduce the notation in spite of the above mentioned caveats, hoping this paragraph is enough to clarify potential sources of confusion to the reader. We follow the convention from references [23, 116] to define the terms on the left of equation 2.56 as:

\begin{align*}
R_1 &= \langle \hat{\mu}_{I_3} \hat{\mu}_{I_0} (\infty) \hat{\mu}_{I_1} \hat{\mu}_{I_2} \rangle \\
R_2 &= \langle \hat{\mu}_{I_3} \hat{\mu}_{I_1} (\infty) \hat{\mu}_{I_0} \hat{\mu}_{I_2} \rangle \\
R_3 &= \langle \hat{\mu}_{I_3} \hat{\mu}_{I_2} (\infty) \hat{\mu}_{I_0} \hat{\mu}_{I_1} \rangle \\
R_4 &= \langle \hat{\mu}_{I_3} \hat{\mu}_{I_2} \hat{\mu}_{I_1} \hat{\mu}_{I_0} (\infty) \rangle.
\end{align*}

Similarly to the linear response function described in Section 2.4, each of these terms describes a pathway of the system’s density matrix, which we can read from the order in which the transition dipole moments act on the density matrix. However, the effect of the transition dipole operator acting on the density matrix depends only on the eigenstates of the Hamiltonian and allowed transitions, but the spectroscopic signals we measure depend on the electric field actually being resonant to these transitions, which is taken into account in the convolution integral between the response function and the electric field. From equation 2.39, we have for the third-order polarization:

\[
P^{(3)}(t) = \int_0^\infty dt_3 \int_0^\infty dt_2 \int_0^\infty dt_1 E(t-t_3)E(t-t_3-t_2)E(t-t_3-t_2-t_1)R^{(3)}(t_3,t_2,t_1).
\]

If we assume that the total electric field consists of three laser pulses (the case in the 2D-ES experiments we describe throughout this thesis), we can write:

\[
E(t) = E_1(t)(e^{i\omega_1 t} + e^{-i\omega_1 t}) + E_2(t)(e^{i\omega_2 t} + e^{-i\omega_2 t}) + E_3(t)(e^{i\omega_3 t} + e^{-i\omega_3 t}),
\]
and we see that the product between the electric fields and the third-order response function contains \(6 \times 6 \times 6 \times 4 = 864\) terms contributing to the third-order macroscopic polarization. Recalling that in Section 2.4 explicitly calculating the linear response function became cumbersome, and only four terms contributed, we conclude that computing the third-order response function on those same general terms is not an option. In practice, we know that we need to consider only the terms that satisfy the rotating wave approximation, and in real life experiments with ultrashort laser pulses we shall see that the well-defined time order between them and their phase matching conditions will determine which contributions are ultimately relevant.

If the external electric field consists of three laser pulses in the semi-impulsive limit, we can write:

\[
E_1(t) = |E_1| \delta(t) \left( e^{i(k_1 \cdot x - \omega_1 t + \phi_1)} + e^{i(-k_1 \cdot x + \omega_1 t - \phi_1)} \right) \quad (2.63)
\]

\[
E_2(t) = |E_2| \delta(t - t_1) \left( e^{i(k_2 \cdot x - \omega_2 t + \phi_2)} + e^{i(-k_2 \cdot x + \omega_2 t - \phi_2)} \right) \quad (2.64)
\]

\[
E_3(t) = |E_3| \delta(t - t_1 - t_2) \left( e^{i(k_3 \cdot x - \omega_3 t + \phi_3)} + e^{i(-k_3 \cdot x + \omega_3 t - \phi_3)} \right) . \quad (2.65)
\]

In this case we have a definite time order (\(E_1\) is followed by \(E_2\) and then \(E_3\)) so we know that the first interaction \(\hat{\mu}_I(0)\) happened with \(E_1\), the second \((\hat{\mu}_I(t_1))\) with \(E_2\), and the third \((\hat{\mu}_I(t_2 - t_1))\) with \(E_3\). Therefore, time ordering generates a drop from the \(6 \times 6 \times 6 \times 4 = 864\) terms to \(2 \times 2 \times 2 \times 4 = 32\) in equation 2.61.

The rotating wave approximation further reduces the number of terms. To see how that is, we consider \(R_2\), for example, for which we see in equation 2.58 that \(\hat{\mu}_I(0)\) acts on the equilibrium density matrix from the right (that is, acts on the bra). We take \(\hat{\rho}(-\infty) = |g\rangle\langle g|\), so the only resonant option is for the transition dipole operator to excite the bra, corresponding to an arrow pointing to the left and leading to \(|g\rangle\langle e|\). We saw in Section 2.4 that it is the conjugate field that excites the bra, so in this step we are intuitively including the term \(e^{i(-k_1 \cdot x + \omega_1 t - \phi_1)}\) from equation 2.63 and neglecting its conjugate.

We proceed to the next transition dipole operator \(\hat{\mu}_I(1)\), which acts from the left in equation 2.58 (therefore, on the ket), interacts with \(E_2\) and finds the system in \(|g\rangle\langle e|\). Thus, the only resonant option is that the ket is excited and the resulting density matrix is \(|e\rangle\langle e|\), an excited state population. We saw in Section 2.4 that the non-conjugated
field excites the ket, so we are selecting for the second pulse the term \( e^{i(k_2 \cdot x - \omega_2 t + \phi_2)} \) from equation 2.64.
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Figure 2.2: Liouville-space pathways that survive the rotating wave approximation and generate significant third-order polarization.

Finally, the third time interval starts when \( \hat{\mu}_{I2} \) interacts with the bra, as it is acting on the right in equation 2.58. The bra is in the excited state, and because we are considering a two level system, the only resonant option is to de-excite it back to the ground state taking the density matrix to \( |e\rangle \langle g| \). Once more, from Section 2.4 we know that it is the non-conjugated field that de-excites the bra, so we have selected the term \( e^{i(k_3 \cdot x - \omega_3 t + \phi_3)} \) from equation 2.65. At this point, all three interactions with the external field have taken place and the density matrix was left in a state for which the signal emission happens from the ket, returning the system to a \( |g\rangle \langle g| \) ground state population. Hence, through this process we have seen that one single Liouville-space pathway results from the term \( R_2 \) in the third-order nonlinear response function (equation 2.58), and its diagrammatic representation can be seen in Figure 2.2. If we apply this same systematic procedure to the other terms in the response function (equations 2.57, 2.59 and 2.60), we find that for each a single resonant pathway survives, and they are all shown in Figure 2.2.

Having established the Liouville-space pathways that generate significant third-order polarization contributions, we will now move on to present the principles of two-dimensional spectroscopy, which is the focus of this thesis, and later return to the Liouville-space pathways in this specific context.

### 2.6 Principles of 2D spectroscopy

In this section we shall briefly present the basic theory of 2D spectroscopy, which has already been detailed in the literature [14, 116, 117]. As briefly discussed in Chapter 1, 2D-ES is a third-order nonlinear optical technique that employs three distinct pulses in
order to generate a correlation map between excitation and detection frequencies, in much the same way as multidimensional nuclear magnetic resonance techniques. In the context of the third-order response function theory laid out in Section 2.5, this means that within the limits of experimental pulse duration the time intervals are well defined and each field-matter interaction happens with a different pulse.

Figure 2.3: Pulse sequence of a two-dimensional spectroscopy experiment in the semi-impulsive limit. The time interval between the first and second pulses is labeled $\tau$ and called the coherence time, while the one between the second and third pulses is labelled $T$ and referred to as the population time. The time interval following the third pulse corresponds to the signal emission, thus being called emission or detection time, and is represented by $t$.

The pulse sequence employed in a bidimensional measurement is shown in Figure 2.3, which we will now discuss in terms of the four double-sided Feynman diagrams from Figure 2.2. As usual, the representation in Figure 2.3 has time running from left to right, so that the more to the left a pulse is drawn the earliest it arrived at the sample. In all of them, the system starts from an equilibrium density matrix in the ground state $|g\rangle \langle g|$, and the interaction with the first pulse takes the system to a coherence, marking the beginning of the first experimental time interval. We name the time interval between the first and second pulses the coherence time (traditionally labeled $\tau$ instead of $t_1$) because the system is in a coherence (either $|e\rangle \langle g|$ or $|g\rangle \langle e|$). The fact that the system is in a coherence during $\tau$ implies that a macroscopic polarization is created as the system is propagated under the undisturbed Hamiltonian, and it is called the free induction decay.

The arrival of the second pulse now brings the density matrix to a population (either $|e\rangle \langle e|$ or $|g\rangle \langle g|$), so the time evolution during this period corresponds to the population relaxation, which is usually modeled with one or more exponential decays. Formally speaking under this level of treatment both $|g\rangle \langle g|$ and $|e\rangle \langle e|$ are stationary states and
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the theory predicts no relaxation, so we will ignore it for now. The system will remain in the population state until the arrival of the third pulse disturbs it again, so the time interval between the second and third pulses is called the population time, and is labelled $T$, instead of $t_1 + t_2$. Finally, for all four pathways in Figure 2.2, the third pulse takes the system back to a coherence state $|e\rangle\langle g|$, from where the density matrix will once again propagate under the unperturbed Hamiltonian.

The third-order nonlinear response of a system is a complex-valued function of three time variables and contains all the information a third-order technique can recover from the system, and the ultimate aim of two-dimensional spectroscopy is to measure it experimentally. That requires scanning all time variables $\tau, T$ and $t$, although in practice it is often more convenient to use a prism to disperse the emitted signal and detect the frequency resolved signal in terms of the detection wavenumber $\tilde{\nu}_3$. As for the coherence time, it is usually scanned by experimentally controlling the temporal delay between the first two pulses, which must be done with phase stability within a fraction of the cycle of the excitation pulses, which is the main challenge in the experimental development of 2D-ES.

The main advantage of achieving this stability is that the data acquired for each $T$ as a function of $\tau$ and $\tilde{\nu}_3$ can be Fourier transformed over the first time period, resulting in a correlation map between $\tilde{\nu}_1$ and $\tilde{\nu}_3$. Here $\tilde{\nu}_1$ is the wavenumber corresponding to the coherence induced in the system during the first time interval, that is the wavenumber of the first arrow in the double-sided Feynman diagrams, which is the excitation wavenumber.

This is of crucial importance, because in traditional one dimensional broadband transient absorption techniques there is complete ambiguity about the excitation frequency of any given signal measured at $\tilde{\nu}_3$, as explained in Chapter 1. In terms of double-sided Feynman diagrams, the same four diagrams from Figure 2.2 all contribute to the signal (for a two level system), but there is no well defined time-ordering between the first and second interactions, which happen with the same pump pulse. Therefore, the ability to recover the excitation wavenumber in 2D-ES represents invaluable progress over the typical transient absorption experiments.
Phase matching

The technical details regarding the experimental recovery of the complex-valued third-order polarization will be laid out in Chapter 3, but the discussion from the previous paragraph raises a question we have not yet considered: in which direction will the third order polarization signal be emitted? The answer depends on the spatial geometry of the excitation pulses, and it can be read from the double-sided Feynman diagrams. Initially we notice that from equation 2.61 we have that the electric fields are all multiplied together, so considering they are given by equations 2.63, 2.64 and 2.65 in the semi-impulsive limit, we can see that the overall phase acquired by the third-order polarization will be $e^{i((\pm k_1 \pm k_2 \pm k_3) \cdot x \pm \phi_1 \pm \phi_2 \pm \phi_3)}$. Therefore, all contributions from equation 2.61 will have a specific propagation direction among the $\pm k_1 \pm k_2 \pm k_3$ possibilities.

To know the direction corresponding to a given Liouville-space pathway all we need to consider is whether the conjugated or non-conjugated field contributed to each interaction, remembering that the conjugated field is $E_j^*(t) = |E_j|e^{-ik \cdot x + i\omega t - i\phi}$ and points to the left in the diagrammatic representation. Thus, looking at Figure 2.2 we see that the diagrams for $R_1$ and $R_4$ have the second interaction with the conjugated field, while the other two take place with the non-conjugated field, meaning that for them $k_{sig} = k_1 + k_2 + k_3$. On the other hand, the terms $R_2$ and $R_3$ interact first with the conjugated field and then twice with the non-conjugated field, so the propagation direction of their signal is $k_{sig} = -k_1 + k_2 + k_3$.

In practice, a 2D-ES experiment can be designed with many different incoming pulse geometries, and care must be taken regarding which third order signals will reach the detector in each case. One of the common geometries is the pump-probe geometry, in which beams 1 and 2 are collinear, while beam 3 has an angle, which has the advantage that $k_1 = k_2$, from which it follows that the signal propagates in the $k_3$ direction for all pathways from Figure 2.2. Another common geometry is the boxcar geometry, in which the beams focus on the sample starting from different corners of a square, which is the geometry we use, and the phase matching will be described in detail in Chapter 3.

Rephasing and non-rephasing

For now we have noticed that the diagrams $R_2$ and $R_3$ always share a common propagation direction, which is also true for diagrams $R_1$ and $R_4$, which raises the question of
whether something else differs between them. In order to address this question, we will follow the density matrix along the pathways $R_1$ and $R_3$, writing the response at each step. Starting with $R_1$, we refer to equation A.3 and step by step apply the transition dipole moment operators, propagate the density matrix and finally take the trace. We note that there is no propagation during $T$ because the density matrix is in a population during this time interval. We have:
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Conversely, for $R_3$ we have:
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Comparing equations 2.66 and 2.67 we note that the former has a functional dependence on $t + \tau$, while the latter has a functional dependence on $t - \tau$. This is a consequence of the fact that in equation 2.66 the initial excitation happens on the ket, and thus the time propagation during the following time interval is $e^{-i\omega g \tau}$, while in equation 2.67 the initial excitation is on the bra, for which the time propagation is $e^{+i\omega g \tau}$. To assess the consequences of this, let us consider that the ensemble of molecules generating the macroscopic signal presents inhomogeneous broadening, i.e., different molecules in the ensemble absorb light at slightly different wavelengths, reflecting the fact that they are experiencing different environments. If the distribution of transition frequencies due to the inhomogeneous broadening can be described by a Gaussian, then the response functions for the broadened system will be the convolution of this Gaussian with the results from equations
2.66 and 2.67:

\[ R_1 \rightarrow i \int d\omega e^{\frac{-(\omega_{eg} - \bar{\omega}_{eg})^2}{2\Delta \omega^2}} e^{-i\omega_{eg}(t+\tau)} \]

\[ R_3 \rightarrow i \int d\omega e^{\frac{-(\omega_{eg} - \bar{\omega}_{eg})^2}{2\Delta \omega^2}} e^{-i\omega_{eg}(t-\tau)} , \]

where \( \Delta \omega^2 \) is the width of the Gaussian distribution of frequencies and \( \bar{\omega}_{eg} \) is its average.

Using the convolution theorem, we obtain:

\[ R_1 \propto i e^{-i\omega_{eg}(t+\tau)} e^{-\frac{\Delta \omega^2(t+\tau)^2}{2}} \]

\[ R_3 \propto i e^{-i\omega_{eg}(t-\tau)} e^{-\frac{\Delta \omega^2(t-\tau)^2}{2}} . \]

Here we see that a major difference arises due to the presence of the second exponential, the argument of which is real. In equation 2.70, as \( t \) increases from zero to infinity, the second exponential monotonically decreases towards zero. However, in equation 2.71, the argument of the second exponential starts from \( -\frac{\Delta \omega^2 \tau^2}{2} \) at \( t = 0 \), and increases to 0 at \( t = \tau \), where it has a maximum, and then decreases as \( t > \tau \). Therefore, the macroscopic polarization has a maximum for \( t = \tau \), which is known as a photon echo.

The interpretation of the photon echo is that the first pulse creates a macroscopic alignment of many individual dipoles forming a \( |g\rangle \langle e| \) coherence. These individual dipoles are experiencing different environments, so they rapidly dephase following the initial pulse. The third pulse then interacts with the system to create a \( |e\rangle \langle g| \) coherence, which is the adjoint of the one present in the first time interval, and therefore has the opposite temporal evolution to the first. This means that the dephasing of the \( |e\rangle \langle g| \) coherence during \( t \) exactly cancels that of the \( |g\rangle \langle e| \) during \( \tau \), such that at \( t = \tau \) the individual dipoles are in phase again, a process which is called rephasing. Therefore, the pathways \( R_2 \) and \( R_3 \) are called rephasing pathways, while the pathways \( R_1 \) and \( R_4 \) are called non-rephasing pathways, as the signal they generate is analogous to a free-induction decay. In experimental implementations of 2D-ES they can be measured separately either by using the different phase matching or the different phase between them, which we will discuss in Chapter 3. For now, we simply emphasize that complex-valued rephasing and non-rephasing signals can be experimentally recovered separately.

Up to this point we have laid out the basics of semi-classical perturbation theory.
using the density matrix, developed a diagrammatic approach to systematically obtain the pathways that generate significant signals in non-linear experiments of any order, presented the concept of two-dimensional spectroscopy along with some of its advantages and discussed the difference between rephasing and non-rephasing signals in the third-order case. The focus of this thesis is on 2D-ES of coupled electronic transitions, and we study the case of vibrational coupling in detail. Therefore, the remainder of this Chapter is devoted to discuss 2D-ES of coupled systems using the formalism of the double-sided Feynman diagrams as described above.

2.7 Coupled systems

In molecular systems it is usually the case that electronic transitions are coupled to nuclear vibrational modes. As a result, the energy-level structure of a two level system becomes more complex, as a ladder of vibrationally excited states is coupled to both the ground and electronic excited states, which are represented in what is known as the displaced harmonic oscillator model. In that model, the electronic excited state is pictured as being displaced relative to the ground state as a function of the vibrational coordinate \( q \), and optical excitation is considered to take place preserving the value of \( q \) (see Figure 2.4a). The presence of these extra energy levels adds many more third-order pathways than the four found in a two level system, and in this section we will describe them. In Figure 2.4b we also show the energy level structure of a three level system where the two electronic excited states have similar energies, which is similar to what arises when excitonic coupling is present between two chromophores [118], a case of wide interest [46, 95, 119]. In this Section we will extend the third-order Liouville-space pathways from Section 2.5 to both cases in Figure 2.4 and discuss the implications in 2D-ES measurements.

2.7.1 Vibrational coupling

In this Section we will use the Liouville-space pathway approach to discuss the most important third-order signals which arise from broadband laser excitation of an energy level structure such as that from Figure 2.4a. The energy shift between any two different neighbouring sub-levels is equal in energy if the nuclear potential is harmonic, and we
will assume that electronic transitions between any two sub-levels are allowed. For different molecules different transitions between sublevels are favored, but for the examples studied in this thesis 0-1 transitions dominate. If we assume that the vibration’s energy is significantly larger than $k_B T$, then most of the population will start from the ground state $|g_0\rangle\langle g_0|$. Thus, it is reasonable to draw the double-sided Feynman diagrams for a 4-level system (consisting of the two lowest sub-levels in the ground state and the two lowest in the electronic excited state) and use them as a guide regarding what features can be expected in 2D signals from this system.

In order to draw all resonant double-sided Feynman diagrams, we first notice that the starting point still is equation 2.56, with the main difference being that the transition dipole operators have more transitions available in the four level displaced harmonic oscillator system than in the two level system from Section 2.5. In this problem of higher dimensionality, it is more convenient to write the double-sided Feynman diagrams than to carry out all operations such as in Section 2.4 with $4 \times 4$ matrices. We will assume that the laser spectrum is such that transitions between the ground and electronic excited states are covered among any pair of the lowest sublevels of each, but that the transition between different sublevels on the same electronic state is not covered. We consider that the system starts in the ground state $|g_0\rangle\langle g_0|$ and follow the transition dipole operators in each term of equation 2.56, considering all possible resonant transitions. It helps to realize that all resonant transitions are still going to be between the two electronic states,
so effectively all new pathways are going to be similar to the ones from Figure 2.2, but involving different combinations of sublevels.

Figure 2.5: Non-rephasing $R_1$ pathways for the displaced harmonic oscillator model. During $T$ the four pathways on the left are in an excited electronic state population, while the four pathways on the right are in a vibrational coherence in the electronic excited state.

Figure 2.6: Non-rephasing $R_4$ pathways for the displaced harmonic oscillator model. During $T$ the four pathways on the left are in an electronic ground state population, while the four pathways on the right are in a vibrational coherence in the ground state.

We can count how many pathways are expected considering $R_1$ from Figure 2.2, for instance. We note that now the first interaction can correspond to an excitation of the ket to either $|e_0\rangle$ or to $|e_1\rangle$, so there are two possibilities. The second interaction happens with the bra and can take it either to $\langle e_0 |$ or to $\langle e_1 |$, resulting in two more possibilities, while the third interaction will then de-excite the bra to either $\langle g_0 |$ or to $\langle g_1 |$ regardless of the state in which it is in, giving another pair of possibilities. Finally the signal emission must happen so that the final density matrix is a population, so only one option exists. Therefore, we have $2^4 = 8$ pathways corresponding to $R_1$. This logic applies in the same way for $R_2$, $R_3$ and $R_4$, so in total we have $2^3 \times 4 = 32$ pathways. By systematically accounting for all combinations we can draw all pathways, and the results are shown for
the non-rephasing case in Figures 2.5 \((R_1)\) and 2.6 \((R_4)\), and for the rephasing case in Figures 2.7 \((R_2)\) and 2.8 \((R_3)\).

Now that we have all the third-order pathways which will generate the macroscopic signals drawn, we can analyze how their signatures on 2D-ES spectra will appear. To do that, we start by making a connection between the double-sided Feynman diagrams and the information we recover experimentally in 2D-ES. The excitation wavenumber \(\tilde{\nu}_1\) recovered in 2D-ES is the wavenumber corresponding to the first arrow in the double-sided Feynman diagrams. Hence, for each diagram in Figures 2.5-2.8, the excitation wavenumber is determined by the energy gap between the initial and final states related to this interaction. The detection or emission wavenumber is similarly determined by the signal emission dashed arrow in the diagrams. And finally the other experimentally controlled parameter is the population time \(T\), and we are able to measure the third-order
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signal as a function of this delay, which will reflect the dynamics of the density matrix
during that period. The wavenumbers corresponding to the second and third arrows are
not directly accessible from the experiment.

In a displaced harmonic oscillator energy level structure for a vibrational mode of
wavenumber $\tilde{\nu}_0$, there are three different wavenumbers which can induce transitions
between the ground and electronic excited states of the system. These are $\tilde{\nu}_{eg}$, which
corresponds to the transitions $|g_0\rangle \leftrightarrow |e_0\rangle$ and $|g_1\rangle \leftrightarrow |e_1\rangle$; $\tilde{\nu}_{eg} + \tilde{\nu}_0$, which corresponds
to the transitions $|g_0\rangle \leftrightarrow |e_1\rangle$; and finally $\tilde{\nu}_{eg} - \tilde{\nu}_0$, which corresponds to the transitions
$|g_1\rangle \leftrightarrow |e_0\rangle$. This allows us to go through all of the diagrams and label them according to
the excitation and emission wavenumbers, hence locating where in the excitation-emission
plane $(\tilde{\nu}_1, \tilde{\nu}_3)$ that particular signal will be located.

Now that we know how to read the excitation and emission wavenumbers from the
double-sided Feynman diagrams, the final consideration concerns the last experimental
parameter, the population time $T$. In Section 2.5 we saw that during this time period the
density matrix of a two level system is always in a population state, and thus the evolution
observed during this period is population relaxation. For the displaced harmonic oscillator
energy level structure however, the possibility arises that the first and second interactions
with the laser pulses take place at different wavenumbers, hence leaving the density matrix
in a vibrational coherence during $T$. In Figures 2.5-2.8 we have displayed the pathways
so that the ones for which the density matrix is in a population during $T$ (referred to
as population pathways from now on) are shown on the left, while those for which the
density matrix is in a coherence during $T$ (referred to as coherence pathways from now
on) are shown on the right.

At this point, we need to address the question of how the presence of a coherence
during $T$ affects the signal emitted. If the system is in a coherence during $T$, it will
propagate in time under the unperturbed Hamiltonian $\hat{H}_0$, which will result in an os-
cillation of frequency corresponding to the energy separation between the two coherent
states. Therefore, as the delay $T$ is experimentally scanned, the macroscopic polarization
generated by these diagrams will oscillate in amplitude, thus creating beatings in 2D-ES
signals at the $(\tilde{\nu}_1, \tilde{\nu}_3)$ coordinate defined by the first and last arrows.

Moreover, we notice that there are four coherences to be found in the diagrams from
Figures 2.5-2.8: $|g_0\rangle \langle g_1|$, $|g_1\rangle \langle g_0|$, $|e_0\rangle \langle e_1|$ and $|e_1\rangle \langle e_0|$. Because the density matrix is
Hermitian, \( |g_0\rangle\langle g_1| = |g_1\rangle\langle g_0| \), and so on. Therefore, if the coherence \( |g_0\rangle\langle g_1| \) modulates the third-order signal as \( e^{+i\nu_0 T} \), then \( |g_1\rangle\langle g_0| \) will modulate the signal as \( e^{-i\nu_0 T} \): one oscillation will take place with a positive and the other with a negative frequency (which we are representing in wavenumber units).

The difference between a positive and a negative frequency is the phase shift between real and imaginary parts of the signal, as well as their relative amplitudes. A positive frequency corresponds to an oscillation of the form \( e^{+i\nu_0 T} = \cos(\nu_0 T) + i \sin(\nu_0 T) \), while a negative frequency corresponds to an oscillation of the form \( e^{-i\nu_0 T} = \cos(\nu_0 T) - i \sin(\nu_0 T) \). Moreover, a signal for which the imaginary part is zero contains an equal mix of positive and negative frequencies (if \( f(t) \in \mathbb{R} \), then \( \text{FT}[f(t)](\omega) = \text{FT}[f(t)]^*(-\omega) \)). Because we can measure both the real and imaginary parts of the third-order signal (see Chapter 3), if we preserve the complex-valued 2D-ES maps we can differentiate between the coherence pathways of frequencies with opposite signs, which we explore in Chapter 5.

For now, we will summarize the information from the diagrams in schematic \( (\tilde{\nu}_1, \tilde{\nu}_3) \) maps, which we will build in the following way. First, we will draw rephasing and non-rephasing maps individually, as we can separate them in the experiment. Every Liouville-space pathway from Figures 2.5-2.8 will be represented as a geometric symbol, with squares being used to indicate that the electronic population during \( T \) is in the excited state, and triangles representing pathways for which the electronic population is in the ground state during \( T \). Black solid symbols represent population pathways, while open symbols correspond to coherence pathways, with green marking pathways that generate beatings of positive frequency and red marking pathways that generate beatings of negative frequency.

These geometric symbols are sorted in the \( (\tilde{\nu}_1, \tilde{\nu}_3) \) plane according to their excitation and emission wavenumbers, as determined by the first and last arrows in the diagrammatic representation. Because sometimes multiple diagrams are found at the same \( (\tilde{\nu}_1, \tilde{\nu}_3) \) coordinate, the symbols are drawn around this coordinate and inside a black circle, the centre of which corresponds to the coordinate of all diagrams it encircles. As a result, we have Figure 2.9.

Before we proceed, we emphasize two aspects from Figure 2.9. The first is the presence of pathways in what is usually called the stimulated emission region (detection wavenumber at \( \tilde{\nu}_{eg} - \tilde{\nu}_0 \)), which serves as a reminder that when a vibration is coupled to an electronic transition, the emission can be red-shifted, leaving the system in a hot ground
Figure 2.9: Scheme of Liouville-space pathways in rephasing (left) and non-rephasing (right) 2D-ES maps. Each geometric figure marks a pathway, with squares representing an excited state and triangles representing a ground state population during $T$. Black geometric figures correspond to non-oscillatory pathways, whereas oscillatory ones are marked with open diagrams, which are red if the corresponding frequency is negative and green if it is positive. The signal corresponding to each geometric figure is centred in the black circle within which the figure is contained.

...
of electronic coupling.

2.7.2 Purely electronic coherences

In this Section we show all Liouville-space pathways for the energy level scheme displayed in Figure 2.4b, which is a three level system with two distinct electronic excited states $|e'\rangle$ and $|e''\rangle$ of similar energy. We are considering this as an abstraction from the case of molecular aggregates, where dipole-dipole coupling between two chromophores can lead to excitonic splitting of the excited state into two delocalized exciton states, and the energetic separation between them depends on the strength of the coupling [118]. This coupling is typically in the same range of frequencies corresponding to nuclear vibrational modes [78]. In this specific case of dipole-dipole coupling giving rise to excitonic splitting of the excited state, a double-exciton state is also formed at twice the energy of the excited state of a single chromophore, thus differing slightly from the energy level scheme from Figure 2.4b [95,98,118].

However, the focus of this thesis is on vibrational signatures observed in 2D-ES, and the essential reason we are including the three level system is because we want to discuss pathways in which an electronic coherence can be formed during $T$, and all that is required for that is the existence of two different excited states which can be accessed through the interaction of the same ground state with light. Therefore, it is not relevant here whether these excited states arose due to dipole-dipole coupling or merely because a molecule happened to have such an energy level structure in the first place. Thus so we will stick to this model and note that the extension to the aggregate with dipole-dipole coupling has been described in the literature [78].

We can draw all double-sided Feynman diagrams for this energy level structure in the same way as we have done in Section 2.7.1, and the results are shown in Figures 2.10 (rephasing) and 2.11 (non-rephasing). We note that the absence of a sublevel associated with the ground state substantially reduces the number of pathways (from 32 to 16). That is because of the three excitation fields, one of them has to cause a de-excitation (with the second de-excitation being caused by the signal emission), and therefore at this step of the pathways only one option is possible instead of two, thus halving the total number of diagrams.

The scheme for the energy level structure analogous to Figure 2.9 is shown in Figure
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Figure 2.10: Rephasing Liouville-space pathways for the energy level scheme in Figure 2.4b.

Figure 2.11: Non-rephasing Liouville-space pathways for the energy level scheme in Figure 2.4b.

2.12 and there are a few important differences between them. First, it is clear that the

2D signal contributions in the stimulated emission region disappear completely, as would

be expected intuitively.

The most important difference between Figures 2.9 and 2.12 regards the signatures

of coherent superpositions during \( T \). In the case of vibrational coupling, rephasing and

non-rephasing maps had 8 coherence pathways each, distributed around 5 different \((\tilde{\nu}_1, \tilde{\nu}_3)\)

coordinates. When there are no sublevels associated with the ground state, however, only

four oscillatory pathways in total are forecast, with diagonal oscillations being expected

from non-rephasing maps and cross-peak oscillations being expected from rephasing maps.

This observation shows that the presence of oscillatory features in the stimulated

emission region of a sample marks the presence of sublevels associated with the ground

state, therefore indicating a vibrational origin for the coherences. In conclusion their ab-

sence combined with oscillatory diagonal peaks in the non-rephasing maps and oscillatory

cross-peaks in the rephasing maps strongly points towards an electronic origin for the
coherences generating those beatings. This result was first established in reference [85] and used in reference [120].

2.8 Beyond the diagrammatic analysis

In real experiments each transition has a linewidth associated with it, so features in real 2D-ES maps rarely look as sharp as the schemes above suggest. This has important consequences. Amid the debate on how to distinguish between electronic and vibrational coherences, some papers have reported that the phase of the oscillations in 2D-ES maps as a function of excitation and detection could be used as a criterion [77, 82]. For instance, it was argued that a phase shift of $\frac{\pi}{2}$ between diagonal and cross peak oscillations in the FMO complex were evidence of coherent quantum transport effects (and therefore, electronic coherence) [81]. Other studies on much simpler molecular systems have observed interesting relationships between the relative phase of oscillations on 2D-ES maps. The Scholes group has reported in a Thesis [84] what looked like a systematic phase variation in the 2D-ES response of Cresyl Violet, which has its lowest electronic transition coupled to a vibration; however no explanation or thorough description of the observations was shown. Reference [86] also has studied both experimentally and theoretically phase shifts between different oscillatory signals in the 2D spectra of a phthalocyanine monomer, but
only shifts of 0 or $\pi$ were forecast or observed. The main limitation of the approach in reference [86] is the assumption that the absorption maxima related to the $0-0$ and $0-1$ transitions are clearly determined and sharp, which is very rarely the case in practice.

Our analysis of the third-order response functions and how they appear on 2D-ES data up to this point has also relied on the assumption of well-defined energy. This was convenient because it allowed us to develop the diagrammatic approach as a way in which to systematically obtain the most important third-order signals for a given energy-level structure, from where we can read the excitation and detection wavenumbers, as well as see which state the density matrix is in during $T$, which determines the dynamics of the signal as a function of that time.

The theory of 2D-ES lineshapes has been widely discussed in the literature [27,66]. The main focus of this thesis is on coherence pathways and the oscillatory features as a function of $T$ they generate in 2D-ES measurements, so we will not discuss 2D lineshape theory in depth, but only note some key results. Rephasing and non-rephasing third-order signals present what is called a ‘phase-twisted’ lineshape, which is a mix between absorptive and dispersive, and arises from the Fourier transform of the coherence time variable of either a rephasing or a non-rephasing signal, which was first noticed in 2D-NMR [17]. Because rephasing and non-rephasing signals have the density matrix in coherent superpositions which are the adjoint of one another, the phase-twist acquired by them is the same with opposite signals, meaning that the real part of an equally weighted sum of rephasing and non-rephasing signals $R_1 + R_2 + R_3 + R_4$ has a purely absorptive character, while the imaginary part is purely dispersive [121,122].

For our work, on the coherent oscillations in 2D-ES, our main concern is only to extend the view from the double-sided Feynman diagrams, which predict oscillations at specific coordinates, to a view which considers the broadening which inevitably takes place in real systems. This problem has only been approached in a convenient way by Butkus et al. in 2012 [78], quite a few years after the pioneering experimental studies which observed persistent coherent oscillations in light-harvesting systems, and we will follow their argument below.

The main idea is that if we neglect environment induced relaxation, the third-order nonlinear response function $R(\tilde{\nu}_1, T, \tilde{\nu}_3)$ can be approximated by the sum of all resonant
Liouville-space pathways experimentally detected:

\[ R(\tilde{\nu}_1, T, \tilde{\nu}_3) \approx \sum_n R_n(\tilde{\nu}_1, T, \tilde{\nu}_3), \quad (2.72) \]

where each value of \( n \) corresponds to a different resonant pathway. Then, for each pathway, as given by equations A.3–A.6 we apply the same procedure used for the linear response function in Section 2.4. If the result for the \( j^{th} \) time interval is labeled \( G_j \) and called the propagator for the density matrix, and the signal of each pathway can be written as:

\[ R_n(\tilde{\nu}_1, T, \tilde{\nu}_3) = A_n \int \int d\tau \, dt \, e^{i2\pi c(\tilde{\nu}_3 t + \tilde{\nu}_1 \tau)} [\pm G_3(t)G_2(T)G_1(\tau)](n), \quad (2.73) \]

where the two integrals correspond to the Fourier transforms to represent the response function in excitation and emission wavenumbers instead of time and \( A_n \) is a complex prefactor determined by the transition dipoles. To proceed, we make the ansatz that:

\[ G_j(t_j) = \theta(t_j)e^{-i\epsilon_j t_j - \gamma_j t_j}, \quad (2.74) \]

where \( t_j \in \{\tau, T, t\}, \theta(t) \) is the Heaviside step-function, \( \gamma_j \) is a phenomenological dephasing constants and \( \epsilon_j \) is the energy difference between the ket and the bra from the density matrix for the pathway considered during the first, second or third time intervals (which can be positive, negative or zero if the density matrix is in a population). In reference [78] it was noticed that for \( \gamma_1 \approx \gamma_2 \approx \gamma_3 \) equation 2.73 can be analytically integrated, giving a mathematical expression for the contribution of a single double-sided Feynman diagram as a function of \((\tilde{\nu}_1, T, \tilde{\nu}_3)\). Introducing the notation \( \tilde{\nu}_1 + \frac{s_1}{2\pi c} = s_1, \tilde{\nu}_3 + \frac{s_3}{2\pi c} = s_3 \) (i.e., \( s_j \) are just wavenumber displacements from the center of that particular peak), the peak amplitude profile obtained was:

\[ R_n(s_3, T, s_1) = A_n L(s_1, s_3)e^{-\gamma T \cos \left( \frac{|\epsilon_2|T}{\hbar} + \phi(s_1, s_3) \right)}, \quad (2.75) \]

where \( L(s_1, s_3) \) is the lineshape and \( \phi(s_1, s_3) \) is the phase, which for the rephasing (upper sign) and non-rephasing(lower sign) signals are given by:

\[ L(s_1, s_3) = \frac{\sqrt{|\gamma^2 \pm s_1s_3|^2 + \gamma^2(s_3 \mp s_1)^2}}{(s_1^2 + \gamma^2)(s_3^2 + \gamma^2)}; \quad (2.76) \]
\[ \phi(s_1, s_3) = \text{sgn}(\epsilon_2) \arctan\left( \frac{\gamma(s_3 \mp s_1)}{s_1 s_3 - \gamma^2} \right). \] (2.77)

The most interesting feature about this result is that it predicts that each and every oscillatory Feynman diagram contributing to the 2D-ES signal of a sample will oscillate with varying phases as one moves away from the center of its contribution in the \((\tilde{\nu}_1, \tilde{\nu}_3)\) plane. The implication is clear: whenever the electronic transitions overlap with one another in the linear absorption spectrum (which is a very common case), then overlapping oscillatory contributions from different Feynman diagrams will have different phases and amplitudes at different \((\tilde{\nu}_1, \tilde{\nu}_3)\) coordinates, and interference patterns can be formed in the oscillatory amplitude of the total signal. A corollary of this observation is that the maxima of the oscillation amplitude for a given sample may not coincide to what follows by merely looking at the schematic 2D maps that are built based on the double-sided Feynman diagrams alone, such as figures 2.9 and 2.12.

In principle this may seem rather discouraging, as every different molecule will have different levels of overlap between transitions and the oscillatory signatures may be found at unpredictable points in the 2D maps, with equally an unpredictable phase. On the other hand, careful analysis of equation 2.77 leads one to realize that the phase of the oscillations is constant along the diagonal for rephasing signals and constant along the anti-diagonal for non-rephasing ones (because the arctangent is an odd function). Thus it can be expected that the 2D-ES oscillations of a sample for which the linear absorption spectrum shows a vibronic progression with significant overlap between peaks will form interference maxima and minima aligned with the diagonal for rephasing signals and aligned with the anti-diagonal for non-rephasing ones. These ideas have been experimentally tested and will be thoroughly discussed in Chapter 4, with the results being published in reference [123].

2.9 Summary

In this chapter we presented selected points of the vast theoretical framework that is important to understand 2D-ES, focusing especially on the most relevant points for the work described later in this thesis. We started from the formulation of quantum mechanics representing the system using its density matrix instead of its wavefunction, highlighting how this allows us to treat incoherent statistical ensembles, which is not feasible with
the wavefunction approach. We then considered how to treat the time evolution of the density matrix of a system interacting with a perturbation field, making a connection with nonlinear optics when the perturbation is an electric field treated classically. In order to develop the concept of double-sided Feynman diagrams, we calculated in detail the linear response function of a two level system, showing how the rules for drawing double-sided Feynman diagrams follow from the equations. This was used to discuss the third-order response function and the principles of 2D-ES, including the difference between rephasing and non-rephasing signals. This discussion was then extended to coupled-systems, where more complex energy level structures are found. We used the diagrammatic approach to make predictions of 2D-ES signals for the cases of vibrational coupling and for a three-level system that resembles the case of electronic dipole-dipole coupling. Finally, we discussed limitations of the diagrammatic approach and presented an extension of it as treated by Butkus et al. [78], which is extensively used later in this thesis.
Chapter 3

Two-Dimensional Electronic Spectroscopy

3.1 Historical context

Two-dimensional electronic spectroscopy (2D-ES) was first implemented by the Jonas group [18] at about the same time as it was first implemented in the infrared (IR) region [19]; the latter flourished at a faster rate than the former [27]. One of the reasons for the different rates of scientific development of the technique in the visible and infrared spectral regions is that the experimental challenges for building a setup that is stable enough to recover good quality data increases as one employs shorter wavelengths. This is because a shorter optical cycle duration (1.67 fs at 500 nm, for instance) makes maintenance of the phase stability more challenging [14]. Over the years a number of different optical configurations were proposed and proven to be adequate [21], with the current efforts of some groups leading to setups that operate in the ultraviolet (UV) [124–126] and terahertz [127–130] spectral regions (although phase stability is not the main challenge in the latter case). Reviewing the full historical development of 2D-ES is outside the scope of this thesis, so the present discussion will be restrained to the development of the setup assembled for this work and its comparison to others [131].

As mentioned above, the biggest experimental challenge for 2D-ES is maintaining phase stability, but as is also the case with any other spectroscopic method, avoiding
or removing scattering contributions is another critical point. Light scattering in the same direction of the signal compromises the signal to noise ratio and can even create “ghost” peaks in 2D maps [27]. These problems have been addressed in a number of different ways over the years [55,132–135], but no implementation has so far been proved to possess an overwhelming number of advantages [21].

One of the most common setups for two-dimensional spectroscopy employs the boxcar geometry, where four parallel propagating beams are focused on the sample with each starting from a different corner of a square. In this case, the third-order signal arising from one interaction with each of three of the beams is emitted in the direction of the fourth beam, which can then be used as a local oscillator for heterodyne detection [132]. Another common way to implement a 2D-ES spectrometer, initially in the IR but now also in the visible and UV, is based on the pump-probe geometry [124, 134]. These schemes have two major advantages. The first is their intrinsic phase stability, which is achieved by using a pulse shaper (or birefringent wedges [136]) to generate phase stable collinear pump pulses, whose relative phase is then known and adjustable. Also, in the pump-probe geometry the signal’s phase matching direction is the same as the probe, which means that absorptive spectra can be obtained automatically, without the need to recover the phase without the need to perform separate measurements or extra signal processing. The third advantage is that the probe beam can easily be a white light continuum as is usual in pump probe experiments, whereas in other setups the probe is usually an attenuated replica of the pump beams, limiting the detection spectral region [137].

On the other hand, exactly because the signal and the probe beam are automatically phased, this also means that the rephasing and non-rephasing contributions cannot be easily separated from each other, requiring phase-cycling [138]. Further, there is no simple way to manipulate each beams’ polarization independently. A fully collinear geometry can also be employed [139], in which case a strong background and contributions from other nonlinear optical signals generated in the same direction needs to be subtracted through phase-cycling, reducing the sensitivity of the apparatus. Nonetheless, experimental development is ongoing and new ideas are still being proposed to improve 2D-ES setups in all geometries [21, 27, 134, 136].

In the following paragraphs we will present the laser system used and the setup built for the present work.
3.2 Laser system

The 2D spectrometer assembled for this work is based on a commercial amplified laser system and a commercial noncollinear parametric amplifier (NOPA). The amplifier consisted of a regenerative Ti:Sapphire system (Spectra Physics Spitfire ACE pumped by an Evolution laser and seeded by MAITAI oscillator) generating 120 fs pulses centered at 800 nm with energy of 500 µJ at a rate of 10 kHz. About 90% of the power was used to pump the NOPA system (TOPAS White, Light Conversion). After the NOPA the laser pulses typically have 15 fs pulsewidth and their central wavelength can be tuned from 490 nm to 750 nm. Besides the internal compressor in the NOPA, a second prism compressor had to be assembled to remove chirp from the pulses. The NOPA output varies with the wavelength, but a typical power at 550 nm was 350 mW (35 µJ per pulse at 10 kHz). To avoid nonlinear effects in the sample, a neutral density filter was used to reduce the power entering the 2D setup to around 4 mW. The pulse to pulse fluctuation of the NOPA system was typically below 0.5% rms for the central wavelength of the spectrum.

3.3 Two-dimensional spectrometer

In the present work the setup assembled employs the boxcar geometry and is based on an earlier development which uses only conventional optics reported by Selig et al. [140]. The boxcars geometry consists of having four mutually parallel beams geometrically disposed in the corners of a square before being focused onto the sample. This arrangement allows the detection of the rephasing and nonrephasing signals separately by selecting the phase matching (see Section 2.6).

The main difference between the approach based on conventional optics and others is that two beamsplitters are used to generate the four phase coherent beams, which are then delayed from one another via the synchronous movement of two mechanical delay stages, as shown in Figure 3.1. An alternative option is to use a diffractive optics element to generate the four beams [142]. The option of using a noncollinear geometry also creates further challenges in terms of phase stability, for any vibration on the optical table that alters the pathlength of one of the beams and not of the others will correspond to a shift in phase. One of the solutions to achieve phase-locking in this geometry is to add pulse delays in a pairwise fashion, which effectively makes pathlength fluctuations anti-
Figure 3.1: Sketch of the experimental setup assembled where: BS1,2 are beamsplitters; P1,2 are aluminium coated knife-edge right angle prisms; DS1 and PZ1,2 are mechanical and piezo-electric delay stages respectively; C1,2 are optical choppers; \(\lambda/2 + FS\) are half wave plates plus fused silica windows; ND is a neutral density filter; SM is a spherical mirror; FM is a folding mirror. The upper right corner illustrates the pulse arrival sequence on the sample as well as the signal emission and LO position in time relative to pulse c. In the upper left the homemade polychromator is shown, composed of a mirror, a highly dispersive prism, a lens and the CCD camera [141].

correlated with one another and lead to compensation of phase jitter [142]. This will be explained in more detail later.

Figure 3.1 shows a sketch of the experimental apparatus. First the 4 mW input beam is directed to the setup with two mirrors. Two irises in the entrance of the setup and further irises along the way are present to support the alignment’s day to day reproducibility. Both beamsplitters were tailor made through thin film deposition on a 500 \(\mu\)m thick fused silica window (Vortex Optical Coatings) and have approximately 50% transmission-reflection from 350 to 950 nm. The first beamsplitter (BS1) creates two phase coherent beams at different heights separated from one another by about 2.5 cm and the lowest of them propagating 7 cm above the plane of the table. Here the intention was to keep all beams as close as possible to the table to reduce the impact of eventual angular oscillations of the optical mounts on the actual pathlength.
Further along, the upper beam will be split into what we shall call beams $c$ and LO (see labels in Figures 3.1 and 3.2), while the lower beam will be split into beams $a$ and $b$. Before that, the upper beam is steered towards a pair of delay stages mounted on top of each other. The lower of them (Newport, UTS100CC), DS1, can move over 100 mm ($\sim 600$ ps) and has a bidirectional precision of 2 fs, while the upper one (Physik Instrumente, P-622.ZCD), PZ1, is a piezo mover and can travel over a 250 $\mu$m range ($\sim 1.5$ ps) with precision of about 0.5 fs. The initial alignment here is such that the position of the delay stage compensates the extra 2.5 cm travelled by the lower beam after the beamsplitter.

Next both the upper and lower beams will each encounter a beamsplitter (BS2), so that afterwards 4 phase coherent beams are propagating collinearly and are geometrically disposed at the corners of a 2.5 cm sided square (Figure 3.2). Beams $a$ and $c$ now go through a second delay stage (PZ2) similar to PZ1, and its alignment is such that it makes up for the extra distance travelled by beams $b$ and LO after the beamsplitters BS2. All beams then pass through an achromatic half wave plate, to allow for separate control of each beam’s polarization. Finally, all 4 beams hit a spherical mirror (SM) with focal length of 15 cm, which focuses all of them to a single spatial position. The folding mirror (FM) in the setup has the single purpose of steering the beams sideways. The two choppers in the setup represent the biggest novelty in this apparatus and they allow for a better removal of scattering contributions than earlier setups, so their functioning will be explained in more detail later.

The sample is positioned at the spherical mirror’s focal point and the transmitted beams $a$, $b$ and $c$ are blocked, while the LO is collimated and directed to the homemade polychromator [141]. The polychromator spatially disperses the LO and signal spectra
using a highly dispersive flint glass prism. The spectra are then imaged with a 20 cm focal length lens onto a CCD camera with a single line of pixels, where each laser shot is independently acquired. Finally, to avoid the LO beam of generating competing signals as it moves through the sample in the same focal position, it is attenuated by a neutral density filter and delayed by around 400 fs relative to the other beams by propagating through a fused silica plate.

The CCD camera employed in this experiment is a line scan camera consisting of 1x1024 pixels (e2v AVIIVA EM1) whose acquisition rate can be adjusted up to 77 kHz. The camera is triggered by the laser TTL signal at 10 kHz and then sends a TTL signal to a voltage acquisition board, which allows the acquisition of the TTL signal of each chopper. Therefore for each camera acquisition the state of both choppers is also recorded, which allows the acquisition software to determine whether beams $b$ and $c$ were blocked or not when each LO pulse was acquired, so that each configuration can be used to recover different signals, as described in the next Section (3.4).

### 3.4 Pump-probe measurement and removal of light scattering

Even though the camera employed allows for shot to shot acquisition at 10 kHz, the fastest chopper rate was chosen to be 1 kHz instead of the more obvious 5 kHz. This is for two reasons, the most important being the air turbulence induced within the setup by a chopper rotating at such a high rate, which perturbs phase stability. The second reason is that with the sizes of the chopper’s slits and beams which we had, the beams would only be partially blocked with such a high rotation frequency. Actually, even with the fastest chopper working at 1 kHz, in which case one bundle of 5 shots should go through and the next 5 shot bundle should be blocked, it so happens that the initial and final shots of each bundle have to be discarded due to partial blocking. Therefore once the camera is triggered to start acquisition, a delay is explicitly added to ignore the first laser shot. After this delay the camera integrates the signal over the next 300 $\mu$s so that the middle 3 shots of each 5 shot bundle are acquired, with the integration stopping to avoid the final partially blocked shot. Careful choice of the choppers slit sizes can avoid the partial blocking at higher chopping rates, but a way of dealing with the resulting turbulence
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Would still be necessary. In our case, covering the choppers would have required major changes in the setup design, so we opted to keep the lower rate.

Before addressing how the present chopper sequence allows better scattering removal and fast data acquisition let us briefly discuss the previous approaches to dealing with scattered light in the boxcar geometry. As previously mentioned, scattering contributions along the same direction as the LO and signal beams are the major experimental concern. Scattered light arising from the pump beams is phase coherent with the LO and signal, thus generating interferometric signals at the detector [132]. Further, the fact that the LO propagates through the sample with a 400 fs delay relative to the pump beams means that it too can be contaminated with pump-probe signals, for it acts as a probe for transient grating signals induced by any of the other beams [138].

While the pump-probe contamination of the LO is entirely avoided in some setups by having the LO propagate around the sample, that has its own limitations, for the heterodyne detection works best if the LO beam has been through the sample. That happens because the transmission of the LO through the sample ensures its envelope and phase suffer the same distortions as the signal’s, such that in the heterodyne detection these distortions are not seen as part of the signal [143], which allows samples with much higher optical densities than the usual 0.3 to be studied.

Some of the procedures proposed to handle the scattering include the use of double modulation with lock-in detection [135] or shutters [132]. The downside of the lock-in detection scheme is that it requires lasers with very high repetition rates, and the shutters scheme significantly slows down the measurements. The design proposed by our group is an intermediate of those, in the sense that choppers and shutters act similarly, but choppers can be synchronized with laser pulses and detection electronics, allowing us to acquire signals from the camera for bundles of 5 laser shots when different beams are unblocked [131].

The chopper sequence we employed essentially blocks and unblocks beams \( b (k_b) \) and \( c (k_c) \) creating the configuration shown in Figure 3.3, where the temporal width of the laser shots was exaggerated to emphasize the temporal structure of the pulses. Chopper 1 (C1) is synchronized with the laser at \( \frac{1}{10} \) of its repetition rate (one cycle for every 1 ms) and acts on beam \( b \), while chopper 2 (C2) acts on beam \( c \) and has a frequency of \( \frac{1}{20} \) of the laser repetition rate (one cycle for every 2 ms). This creates 4 different configurations.
of laser incidence in the sample (labeled A, B, C and D in Figure 3.3) that are repeated over time: for every pair of blocked/unblocked events of beam b, beam c will be once blocked (A and B) and once unblocked (C and D).

![Figure 3.3: Scheme showing the different sample illuminations that arise from the chopper sequence used. Chopper C1 acts on beam b with a frequency of 1 kHz and chopper C2 acts on beam c with a frequency of 500 Hz.](image_url)

The CCD camera is synchronized with the laser frequency, which allows us to set its operation to acquire separately each bundle of laser shots created by the choppers, from A to D, as shown in Figure 3.3. This allowed us to include in the detection software a routine to manipulate these contributions. If \( S_n \) represents the scattering contributions and pump-probe signals resulting from beam \( n \in \{ a, b, c \} \), and \( E_{LO} \) and \( E_S \) are the LO and signal electric fields respectively, the detection software performs the following computations:

\[
\alpha = A - B = |S_a + S_b + E_{LO}|^2 - |S_a + E_{LO}|^2 = |S_b|^2 + 2\text{Re}\{S_a S_b^*\} + 2\text{Re}\{S_b E_{LO}^*\}, \tag{3.1}
\]

\[
\beta = C - D = |S_a + S_b + S_c + E_S + E_{LO}|^2 - |S_a + S_c + E_{LO}|^2 = |E_S|^2 + |S_b|^2 + 2\text{Re}\{S_a S_b^*\} + 2\text{Re}\{S_b E_{LO}^*\} + 2\text{Re}\{S_a E_S^*\} + ... \tag{3.2}
\]

\[
... + 2\text{Re}\{S_b E_S^*\} + 2\text{Re}\{S_c E_S^*\} + 2\text{Re}\{S_b S_c^*\} + 2\text{Re}\{E_S E_{LO}^*\},
\]

\[
\beta - \alpha = |E_S|^2 + 2\text{Re}\{S_a E_S^*\} + 2\text{Re}\{S_b E_S^*\} + 2\text{Re}\{S_c E_S^*\} + ... \tag{3.3}
\]

\[
... + 2\text{Re}\{S_b S_c^*\} + 2\text{Re}\{E_S E_{LO}^*\}.
\]

Ideally our system would actually detect only the last term in equation 3.3, for it corresponds to the signal being heterodyned by the local oscillator. However the first
five terms in equation 3.3 are also phase coherent with the LO and will interfere in the detector. Nonetheless, they bring negligible contributions to the measured signal for the following reasons.

First, the 3 terms $2\text{Re}\{S_n E^n_S\}$ result from the interference between the signal field and the part of Rayleigh scattering from beam $n$ that happens to propagate in the signal direction. Because the signal field is small, this term is also usually small – however, it can become significant for highly scattering samples. Second, the term $2\text{Re}\{S_b E^c_c\}$ has no pump probe contribution in the direction of detection: any such contribution would have the same direction of propagation of either beam $b$ or beam $c$, while we detect in the direction of the LO beam. Therefore its actual contribution on the CCD is merely the interference of the Rayleigh scattering contributions of beams $b$ and $c$ in the direction of the signal, which is also small.

As for the remaining term, it is the homodyne signal, which is usually large enough to be clearly detected. What has to be mentioned now is that the spectral interferometry procedure involves applying a Fourier window to the signal’s inverse Fourier transform over the detection frequency, so that the signal is resolved as a function of the detection time [132]. After this, the signal will be separated in different contributions according to the relative time delays between the beams that interfered to generate each. So the homodyne signal, that interferes with no other beam will appear centered at $t = 0$ (see Figure 3.8 in Section 3.6). The heterodyne signal, which is the interference between the homodyne and the LO beam will appear centered at $t_{LO}$, for it is the interference of the signal (generated at time zero) and the LO (delayed by $t_{LO}$ from time zero).

Beyond allowing the selection of the heterodyne signal from the homodyne, this Fourier windowing process also contributes to the removal of any light scattering contributions that are not centered at the relevant delay time. It should be noted though that some of the small contributions left over in equation 3.3 can have amplitude around $t_{LO}$ for some combinations of population and coherence times, so that the windowing procedure is not the main determinant in removing them: they actually are so small that their presence is insignificant.

Looking at equation 3.3 it still seems that many scattering contributions are present and all we did was state they are small. So it is actually important to stress that what the second chopper allowed us to do was to remove the term $2\text{Re}\{S_b E^c_{LO}\}$ from equation
3.2. This term contains the pump probe contribution that arises from the interaction of beams \( b \) and LO with the sample, which is not systematically discarded by the windowing procedure and can be significant for samples with strong transient absorption signals [131].

The other major advantage of the present scheme is that the pump probe and the LO spectra can be recorded for each population time, along with the 2D spectra, therefore at the same time and under very similar experimental conditions. To explain how that is possible, we will repeatedly refer to Figure 3.3 and detail the measurement process for one given population time. First, the camera acquires the signal corresponding to case \( B \) in the chopper sequence of Figure 3.3. In this case beams \( b \) and \( c \) are blocked and the sample is illuminated only with beams \( a \) and LO. There may be some pump probe contamination of the LO arising from beam \( a \), but this is generally be much smaller than the LO amplitude, so the signal acquired by the camera at this chopper configuration is essentially the LO spectrum.

After acquiring the LO spectrum, the pump-probe signal is acquired for the given population time by computing equation 3.1, which subtracts the acquisition when only beams \( a \) and LO are present from the acquisition when beam \( b \) is unblocked too. In order to get the correct population time delay, the stage DS1 needs to be moved in order to make up for the relative delay between beam \( c \) and the LO (which is measured before the experiment starts). This brings the LO beam to time zero (see inset of Figure 3.1) and therefore creates a pump-probe signal with beam \( b \) as the pump (whose position in time is the corresponding population time) and the LO as the probe, as can be seen in Figure 3.3.

Once the LO and pump-probe spectra have been recorded, DS1 returns to its previous position and the 2D data acquisition is performed by scanning the coherence times (Figure 3.4). A typical measurement of one population time consists of scanning 60 coherence times and averaging over 300 laser shots for each delay, which takes about 1 minutes, including the collection of the LO and pump-probe spectra.

### 3.4.1 Delay stages movement sequence

The last section showed that a 2D-ES measurement requires a very intricate set of motions by the delay stages. The purpose of this section is to explain how that is correctly accomplished in our experimental design. First, we note that the final result of
Figure 3.4: Left: typical interferogram measured with the 2DES setup. Right: a horizontal cut from the interferogram, accounting for the signal acquired in a single coherence time ($\tau = 0$ in this case).

Our measurement is a complex function $S^{(3)}(\omega_t, T, \omega_\tau)$ which contains both absorptive and dispersive information regarding the material's third-order response.

As it turns out though, $S^{(3)}(\omega_t, T, \omega_\tau)$ is not directly recovered from 2D measurements with the boxcars geometry. To understand this it is important to note that the pulse arrival order has an effect on the direction of the different nonlinear signals generated. Bearing in mind the third order response function considerations from Section 2.5, we recall that the absorptive 2D lineshape is given by the sum of equally weighted rephasing and the non-rephasing signals [122]. Therefore, it is important to record both. The third-order nonlinear response which arises from perturbing the sample with pulses $a$, $b$ and $c$ (neglecting the weaker LO) will consist of many contributions – 864 to be exact, see Section 2.5 – and they will propagate in one of the $\pm k_a \pm k_b \pm k_c$ directions.

The main advantage of using the boxcar geometry is that the third-order signals which follow a first interaction with pulse $a$, a second with pulse $b$ and a third with pulse $c$ propagate in spacial directions where no other signals are present, which is why it is sometimes referred to as being ‘background-free’. In Section 2.5 we saw that a consequence of requiring that each interaction happens with a different pulse, assuming the semi-impulsive limit and the rotating wave approximation, is that the number of contributions to the third-order polarization was reduced from 864 to 4. Two are rephasing, and propagate in the $k_s = -k_1 + k_2 + k_3$ direction, while the other two are non-rephasing and propagate...
in the $\mathbf{k}_s = \mathbf{k}_1 - \mathbf{k}_2 + \mathbf{k}_3$ direction. We emphasize that in these equations the numeric indexes refer to the time arrival order of the beams in the sample. So here 2 refers to the second pulse to arrive, regardless whether it is pulse $a$, $b$ or $c$.

![Figure 3.5: Representation of the wave vectors in the boxcars geometry with a coordinate system. The $z$ component is equal for all beams, while the $x$ and $y$ components are equal in module to each other for all beams. In this scheme the modulus of the $x$ and $y$ components is called $p$ and the $z$ component was arbitrarily chosen to be $2p$.](image)

Our detector is positioned so that it captures only signals travelling in the LO direction and now we will discuss which contributions are measured, for which we will repeatedly refer to Figures 3.5, where we sketch the boxcar geometry using a coordinate system, and 3.6, where we show the time ordering of the pulses. From Figure 3.5 we notice that we can write the wave vector of each pulse as:

$$
\mathbf{k}_a = (p, -p, 2p) \\
\mathbf{k}_b = (p, p, 2p) \\
\mathbf{k}_c = (-p, -p, 2p) \\
\mathbf{k}_{LO} = (-p, p, 2p).
$$

(3.4)

Now we are in position to discuss the pulse arrival sequence and which signals are detected in each case. If the pulse $a$ is the first to arrive followed by $b$ and then $c$ (which is seen in the right-hand side of Figure 3.6 for the extreme case when pulses $b$ and $c$ overlap, i.e.,
for population time zero), then \( k_1 = k_a, \) \( k_2 = k_b \) and \( k_3 = k_c. \) In this case, by inspection we can see that there is only one combination of signs in \( k_s = \pm k_1 \pm k_2 \pm k_3 \) that is equal to \( k_{LO} \) (which is our direction of detection):

\[
-k_1 + k_2 + k_3 = -k_a + k_b + k_c = k_{LO},
\]

which is just the rephasing contribution we discussed in the previous chapter. Therefore, our experimental setup acquires the rephasing contribution by having the pulse \( a \) being the first to arrive, followed by \( b \) and then \( c. \)

Figure 3.6: Pulse arrival time ordering scheme for rephasing and non-rephasing cases.

In this pulse sequence, the non-rephasing signal propagates in the \( k_a - k_b + k_c = (-p, -3p, 2p) \) direction which does not correspond to any of the incoming beams. One option to detect it would be to place a second detector and local oscillator beam in this direction. However that adds the difficult task of adding an extra local oscillator and guaranteeing the detectors of the rephasing and non-rephasing signals are equally calibrated, for an equally weighed sum is required for absorptive signals. Another option that overcomes this difficulty relies on the time ordering impact on phase matching [121]: we note that if pulse \( b \) is the first to arrive, followed by \( a \) and then \( c, \) then \( k_1 = k_b, \)
\( k_2 = k_a \) and \( k_3 = k_c \) and the non-rephasing signal will propagate in the direction:

\[
  k_1 - k_2 + k_3 = k_b - k_a + k_c = k_{\text{LO}}.
\]  

Therefore, instead of using a second detector in another direction, we can actually also have the non-rephasing signal being generated in the same direction as the LO merely by having pulse \( b \) being the first to arrive, followed by \( a \) and then \( c \).

Now that it is clear how the rephasing and non-rephasing signals can be acquired, we can finally address the movement sequence of the delay stages. We take the starting temporal position of the beams as that where \( a, b \) and \( c \) are overlapped and the LO arrives about 350 fs later in the sample, due to the extra material it has traveled through. In Figure 3.6 both the rephasing (right-hand side) and the non-rephasing (left-hand side) acquisitions are illustrated, with the LO pulse shown as a dashed Gaussian.

The population time \( (T) \) zero is determined by the condition that beam \( a \) or \( b \) is overlapped with \( c \). This is also taken as the origin for both coherence and detection timescales (labeled \( \tau \) and \( t \) respectively). The population time is defined as \( T = t_c - t_n \), where \( n \) is the second to arrive between \( a \) and \( b \).

The coherence time is defined as \( \tau = t_b - t_a \), which is physically intuitive for this is the variable we would like to scan over, but it can create some confusion for graphical representations. According to this definition, if \( t_b > t_a \) then \( \tau \) is positive, the pulse order is \( a, b, c \) (\( c \) is always the last of the pulses) and the rephasing signal is being generated in the LO direction (Figure 3.6, right).

On the other hand, if \( t_b < t_a \) then \( \tau \) is negative, the pulse order is \( b, a, c \) and the non-rephasing signal is being generated in the LO direction. Thus in the coherence timescale the convention of “more negative means earlier” no longer applies. However it does still apply for the detection timescale \( t \), so in Figure 3.6 the coherence timescales were drawn as a support, but to evaluate early or late arrival the position on the \( t \) scale must be considered. The result is that left means earlier and right means later.

The first step to start a measurement is setting the population time delay to the desired value, which is accomplished by moving DS1 and thus altering the relative delay between the pairs of beams \( (a, b) \) and \( (c, \text{LO}) \). Once that is set, the scan over coherence times can be performed by moving the delay stage PZ2, which changes the relative delays between the pairs of pulses \( (a, c) \) and \( (b, \text{LO}) \). As a consequence of this movement, the coherence
time (delay between $a$ and $b$) can be scanned, but there is a side effect: the delay between $c$ and LO is also altered. This could be relevant because the Fourier windowing procedure that was mentioned above assumes a constant delay between the signal and the LO, and the third-order signal can only start to be generated after the third pulse ($c$) hits the sample. As it turns out though, the signal emission maximum has its position in time determined by the coherence time, which can be seen in Figure 3.6, more strikingly for the rephasing case (see Equations 2.70 and 2.71). For the non-rephasing one has to imagine a continuation of the signal for negative detection times to figure out where the maximum amplitude would be. Therefore, by delaying the LO against $c$ we are effectively ensuring that delay between signal maximum and the LO remains the same over the scan [131].

Consequentially, to obtain the non-rephasing signal (negative coherence times) PZ2 has to be scanned forwards. Pulse $b$ is the first to arrive and the movement changes the time delay of pulses $a$ and $c$ relative to it. For positive coherence times things get slightly more complicated. In this case PZ2 is moved backwards, for now we need the time order to be ($a$, $b$, $c$). The problem is that by moving PZ2 backwards pulse $c$ will follow pulse $a$ and both will arrive at the sample before pulse $b$, which would alter the desired phase-matching. Thus, to move pulse $b$ so that it is the second to arrive and correct for the population time, the delay stage PZ1 has to be moved forwards by the same amount that PZ2 was moved backwards [140].

It is also interesting to note that this movement sequence of the delay stages naturally corresponds to a measurement in the rotating frame (see Sections 2.4 and 2.5) [27, 134]. That is because of the constant phase shift between the signal and LO (see Figure 3.6) which is applied simultaneously with the phase shift corresponding to the coherence time scan. To clarify what we mean by that we have to consider the phase of the signal being measured. If $\Delta \varphi_{ab} = \varphi_a - \varphi_b$ and $\Delta \varphi_{cLO} = \varphi_c - \varphi_{LO}$, then the signal is proportional to:

$$I_s \propto \text{Re} \left( e^{-i(\Delta \varphi_{ab} - \Delta \varphi_{cLO})} e^{-i\omega(\tau - t)} R'(\tau, T, t) \right) = \text{Re} \left( e^{-i(\Delta \varphi_{ab} - \omega t)} e^{i(\Delta \varphi_{cLO} - \omega \tau)} R'(\tau, T, t) \right),$$

(3.7)

where $R'(\tau, T, t)$ is the envelope of the response function. From the discussion above we saw that by changing the coherence time by $\tau' = \tau + \Delta \tau$, this also moves the local oscillator in the opposing direction: $t'_{LO} = t_{LO} - \Delta \tau$. Then it follows directly from equation 3.7 that the signal’s phase variation due to the coherence time change is exactly cancelled.
by the corresponding LO delay. This means that in our measurement the signal will not oscillate close to the optical frequency as a function of the coherence time, because the phase which is continuously added to LO as we scan $\tau$ cancels that and brings the overall frequency to zero (thus the rotating wave frame nomenclature), meaning that we only acquire the envelope of the response function as we scan the coherence time.

There are two major advantages that follow from measuring in the full rotating wave frame. The first is data acquisition time: if a direct measurement of the response function is desired, it is necessary to acquire data for at least two coherence time steps for each cycle of the highest frequency present in the signal. At 600 nm, for instance, the optical cycle is approximately of 2 fs, thus requiring coherence time steps shorter than 1 fs to properly recover the signal. In our typical measurements, coherence time steps of 4 or 5 fs were enough, representing a large reduction in data acquisition time. The second advantage is that acquiring only the envelope of the response function relieves the phase stability requirement for the setup: instead of keeping the phase stable to a fraction of the optical cycle one has only to keep it stable to a fraction of the pulse duration ($\sim 15$ fs).

### 3.5 Phase stability of the setup

First, let us recall that the signal field’s phase is determined by its corresponding phase matching, as given by equation 3.7. For instance the rephasing signal in our setup corresponds to $k_s = -k_a + k_b + k_c$ and the heterodyne detected 2DES signal has the phase:

$$\Delta \varphi_s = -\varphi_a + \varphi_b + \varphi_c - \varphi_{LO} + \varphi_{sig}, \quad (3.8)$$

where the heterodyned detected signal has the subscript "s" and the homodyne signal has its own phase $\varphi_{sig}$ arising from the interaction between the laser pulses and the sample [144]. The overall phase fluctuation can be written as:

$$\delta(\Delta \varphi_s) = (\delta \varphi_b - \delta \varphi_a) + (\delta \varphi_c - \delta \varphi_{LO}). \quad (3.9)$$

And now, to get a full analysis of the total phase fluctuation it is possible to go through the experimental setup for each beam (Figure 3.1) and keep track of all possible phase
fluctuations in each optical element in its path. For instance, doing that for beam \( a \) we can write the equation:

\[
\delta \varphi_a = \delta \varphi_{BS1} + \delta \varphi_{M1} + \delta \varphi_{BS2} + \delta \varphi_{PZ2} + \delta \varphi_{P2} + \delta \varphi_{SM} + \delta \varphi_{FM}.
\] (3.10)

Doing that for all other beams one can compute the two terms on the right-hand side of equation 3.9:

\[
\delta \varphi_b - \delta \varphi_a = \delta \varphi_{M2} - \delta \varphi_{PZ2+P2} \tag{3.11}
\]

\[
\delta \varphi_c - \delta \varphi_{LO} = -\delta \varphi_{M2} + \delta \varphi_{PZ2+P2} \tag{3.12}
\]

from where it can be seen that the contributions are anti-correlated and the net result is that \( \delta(\Delta \varphi_s) = 0 \). So even though the phase of different beam pairs fluctuates significantly during even short time intervals, this experimental configuration is such that they cancel out almost perfectly, allowing the measured signal to have a much more stable phase [142].

It must be stressed that this analysis focused on phase fluctuations induced by optical elements on the setup, disregarding single beam fluctuations that can be created by strong air currents in the setup for instance. To minimize this problem the setup is enclosed by a box to minimize air currents and the optical components are assembled within as small an area as possible on the bench (30 cm x 50 cm).

### 3.6 Data processing

In this Section we will describe the multiple steps necessary to generate complex-valued 2D-ES spectra from our experimental setup. For each given value of the population time \( T \), the raw data we collect consists of three files. The first corresponds to the transient grating signal of the sample interfering with the local oscillator as a function of the coherence time \( \tau \), which is spectrally resolved in the emission axis \( \tilde{\nu}_3 \), and thus contains the main 2D-ES signal (Figure 3.4 is an example). We shall refer to this type of data as a spectral interferogram. The other files are used to recover the phase, with the second containing the pump probe spectrum for the same \( T \), acquired with beam \( b \) acting as the pump and the LO acting as the probe; and the third file contains the LO spectrum after it propagated through the sample (both files are obtained as described in Section 3.4).
Figure 3.7: (a) Transient grating signal from a fused silica window at $T = 0$ fs interfering with the LO beam, as a function of $\tau$. The LO beam arrived 321.2 fs later than the others on this day (see text). (b) Same as (a), but for a porphin monomer sample at $T = 70$ fs. This is part of the set of experiments discussed in Section 5.1.

Before starting the measurement, the following two steps are always performed. First we obtain the relative delay between the local oscillator and the other beams by performing a transient grating FROG scan of a fused silica window with beam $c$ blocked. Here we use the delay stages DS1 + PZ1 (see Figure 3.1), which delays beams $c$ and LO against $a$ and $b$, and the signal is emitted along the direction of beam $c$. In order to direct this signal to the detection system, a flip mirror is introduced into the setup in this step, and the LO beam is blocked after the window. Secondly, these changes are then reversed and with the setup back to what was described in Section 3.3 we perform a 2D-ES scan of the fused silica window at $T = 0$ fs, obtaining the three files described in the previous paragraph. Figure 3.7a shows the window transient grating signal interfering with the LO beam as a function of $\tau$ for the data presented in Section 5.1, which we will use as a reference here.

In Figure 3.7b we show the spectral interferogram of a zinc-porphyrin monomer sample at $T = 70$ fs recorded after the fused silica data in Figure 3.7a. The details of the sample are given in Section 4.1 and the local oscillator and linear absorption spectra for this measurement are shown in Figure 5.1, but they are not essential for the data processing discussion. The objective is to use the spectral interferograms from Figures 3.7a,b to obtain complex-valued 2D-ES spectra as a function of excitation and emission wavenumbers ($\tilde{\nu}_1, \tilde{\nu}_3$). We begin by noting that the spectral interferogram $I_{SI}(\tau, T =$
70 fs, \( \tilde{\nu}_3 \)) from Figure 3.7b is computed from equation 3.3 and can be written as:

\[
I_{SI}(\tau, T = 70, \tilde{\nu}_3) = |E_s(\tau, T = 70, \tilde{\nu}_3)|^2 + E_s(\tau, T = 70, \tilde{\nu}_3)E_{LO}^*(\tilde{\nu}_3)e^{i2\pi c\tilde{\nu}_3(t_s - t_{LO})} + E_s^*(\tau, T = 70, \tilde{\nu}_3)E_{LO}(\tilde{\nu}_3)e^{-i2\pi c\tilde{\nu}_3(t_s - t_{LO})},
\]

(3.13)

where we have neglected the scattering contributions written in equation 3.3. We recall that due to the chopping sequence used the intensity of the LO beam has already been removed from this expression. We now note that each of the terms in equation 3.13 is centered at a different point along the detection time axis \( t \), which is the Fourier pair of \( 2\pi c\tilde{\nu}_3 \): the first term is centered at \( t = 0 \), while the second and third terms are centered at \( t_{LO} \) and \(-t_{LO} \) respectively. We are interested in recovering \( E_s(\tau, T, \tilde{\nu}_3) \), and in order to isolate this term we can perform a Fourier transform of the data over the \( \tilde{\nu}_3 \) axis. Figure 3.8 shows the absolute value of this Fourier transform for \( \tau = 0 \) fs of both the window and the sample signal at \( T = 70 \) fs (from Figure 3.7a,b) and all three terms from equation 3.13 can be identified. This is the same windowing procedure mentioned when we discussed the removal of light-scattering contributions in Section 3.4.

![Figure 3.8: Fourier transform of the interferograms from Figures 3.7a (black) and 3.7b (blue) at \( \tau = 0 \) fs. The desired signal \( E_s(\tau, T, \tilde{\nu}_3) \) can be recovered from the peak at positive detection times (see text).](image)

In order to isolate the 2D-ES signal we apply this Fourier transform along \( \tilde{\nu}_3 \) for each coherence time point, and then apply a rectangular filter in the time domain that selects
only the term which contains the desired signal:

\[
E_s(\tau, T, \tilde{\nu}_3) E_{\text{LO}}^*(\tilde{\nu}_3) e^{i 2 \pi c \tilde{\nu}_3 (t_s - t_{\text{LO}})} = |E_s(\tau, T, \tilde{\nu}_3)||E_{\text{LO}}(\tilde{\nu}_3)| e^{i 2 \pi c \tilde{\nu}_3 (t_s - t_{\text{LO}})} e^{i (\phi_s - \phi_{\text{LO}})}, \quad (3.14)
\]

where we have rewritten the signal and conjugated LO fields as a product between their absolute value and phase. For each value of \( T \) we acquire the intensity of the LO beam traveling through the sample \( |E_{\text{LO}}(\tilde{\nu}_3)| \), and from our reference window measurement (Figure 3.7a and black line in Figure 3.8) we can recover the phase \( e^{i 2 \pi c \tilde{\nu}_3 (t_s - t_{\text{LO}})} e^{i (\phi_s - \phi_{\text{LO}})} \), as the delay between the LO beam and the transient grating signal is known [145]. This still does not perfectly recover the phase for the 2D-ES spectra, because \( \phi_s \) for the non-resonant transient grating signal of the window measured in the \(-k_a + k_b + k_c\) direction is different than \( \phi_s \) from the sample, which includes rephasing and non-rephasing resonant signals. Therefore, a direct reference to the sample is required, which is made using the pump-probe measurement and the projection-slice theorem [146].

In order to prepare the data for that, we first recall that so far we have isolated the absolute value of the signal \( |E_s(\tau, T, t)| \) and recovered the \( \tilde{\nu}_3 \) dependence of the phase for each coherence time. Next, we proceed to perform a Fourier transform back from \( t \) to \( \tilde{\nu}_3 \), yielding \( E_s(\tau, T, \tilde{\nu}_3) \). This signal is a slowly varying function of \( \tau \), because the delay stage movement sequence employed is in the full rotating wave frame (see Section 3.4.1). Thus, to recover the oscillatory signal as a function of \( \tau \), we can multiply the measured signal by \( e^{i 2 \pi c \tilde{\nu}_0 \tau} \), where \( \tilde{\nu}_0 \) is the central wavenumber of our laser spectrum. Figure 3.9 shows the real part of the signal obtained from this procedure for the data in Figures 3.7 and 3.8 for \( \tilde{\nu}_3 = 15435 \text{ cm}^{-1} \). Figure 3.9 makes clear why measuring in the rotating wave frame is so useful: in our data acquisition we scanned \( \tau \) in time steps of 5 fs, but from this Figure it is clear that when not measuring in the rotating frame sub-femtosecond time steps would be necessary, requiring greater phase stability and longer acquisition times.

At this stage we have \( E_s(\tau, T, \tilde{\nu}_3) \) with the correct oscillatory behavior as a function of \( \tau \), so in order to obtain the desired 2D-ES spectrum, we merely apply a Fourier transform over \( \tau \), yielding \( \tilde{E}_s(\tilde{\nu}_1, T, \tilde{\nu}_3) \), with rephasing and non-rephasing spectra being obtained by applying the Fourier transform to the positive and negative coherence time axes respectively. As mentioned above, the phase of these spectra is not yet correct, and to correct it we employ a phasing algorithm [14,140,146].

The phasing algorithm is based on the projection-slice theorem from Fourier analysis,
Figure 3.9: Real part of the signal field as a function of $\tau$ for $\tilde{\nu}_3 = 15435 \text{ cm}^{-1}$ extracted from Figure 3.8 as described in the text. Positive (negative) values of $\tau$ correspond to the rephasing (non-rephasing) signal.

Figure 3.10: Comparison between the integral of the real part of sum of rephasing and non-rephasing 2D-ES spectra to the pump probe spectrum. The phase of the 2D-ES spectra has been adjusted to give the best match between them (see text).

which when applied to 2D-ES states that the integral of a properly phased absorptive 2D-ES spectrum over the excitation axis ($\tilde{\nu}_1$) is equal to the broadband transient absorption spectrum (commonly referred to as the pump probe spectrum) [14]. Pump probe spectra automatically include both rephasing and non-rephasing pathways, and an absorptive 2D-ES lineshape corresponds to an equally weighed sum of rephasing and non-rephasing spectra [121, 122]. Therefore, in order to recover the correct phase of our spectra we sum rephasing and non-rephasing contributions and multiply them by an overall phase $e^{i((\tilde{\nu}_3-\tilde{\nu}_0)2\pi c t_c + \phi_c)}$, where $t_c$ and $\phi_c$ are parameters which can be adjusted by a genetic fitting algorithm which find the values which correspond to the best match between the pump
probe and the 2D-ES integral over $\tilde{\nu}_1$ [132]. An amplitude scaling factor is also used to properly scale the 2D-ES amplitude to the pump probe. As a result, we finally obtain the desired complex-valued 2D-ES maps, which are shown in Figure 3.11a (absorptive, the real part) and 3.11b (dispersive, imaginary part). Now that the correct phase has been recovered, the complex-valued rephasing and non-rephasing maps can also be plotted (these are shown in Figures 5.2 and 5.3 in Chapter 5, where they are used).

Figure 3.11: (a) Absorptive and (b) dispersive 2D-ES maps at $T = 70$ fs after the phasing process is complete. Each map is individually normalized. The sample has negligible signal below 15000 cm$^{-1}$, which can be observed here and in Figure 3.7b. The pulse has bandwidth in this region however, as Figure 3.7a shows, so the $(\tilde{\nu}_1, \tilde{\nu}_3)$ scales were chosen to match those from Figure 3.7a.

### 3.7 Summary

In conclusion, the experimental setup described in this Chapter combines many advantages for the measurement of 2D-ES spectra. The boxcar geometry ensures minimal background and allows us to independently recover rephasing and non-rephasing spectra. The optical design ensures phase stability and places the measurement in the rotating wave frame, which significantly reduces data acquisition times (also helped by the near shot-to-shot acquisition rate), allowing us to scan many more values of $T$ in a reasonable time span. Finally, the two choppers enable us to both better remove scattering contributions and to acquire the local oscillator and the pump probe spectra quasi simultaneously with the 2D-ES signal, which helps ensure that the data processing required to recover the final maps is performed comparing datasets acquired under almost identical conditions.

In the next Chapters we use this setup to perform detailed experiments on vibrational
wavepacket motion on a porphyrin monomer with very good signal to noise, which allows us to establish results on coherence pathway signatures in 2D-ES.
Chapter 4

Vibrational Signatures in 2D-ES

This and the following Chapter focus on investigating signatures of vibrational coherences in 2D-ES, which are observed in the form of oscillatory signals at some \((\tilde{\nu}_1, \tilde{\nu}_3)\) points as a function of \(T\), as we described in Section 2.7. Vibrations coupled to electronic transitions are ubiquitous [147, 148] and it is thus important that control studies benchmarking vibrational signatures in 2D-ES are performed. To this end, we study a zinc-porphyrin monomer which has its lowest singlet electronic transition strongly coupled to a vibrational mode at 375 cm\(^{-1}\). Because excitonic effects can be ruled out, a monomer molecule consists in an ideal sample to test the predictions based on the double-sided Feynman diagrams made in Chapter 2. While the zinc-porphyrin monomer is a simple molecule when compared to systems that have typically been studied with 2D-ES [15, 49, 55, 77, 116, 149–151], the studies of comparably simple systems reported in the literature [80, 86, 150] were performed before fast data acquisition with good signal over noise was available. Besides that, some theoretical developments only arose after those studies were published, i.e., significant advances in data analysis tools have been developed since the pioneering experiments, and newer theory – such as that of Section 2.8 – remained untested.

Historically, oscillations in 2D-ES signals have been the subject of a lot of attention since measurements on the Fenna-Matthews-Olson (FMO) complex showed oscillatory behaviour with picosecond dephasing times [68]. These were assigned as electronic in origin (in spite of the expectation that electronic coherences should dephase in much faster timescales [69]) and interpreted as possibly playing a role in a coherent energy transfer mechanism in the FMO complex and other light harvesting systems [68, 72]. However, later
experimental and theoretical work questioned the assignment of the beating signatures as arising from a pure electronic coherence [100,152,153].

These developments highlight the importance of understanding oscillatory signals in 2D-ES. Essentially, the main reason why interpreting beating signatures in 2D-ES is difficult is the technique’s great sensitivity to capture different molecular phenomena, often via oscillations as a function of population time. For instance, the three pulse sequence used in 2D-ES can create coherences between all allowed transitions that are resonant with the excitation field, all of which can generate their own oscillatory signals. This will generally include electronic coherences between different energy levels and – if the electronic transition is coupled to one or more vibrational modes – also coherences between the different vibrational sublevels [18]. On top of that, Raman modes of the solvent may also generate oscillations in 2D-ES maps through non-resonant pathways if the excitation laser has broader bandwidth than the Raman frequency [154].

In this chapter we report 2D-ES studies of the porphyrin monomer and start discussing the results on the basis of absorptive spectra. We proceed to analyse coherent oscillations, for which we focus on rephasing and non-rephasing maps separately. We find that the results do not match the forecast from the Feynman diagrams alone. However, we note that previous work by Butkus et al. showed that the phase of coherent oscillations due to a single Feynman diagram is a function of $(\tilde{\nu}_1, \tilde{\nu}_3)$, and when interference between oscillations from neighboring color peaks is taken into account, experiment and calculations are shown to match well. We conclude the Chapter by discussing the consequences of these results; an earlier description of this data was published in reference [123].

4.1 Steady state spectroscopy of the zinc-porphyrin monomer

The zinc-porphyrin monomer samples were synthesized by the group of Professor Harry L. Anderson at the University of Oxford as reported in reference [155]. Figure 4.1 shows the UV-visible linear absorption spectrum of the porphyrin chromophore in toluene with 1% of pyridine to suppress aggregation. As it is typical of porphyrins, it is characterized by the presence of two distinct bands in the visible: the so called Q and B-bands [156]. The Q-band corresponds lowest energy transitions which are quasi-forbidden, the maximum
The B band (also called Soret band) is strongly allowed, having an extinction coefficient more than 6 times larger than the Q band, and here it consists of two peaks in the blue region of the spectrum. The split observed both in the Q and B bands can be attributed to the asymmetric substituents (see Figure 4.1), which lower the symmetry from $D_{4h}$ to $D_{2h}$, creating a distinction between the $x$ and $y$ axes [157,158]. Besides these two bands, a third one can also be seen, a very broad (albeit not very intense) absorption ranging from around 28000 cm$^{-1}$ to 34000 cm$^{-1}$, which is sometimes called the N band.

There are absolute assignments of the dipole transition directions based on quantum mechanical calculations [158], polarized absorption experiments in stretched polymer film [159] and excitation dependence of the fluorescence anisotropy [160]. The least energetic peak in the B band, here observed at 21980 cm$^{-1}$ (455 nm), has been assigned to the $B_x$ transition, whereas the peak at 22450 cm$^{-1}$ (445 nm) has been assigned mostly to the $B_y$ transition, although vibronic contributions from $B_x$ are overlapping [160].

Our work in this thesis focuses on the Q band, so in Figure 4.2 we show the normalized linear absorption spectrum of this band alone (blue line), as well as the fluorescence
spectrum with excitation at 625 nm (16000 cm$^{-1}$ – red line). The main absorption peak at 15550 cm$^{-1}$ corresponds solely to the $Q_x$ transition and is accompanied by a vibronic shoulder which is blue-shifted from the main transition by around 375 cm$^{-1}$ [161]. The vibrational mode at 375 cm$^{-1}$ corresponds to a zinc-pyrrole breathing motion ($\nu_8$ in the usual nomenclature) and strongly couples to the electronic transition in metalloporphyrins [162].

Previous work mistakenly assigned the transition dipole moments of this lower energy band ($\tilde{\nu} < 16350$ cm$^{-1}$) as being parallel to the $y$ axis in the molecular reference frame [160], but a more recent study has reassigned these as being parallel to the $x$ axis [161], which is consistent with the intuitive picture that $\pi$-conjugation between the butadiyne links along the $x$ axis and the porphyrin extends the spatial localization and lowers the energy of this transition (see Figure 4.1), as also observed in butadiyne-linked porphyrin oligomers [157]. This electronic transition at $\tilde{\nu} = 15550$ cm$^{-1}$ will thus be referred to as $Q_x(0 \rightarrow 0)$, while the vibronic shoulder at 15925 cm$^{-1}$ will be labelled $Q_x(0 \rightarrow 1)$, consistent with reference [160]. That study has shown that the other absorption peak in the $Q$-band, centred at around 17000 cm$^{-1}$ (588 nm), has contributions from transition dipole moments in both $x$ and $y$ directions in the molecular frame, so within that band there are contributions from $Q_y(0 \rightarrow 0)$, as well as vibronic peaks from the $Q_x$ transition coupled to higher energetic vibrational modes.

Focusing in the $Q$ band, in Figure 4.2 we see that the emission maximum is observed at 15480 cm$^{-1}$, corresponding to a Stokes shift of only 70 cm$^{-1}$ (3 nm in this spectral region). The monomer is thus a very convenient sample in order to benchmark vibrational coherences in 2D-ES, as a large Stokes shift would have to be taken into account when addressing coherence pathways, whereas here it seems safe to assume that the minor shift observed will not significantly affect coherent wavepacket dynamics in the excited state. The fluorescence spectrum also shows there are further vibrational modes coupled to the $Q_x$ transition, as indicated by the broad emission band around 14200 cm$^{-1}$ (704 nm), corresponding approximately to a 1350 cm$^{-1}$ red-shift from the main absorption peak. It is established that zinc-porphyrins have their main electronic transition coupled to a vibrational mode in this region [162, 163], and a blue-shift of 1350 cm$^{-1}$ from $Q_x(0 \rightarrow 0)$ results in $\tilde{\nu} = 16900$ cm$^{-1}$, which is roughly the centre of the higher energetic absorption band, where reference [160] found contribution from both $x$ and $y$ polarizations. Therefore,
besides consisting of the $Q_y(0 - 0)$ transition, that band also includes the vibronic peak from the 1350 cm$^{-1}$ mode coupled to $Q_x$, and this will be referred to as $Q_x(0 - 1')$, where the prime indicates a different vibrational mode.

For the 2D-ES measurements the samples were diluted in different solvents with 1% by volume of pyridine (toluene in this Chapter and $n$-pentane in the next) to achieve a maximum optical density of around 0.3 in the spectral region excited by the laser (the $Q$ band in this work), corresponding to a concentration of approximately 80 µM in 1 mm pathlength cells, and 400 µM in 200 µm pathlength cells. The 200 µm pathlength cells have the advantage that at 5 times higher solute concentration the Raman contributions from the solvent are minimized, compared to the signals from the sample. Moreover, the fact that there are 5 times as many molecules in the same focal spot also means that higher signals can be obtained for the same incident power and sample optical density, which allowed us to perform the measurements at lower power (usually a factor of 2) when the short pathlength cells were used. Generally 1 mm pathlength cells were used for the experiments in this Chapter (performed in 2014) and 200 µm cells were used for the experiments in the next Chapter (performed in 2015 and 2016), although repeat
experiments included both pathlengths throughout. The only pathlength dependent result was the relative importance of Raman modes of the solvent compared to vibrational modes of the samples described above.

The reason to add 1% by volume of pyridine to all samples is to prevent aggregation, as pyridine coordinates the central zinc of the porphyrin. To confirm that 1% was enough to suppress aggregation, comparisons to the linear absorption at lower solute concentrations as well as with more pyridine were made, and no signs of aggregation were observed in the samples used. Some of the 2D-ES experiments were performed flowing the sample and the results obtained were usually the same of those in static cells. The exception was when the solvent was dichloromethane (either with 1% of pyridine or in a 10:10:1 mixture of dichloromethane, tetrahydrofuran and pyridine), for which the transient grating signal was observed to drop nearly to zero within one second of illuminating the sample at a 10 kHz repetition rate. This drop in signal was avoided by flowing the sample, in which case the 2D-ES experiments yielded the same results as for other solvents. Still, none of the experiments in dichloromethane are further discussed in this thesis, as the origin of this bleaching and its effect in the data were not established.

4.2 2D-ES experiments on the zinc-porphyrin monomer

In order to study vibrational coherences from the 375 cm$^{-1}$ mode with 2D-ES, we used the laser spectrum shown in Figure 4.3a, which covers both the $Q_x(0 - 0)$ and the $Q_x(0 - 1)$ transitions. The choice of leaving significant bandwidth on the red side of the absorption is important because 2D-ES peaks redshifted from the main transition in the detection axis are expected for this system (see Section 2.7.1). Figure 4.3b shows the TG-FROG of the corresponding pulses obtained using a fused silica window, which shows the pulses were close to the Fourier Transform limit. The vertical dashed line in Figure 4.3b corresponds to the maximum frequency as obtained by a fit of the profile to a single Gaussian for each time step, and shows that the central frequency stays approximately constant.

In order to recover the real and imaginary parts of our 2D-ES spectra (ultimately allowing us to obtain absorptive lineshapes) we need to phase the data by comparing the integral of the 2D-ES signals along the excitation axis to a broadband transient
absorption measurement recorded under the same conditions, as described in Section 3.6. For completeness, in Figure 4.4a we show the broadband transient absorption spectrum obtained using pulse $b$ as the pump and pulse LO as the probe at $T = 120$ fs, while Figure 4.4b shows the typical quality of the phasing procedure for this experiment. We note that on both sides of the main peak there are signs of excited state absorption, which will be discussed later, along with the 2D-ES data.

The absorptive 2D-ES spectrum at $T = 120$ fs is shown in Figure 4.5a. At this relatively early time, the expected absorptive 2D-ES map for one electronic transition coupled to a single vibration is made up of a six-peak structure, as sketched in Figure 2.9 for rephasing and non-rephasing signals – the absorptive consists of overlaying these contributions. The expected peak positions in the 2D map form a rectangular lattice where neighboring points are displaced by $\tilde{\nu}_0 = 375 \text{ cm}^{-1}$ along $\tilde{\nu}_1$ or $\tilde{\nu}_3$, so for this sample...
significant overlap between neighbouring contributions is present, as the corresponding peak in the linear absorption has a width of around 400 cm$^{-1}$. To ease comparison with theory, the central positions of the expected peaks were marked with circles and labelled from A to F in Figure 4.5a. Considering the displaced harmonic oscillator model, the peak marked as F consists only of oscillatory contributions, and we chose to display the map at $T = 120$ fs because the off-diagonal oscillations are more pronounced at this time.

![Figure 4.5](image)

Figure 4.5: (a) Absorptive 2D-ES spectrum of the zinc-porphyrin chromophore in toluene at population time $T = 120$ fs. The sample’s linear absorption (blue) and the laser spectrum (red) are shown in the top and right-side graphs. The signal’s amplitude is shown in colors, divided in 21 evenly spaced contour lines on a log$_{10}$ scale. The center of different Feynman diagram contributions are marked with circles and labelled with letters. (b) Energy level scheme for the excited state absorption contributions. The black arrows represent the lowest and highest possible excitation energies in the Q band in this experiment. The orange and red arrows correspond to the high and low energy edges of the laser spectrum. See text for details.

Comparing the signals from Figure 4.5a and the marked Feynman diagram positions, we see that there is some agreement (for instance, points A, D and E), but also significant deviation between the experimental results and the predictions of the displaced harmonic oscillator model, especially in point B. We point out that color scale plots suffer in their ability to display contributions of vastly different amplitudes, so in order to avoid the intense diagonal contribution obscuring smaller contributions, we spaced the colors in Figure 4.5a using a log$_{10}$ scale.

The experimental signal is dominated by an intense diagonal peak (C) at $\tilde{\nu}_1 = \tilde{\nu}_3 =$
15550 cm$^{-1}$, the lineshape of which is elongated along the diagonal, showing this is an inhomogeneously broadened transition. In Figure 4.5a one can also see the presence of the cross-peaks labelled A, D and E, whereas another local maximum of amplitude is found between the points E and F. Some structure can also be seen elsewhere, but it is in the blue shades of the color scale, thus being a factor of 50 smaller than the main amplitude.

However, the most striking disagreement between the predicted peaks and measured signal is the nearly absent signal amplitude at point B, which should be the center of a peak with a lineshape similar to that of the diagonal peak at C. From the transient absorption measurement in Figure 4.4a it can be readily observed that on both sides of the main peak the signal does not go to zero, but goes through a change of sign, which can be attributed to excited state absorption (ESA), as no other contribution gives rise to signatures with opposite sign. The ESA features are broad and are seen on both sides of the main peak, suggesting that a background of ESA may be overlapping with the signal throughout the spectral region studied. In absorptive 2D-ES maps we observe the sum of ground state bleach (GSB), stimulated emission (SE) and excited state absorption at any given ($\tilde{\nu}_1, \tilde{\nu}_3$) position, so unless the ESA contribution outweighs the others, the resulting signal will be positive. This means that the possibility that the observed signal is lying on top of an eventual ESA background is difficult to assess.

In Figure 4.5a the logarithmic color scale used implies that only positive features can be displayed, while zero and negative amplitudes are all represented in the same darkest shade of blue. The transient absorption data from Figure 4.4 shows that the signal amplitude at $\tilde{\nu}_3 = 15925$ cm$^{-1}$ is still positive, at around 11% of the maximum value, but it changes sign at $\tilde{\nu}_3 = 16100$ cm$^{-1}$, suggesting that partial cancellation between ESA and GSB/SE may be hiding the presence of peak B in figure 4.5. In our considerations of the displaced harmonic oscillator model in Section 2.7.1 we have only included one electronically excited state, so all signals predicted were of positive sign. That was because each molecular system has its own higher energy excited states, and the transition dipoles for the transitions between them and lower lying excited states can vary widely, so that no useful predictions can be made from generic Liouville-space pathways such as those in Section 2.7.1. For the particular zinc-porphyrin monomer we are studying here however, the energetic separation between the very broad $N$ band and the $Q$ band we are studying happens to be partially resonant with the laser spectrum, thus making ESA from the $Q$
to the $N$ band possible, and it is established that this absorption is strong [160].

In order to discuss the ESA in more detail, in Figure 4.6 we show a series of absorptive 2D-ES spectra from $T = 110$ fs to $T = 160$ fs using a symmetric $z$ scale common for all plots with the minimum value observed corresponding to the darkest shade of blue ($-0.14$ at $T = 160$ fs). We observe a spread of negative signals across the ($\tilde{\nu}_1$, $\tilde{\nu}_3$) plane around the positive contributions, consistent with the hypothesis of a negative background being present throughout. Moreover, the negative contributions are more intense in the region defined by $15500 \leq \tilde{\nu}_1 \leq 16250$ cm$^{-1}$. We also note that there are oscillations in the negative signals as a function of population time, which is expected because of the vibrational coherences arising from the 375 cm$^{-1}$ mode, which generate oscillatory contributions centered in all six positions highlighted in Figure 4.5a. For instance, it can be seen that at position B ($\tilde{\nu}_1 = \tilde{\nu}_3 = 15925$ cm$^{-1}$) the signal amplitude is around zero at 110 fs, but increases to a positive value after 140 fs, indicating that a positive signal consisting of both oscillatory and non-oscillatory contributions can be there, as forecast in Figure 2.9.

Figure 4.6: Series of absorptive 2D-ES spectra of the zinc-porphyrin chromophore in toluene from $T = 110$ fs to $T = 160$ fs. In order to highlight the negative features, the color scale range has been chosen between 0.14 and $-0.14$, which was the minimum observed value in this population time range.
ESA pathways have the first two interactions generating a population in the first electronically excited state, and then the third field induces a coherence between this and a higher excited state, from where the signal is emitted (Figure 4.5b shows the energies involved compared to the laser spectrum). Therefore, we can make the following considerations regarding where ESA signals are expected for this measurement. Along the excitation axis $\tilde{\nu}_1$ there can only be ESA signatures at wavenumbers absorbed by the molecule, so $\tilde{\nu}_1 > 15000 \text{ cm}^{-1}$. For the detection axis $\tilde{\nu}_3$, as the only requirements are that the emission be allowed and lie within the detection range given by the laser spectrum, there are no general restrictions. Thus, in order to discuss the experimental observations we need to consider the $Q$ and $N$ bands and the laser spectrum, as indicated in Figure 4.5b. In this Figure the $Q$, $B$ and $N$ bands in the linear absorption are represented, with dashed lines indicating the approximate beginning and end wavenumber of each, while the band within is highlighted with a grey background and the main transitions are shown with black lines. The black arrows on the left indicate an excitation at $\tilde{\nu}_1 = 15000 \text{ cm}^{-1}$, corresponding to the lowest end of the $Q$ band absorption, and the arrows on top of them have lengths corresponding to 14500 cm$^{-1}$ (red) and 16650 cm$^{-1}$ (orange), corresponding to the wavenumbers in which the laser spectrum used had 2% of maximum intensity. Because both extremes of the spectrum lie within the $N$ band after starting from the lowest $Q$ band absorption, we expect that for $\tilde{\nu}_1 = 15000 \text{ cm}^{-1}$ negative contributions will be present throughout the entire $\tilde{\nu}_3$ range. Indeed in Figure 4.6 we observe that for $\tilde{\nu}_1 < 15000 \text{ cm}^{-1}$ the amplitude is very close to zero.

The black arrows on the right of Figure 4.5b represent $\tilde{\nu}_1 = 16650 \text{ cm}^{-1}$, the blue edge of our laser spectrum, and can be used to apply the same reasoning above to the highest wavenumber region accessed by our experiments. On top of these arrows the red and orange arrows again represent the edges of the laser spectrum, showing that for initial absorption at the highest excitation present in our experiment, the third interaction can also lead to the $N$ band. Thus, if for both extremes of absorption excitation from the $Q$ to the $N$ band is possible for the whole spectral range, we can expect that a background of negative signals be present throughout the 2D-ES maps for $\tilde{\nu}_1 \geq 15000 \text{ cm}^{-1}$. Finally, we note that it is for the intermediate value of $\tilde{\nu}_1 \sim 15900 \text{ cm}^{-1}$ that the maximum amplitude of the laser spectrum leads to the maximum absorption in the $N$ band, corroborating the hypothesis that peak B in Figure 4.5a is not present due to almost perfect cancellation.
Finally, we would like to briefly discuss the spectral evolution observed for the porphyrin monomer in toluene. To that end, in Figure 4.7 we show a series of absorptive 2D-ES maps at values of $T$ selected to highlight the changes observed in the spectrum (the main differences between Figures 4.7 and 4.6 are the color scale and values of $T$ shown). At $T = 50$ fs the lineshape is elongated around the diagonal, indicating an inhomogeneously broadened transition. We observe that as $T$ increases, the lineshape gradually becomes round, which we assign to solvent-induced spectral diffusion. Although performing a careful analysis of the spectral diffusion process for this molecule is outside the scope of this thesis, we note that the timescale of the lineshape change is around 3 picoseconds, consistent with solvent dynamics timescales of toluene [164]. Furthermore, we observe that at $T = 0.05$ ps the maximum signal lies very close to the diagonal, and it gradually shifts below the diagonal along $\tilde{\nu}_3$. This shift of the maximum signal towards lower detection wavenumbers happens within 1 picosecond and is consistent with the Stokes-shift.
observed in the steady-state fluorescence. Coherent oscillations due to vibrational coupling are also present and will be discussed in detail in the next Section.

4.3 Interference between oscillatory signatures

Now we move on to study the coherent oscillations over $T$ observed in the 2D-ES spectra of the zinc-porphyrin monomer. As discussed in Section 2.7.1, it is more convenient to analyse coherent oscillations in rephasing and non-rephasing maps individually, as each contain only half of the total double-sided Feynman diagrams, resulting in less overlap and simpler interpretation. That Section culminated with Figure 2.9, which is a scheme of where the most important pathways are displayed at their corresponding coordinates in rephasing and non-rephasing 2D-ES maps. Because we will refer to it repeatedly, a copy of that Figure is shown here for convenience (Figure 4.8). The schemes in Figure 4.8 show that a vibrationally coupled electronic transition results in 2D-ES rephasing spectra with six peaks (although the one labelled F in Figure 4.5 above is of purely oscillatory character), while the non-rephasing spectra have only five peaks (with the one missing being at the position labelled F).

Systematically studying coherent oscillations in 2D-ES spectra can be a difficult task, not only because of the experimental challenge of acquiring a large number of 2D-ES maps...
for different values of $T$ with good signal to noise, but also because the sheer amount of data makes the analysis challenging – the datasets discussed in the next Chapter typically consist of over 5 Gb of data after the phasing procedure. Some groups have focused their analysis in single points (or small regions around a point) in the $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane [70, 71, 87, 88, 101, 165], but that can be deceptive in many ways. One reason is that, as discussed in Chapter 2, vibrationally and electronically coupled systems are spectroscopically similar and both give rise to oscillatory contributions, so the presence of an oscillation in a single $(\tilde{\nu}_1, \tilde{\nu}_3)$ pair bears no information regarding the physical nature of the coherence generating it, with even a Raman mode of the solvent being a potential source of oscillations. Although complementary experiments can be used to assess potential contributions from vibrational coherences, this is hardly reasonable justification to ignore the information present in the whole $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane and focus only at a single point. Coherent oscillations appear in patterns, and the presence of a pattern (or lack thereof) helps establish how reliable the data and conclusions are. Here we shall start the discussion with series plots of 2D-ES maps and gradually refine our approach towards a comprehensive analysis, presenting the limitations of different methods.

Our first approach towards analysing the coherent oscillations can be making a series of plots of both rephasing and non-rephasing contributions for different values of $T$. Because we know the electronic transition we are studying is coupled to a $375 \text{ cm}^{-1}$ vibrational mode, we expect coherent oscillations with a period of 89 fs, so in the top of Figure 4.9 we plot a series of 6 rephasing maps with a 30 fs population time interval. In this Figure the peak positions predicted from the displaced harmonic oscillator for the $375 \text{ cm}^{-1}$ vibrational coupling are marked by the intersections of the dashed lines. Similarly to what was observed for the absorptive case (Figure 4.5a), the cross-peaks are not completely resolved. This happens for the reasons discussed in Section 4.2, with the aggravating factor of the phase-twisted lineshapes, which extend further in the $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane (see Appendix A). Therefore, the tails of the strongest peak will help obscure smaller oscillatory features.

Careful analysis of the rephasing maps in Figure 4.9 shows that different parts of the signal are oscillating as a function of $T$. Perhaps the clearest is the main diagonal peak C ($\tilde{\nu}_1 = \tilde{\nu}_3 = 15550 \text{ cm}^{-1}$), which increases until it reaches a maximum at $T = 150$ fs, after which it decreases and rises again at 240 fs. We note that the value at $T = 240$ fs is smaller than that at $T = 150$ fs, which is expected as population relaxation and dephasing
Figure 4.9: Rephasing (top) and non-rephasing (bottom) 2D-ES maps from 90 to 240 fs. The color scale is normalized by the maximum signal: 1.29 at 150 fs (top) and 0.825 at 180 fs (bottom). The points where the dashed lines cross mark the six expected peak positions.
are both contributing to signal amplitude decay. Therefore, it is clear that even a movie of color plots is not an effective way to assess the coherent oscillations, because it is hard to follow the simultaneous relaxation and oscillation of many different coordinates. Nonetheless, it is interesting to note that the observed lineshape comes closest to that of a single electronic transition at $T = 150$ fs, while at $T = 90$ fs significant amplitude from the oscillatory cross-peaks below the diagonal obscures the negative part of the lineshape in this region. This result shows that these oscillations at different $(\tilde{\nu}_1, \tilde{\nu}_3)$ points are not in phase.

For completeness, we show the corresponding series of non-rephasing 2D-ES maps at the bottom of Figure 4.9. The non-rephasing lineshapes are intrinsically broader (as they are derived from a free induction decay signal, whereas the rephasing correspond to a photon-echo signal), so identification of cross-peaks is more difficult in this case, and the result we observe resembles the non-rephasing lineshape of a single electronic transition even more closely [66, 166]. As for the oscillatory contributions, most of them are expected at the corners of the square which is cut by the diagonal line (points A-D), so that they lie on top the most intense non-oscillatory contributions, contrary to the rephasing case, where most oscillatory amplitude is found below the diagonal, on top of smaller backgrounds.

In Figure 4.9 we see that the amplitude is dominated by non-oscillatory signals – the oscillatory features are small compared to the main amplitude, which dominates all color plots. Because we are specifically interested in the signatures from vibrational coherences, we need different ways to visualize the data. The questions we want to address regard which regions of the $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane present oscillatory behavior and what the phase relationships between them are. In order to address that, we begin by looking at amplitude traces over $T$ of individual $(\tilde{\nu}_1, \tilde{\nu}_3)$ points where oscillations are expected. In Figure 4.10 we show the rephasing (a) and non-rephasing (b) maps at $T = 120$ fs, and (below) the time traces for three selected $(\tilde{\nu}_1, \tilde{\nu}_3)$ points. Point 1 corresponds to the cross-peak labelled F ($\tilde{\nu}_1 = 15925$ cm$^{-1}$, $\tilde{\nu}_3 = 15175$ cm$^{-1}$) in Figure 4.5, where two coherence Feynman diagrams and no population ones are centred for rephasing signals. We find that the corresponding trace, displayed in blue in Figure 4.10c, shows an oscillation with period of around 89 fs.

Still in Figure 4.10c, we consider points 2 and 3 – point 2 corresponds to the lower
diagonal peak at $\tilde{\nu}_1 = \tilde{\nu}_3 = 15650$ cm$^{-1}$, where two rephasing oscillatory pathways are centered; and point 3 is at $\tilde{\nu}_1 = \tilde{\nu}_3 = 15450$ cm$^{-1}$, where no pathways are centered, and thus any oscillations arise from the broadened lineshapes from nearby pathways. Accordingly, the trace of point 3 (black line in Figure 4.10c) shows an oscillation of smaller amplitude than that of 1. The trace of point 2 on the other hand (red line in Figure 4.10c) shows comparable oscillatory amplitude as that of point 1. It is also interesting to note that points 2 and 3, both along the diagonal, oscillate in phase, whereas point 1 (which is connected to point 2 by a line perpendicular to the diagonal) oscillates out of phase with the previous two. This is in agreement with the prediction from Section 2.8 that rephasing oscillation lineshapes have constant phase along the diagonal.

In Figure 4.10d we plot the non-rephasing amplitude traces over $T$ for the same points. There are no non-rephasing oscillatory pathways centered at point 1, so the minor oscillatory amplitude can be understood as resulting from the lineshape tails from pathways centered elsewhere. The same applies to point 3, but this is closer to the main diagonal peak, where two oscillatory pathways are centered. That the oscillatory amplitude at 3 is clearer than in 1 reflects this overlap. Finally, point 2 is the center of two non-rephasing
oscillatory pathways, and accordingly we observe an oscillation of larger amplitude. We also note that the phase-shift observed among these 3 traces follows the description of Section 2.8, where the phase of non-rephasing oscillatory lineshapes was predicted to be constant along the anti-diagonal direction, matching the fact that points 1 and 2 oscillate in phase with each other, but not in phase with point 3.

![Figure 4.11: Power spectrum of the rephasing trace at ($\tilde{\nu}_1 = 15925 \text{ cm}^{-1}, \tilde{\nu}_3 = 15175 \text{ cm}^{-1}$). The maximum amplitude is found at $\tilde{\nu}_2 = 375 \text{ cm}^{-1}$ and is marked with a dashed vertical line.](image)

However, the overall picture of the coherent oscillations remains incomplete. We have analyzed only three coordinates, while we have forecast pathways contributing at six coordinates, and even when some of those coordinates were not at the central position of any pathway (points 1 and 3 for the non-rephasing) we still observed oscillations. Therefore, it is important to find means to assess oscillatory behavior across the entire excitation-detection plane. To that end we have developed a program in Labview which allows us to scan ($\tilde{\nu}_1, \tilde{\nu}_3$) while the corresponding amplitude trace over $T$ is displayed in real time on the screen, and inspecting the data shows that oscillatory time traces at $375 \text{ cm}^{-1}$ can be found in many regions. Scanning the rephasing maps with the software, for instance, we observe that maximum oscillatory amplitude occurs in the region around that of cross-peak F ($\tilde{\nu}_1 = 15925 \text{ cm}^{-1}, \tilde{\nu}_3 = 15175 \text{ cm}^{-1}$). Performing a Fourier Transform of this trace we obtain the power spectrum shown in Figure 4.11. In this Figure, amplitude at $375 \text{ cm}^{-1}$ is found to dominate the oscillation at this coordinate, but no information is available about the oscillatory amplitude around this coordinate.

In order to fully investigate the amplitude and phase of the oscillations resulting from the $375 \text{ cm}^{-1}$ mode, we can perform a Fourier transform of all population time traces in
the 3D matrix formed by stacking all different population times measured (in our case, 97 2D spectra with population times ranging from 30 fs to 1 ps with time steps of 10 fs), as originally introduced in references [103,167,168]. This means that the resulting data will be a function of ($\tilde{\nu}_1, \tilde{\nu}_2, \tilde{\nu}_3$), where $\tilde{\nu}_1$ is the wavenumber corresponding to the Fourier pair of $T$. Performing the Fourier Transform of the pure signal, as done in Figure 4.11, results in large baselines around $\tilde{\nu}_2 = 0$ because of the non-oscillatory parts of the 2D-ES signal. To avoid such artefacts, we initially perform a global multi-exponential fit to the 2D maps, and then Fourier transform only the residuals of the fit [169], which contain the background-free coherent oscillations. The resulting Fourier transformed 3D matrix will have an amplitude and a phase for every set of excitation, population and detection wavenumbers ($\tilde{\nu}_1, \tilde{\nu}_2, \tilde{\nu}_3$). This allowed us to build a Labview software in which it is possible to scan the different population wavenumbers ($\tilde{\nu}_2$) and observe in real time the corresponding oscillatory amplitude in the usual excitation-detection plane. We can also scan the excitation-detection plane and see the corresponding power spectrum (oscillation amplitude as a function of $\tilde{\nu}_2$ for the selected ($\tilde{\nu}_1, \tilde{\nu}_3$) pair), thus creating a practical way to systematically assess different oscillation frequencies present in the data.

![Figure 4.12: Amplitude of the 375 cm$^{-1}$ oscillation in the real rephasing (a) and non-rephasing (b) 2D-ES maps.](image)

For this particular experiment, the frequencies that stand out in the Fourier transformed 3D matrix were the 375 cm$^{-1}$ corresponding to the expected vibrational coupling revealed in the linear absorption spectrum and, at much smaller intensity, the 787 cm$^{-1}$ Raman mode of toluene, which is the only strong toluene mode within our spectral bandwidth and can be seen in Figure 4.11. By fixing $\tilde{\nu}_2 = 375$ cm$^{-1}$ and plotting the amplitude distribution of the Fourier transformed 3D matrix as a function of ($\tilde{\nu}_1, \tilde{\nu}_3$) we obtain
Figures 4.12 (a) and (b) for the rephasing and non-rephasing spectra respectively. Significantly in both cases the amplitude of the 375 cm\(^{-1}\) oscillation is distributed along the \((\tilde{\nu}_1, \tilde{\nu}_3)\) in a pattern that does not resemble the 5 oscillatory peaks forecast in Figure 4.8. However, we do find that most of the rephasing oscillatory amplitude is found around the region of peaks C, D, E and F (see Figure 4.5 for coordinate labels), while non-rephasing amplitude lies mostly around the region of peaks A, B, C and D. Both of these observations are expected from the diagrammatic analysis, suggesting that the unexpected peak pattern formed might be caused by interference between neighbouring peaks which partially overlap.

We expect the lineshapes from oscillatory pathways to partially overlap because the vibronic shoulder overlaps with the main electronic transition in the linear absorption spectrum (Figure 4.2). To assess the expected effects from this overlap we refer back to equation 2.77, an expression for the phase of the oscillation corresponding to a single Feynman diagram originally obtained by Butkus et al. [78]. As discussed previously, it follows from this equation that the phase of a single rephasing oscillatory pathway is constant along the diagonal. Therefore, as contributions centred in different \((\tilde{\nu}_1, \tilde{\nu}_3)\) with phases varying along \((\tilde{\nu}_1, \tilde{\nu}_3)\) overlap, we expect maxima and minima of oscillatory amplitude to form parallel to the diagonal, exactly as observed in Figure 4.12a. The argument for the non-rephasing case is the same, but it applies to the anti-diagonal, and once more is in agreement with the observations from Figure 4.12b.

To further confirm the interference hypothesis we have plotted the phase of the 375 cm\(^{-1}\) oscillation in figure 4.13 (a) and (b), where the amplitude of the oscillation is indicated with contour lines and the phase at each excitation-detection pair is shown with a color scale. The expected relationship is found: the rephasing oscillation has its overall phase constant along the diagonal, with variations of up to \(2\pi\) found along the anti-diagonal, while the opposite is observed in the non-rephasing. So even though the oscillation amplitude in the excitation-detection plane for rephasing and non-rephasing contributions does not resemble what would be expected from a simplistic Feynman diagram picture including only 0-0 and 0-1 transitions, there is a clear explanation for the deviations.

In spite of the qualitative agreement, we note that Equation 2.77 was derived analytically under a set of assumption, and it gives the phase of one single Liouville-space
Figure 4.13: Amplitude (contour lines) and phase (color scale) of the 375 cm$^{-1}$ oscillation present in the real rephasing (a) and non-rephasing (b) experimental 2D-ES spectra of the zinc-porphyrin monomer. Graphs (c) and (d) are the same but for calculated 2D-ES data (see text for details).

pathway. Our experiment detects many and we are making considerations regarding the overlap effect. To further support that the amplitude and phase of the 375 cm$^{-1}$ oscillation can indeed be reliably recovered from our measurements and that their profiles differ from the Feynman diagrams forecast due to interference between different pathways, we have implemented simulations of 2D-ES spectra based on a traditional response function theory, which includes the whole vibrational ladder, is completely independent from the assumptions used to derive Equation 2.77, has no effects due to finite pulse duration and pulse overlap and should automatically account for interferences. The approach used to simulate the 2D-ES signal from the porphyrin monomer is discussed in detail in Appendix 1.

In order to confirm the oscillatory behavior found in the experiment for the 375 cm$^{-1}$ oscillation, we calculated rephasing and non-rephasing spectra from $T = 0$ to $T = 1000$ fs in time steps of 10 fs and then applied the same analysis used for the experimental data described above. The calculated results for both amplitude and phase of the 375 cm$^{-1}$
oscillation for rephasing and non-rephasing signals are shown in Figures 4.13c,d. Good agreement is found with the experimentally recovered maps (Figures 4.13a,b), thus validating the previous discussion.

4.4 Summary

To summarize, we have experimentally investigated coherence signatures in 2D-ES arising from the coupling of a 375 cm$^{-1}$ vibrational mode to the lowest singlet electronic transition of a zinc-porphyrin monomer. Comparison of the results with the predictions from the diagrammatic analysis alone proved unsatisfactory. However, the work of Butkus et al. [78] led us to both to predict that interference effects take place among overlapping neighboring oscillatory contributions, and to qualitatively describe the rephasing and non-rephasing interference patterns in the ($\tilde{\nu}_1$, $\tilde{\nu}_3$) plane. Calculations of 2D-ES spectra based on a traditional response function theory of a two-level system with a spectral density based on a multi-mode Brownian oscillator model that automatically takes overlapping lineshapes into account were performed, and the results matched well with the experiment, further confirming the interference hypothesis.

It follows that although considerations on Feynman diagrams are useful, at least for low frequency coherent oscillations in molecular systems there will always be overlap between neighboring peaks. Thus, the oscillations observed are a sum of signals arising from different Feynman diagrams, with the phase of individual contributions being given by equation 2.77. When there is such overlap between neighboring pathways, the phase and amplitude of the coherent oscillations will deviate from predictions from diagrammatic analysis that assumes infinitely sharp transitions. Therefore neither the phase nor the amplitude of an oscillation are reliable sources of assignment of a particular coupling and its nature unless more sophisticated analysis is employed which accounts for these effects.
Chapter 5

Laser Spectrum Effects in Coherence Pathways

In the previous Chapter we discussed the basic 2D-ES results for the zinc-porphyrin monomer, addressing the issue of analyzing large datasets in order to have a global picture of coherent oscillations in what are effectively 3D spectra (obtained by finely scanning $T$ and performing a Fourier transform to obtain the results as a functions of $\tilde{\nu}_2$). On the basis of these results and those from Section 2.8 we predicted and detected the presence of interference between neighbouring oscillatory pathways in 2D-ES. Nonetheless, the whole analysis was based only on the real part of rephasing and non-rephasing spectra, following the usual approach in the 2D-ES literature for molecular systems in that period. However, in 2013 Seibt and Pullerits [167] showed that by analysing the complex-valued 2D-ES spectra information on the frequency sign of any coherent oscillations during $T$ can be recovered and used to isolate ground from excited state vibrational coherences, which Song et al. demonstrated experimentally in a conjugated polymer film [170] in 2015.

In this Chapter we apply this analysis to both calculated and experimental 2D-ES spectra of the porphyrin monomer. We then employ it to discuss laser spectrum effects on coherent oscillations, where we find that under widely used excitation conditions vibrational and electronic coherences give rise to the same pattern of oscillatory features in the $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane. The results are readily explained in terms of the Feynman diagrams, and the understanding of this result allows us to demonstrate how the laser spectrum can be used to unambiguously separate vibrational from electronic coherences in 2D-ES. The results were published in reference [171].
5.1 Ground and excited state vibrational coherences with 2D-ES

In this Section we apply the same analysis used in Section 4.3 to the full complex-valued 2D-ES spectra, in order to verify the predictions from Figure 2.9 regarding the frequency sign and the $(\tilde{\nu}_1, \tilde{\nu}_3)$ positions of oscillatory features. To this end, new 2D-ES measurements of the zinc-porphyrin monomer were performed aiming to acquire data of even higher quality. The datasets discussed in Chapter 4 were obtained between June and August of 2014, while the datasets we focus on in this Chapter were obtained between March and May of 2016, and the 2D-ES setup has been optimized in the meantime. Most of the measurements in this second set used $n$-pentane as a solvent, as its Raman active modes have significantly smaller cross-section than other solvents (toluene, acetone, dichloromethane, 2-methyltetrahydrofuran, methylcyclohexane) and therefore generates smaller oscillatory contributions in the 2D-ES data. Also aiming to minimise the coherent oscillations from the solvent, in this Chapter we make use of 200 µm pathlength cells, so that the concentration is about 5 times higher than in 1 mm cells, meaning that 5 times as many molecules are present in the same focal spot.

![Figure 5.1](image_url)  
**Figure 5.1:** (a) Linear absorption spectrum of the monomer in $n$-pentane with 1% by volume of pyridine. (b) Linear absorption of the monomer normalized by the maximum value in the $Q$ band (blue) and the normalized laser spectrum (red) used in the 2D-ES experiments described in this Section. Dashed lines mark the absorption and stimulated emission transition energies that can be present in pathways related to the 375 cm$^{-1}$ vibrational mode.

In Figure 5.1a we show the linear absorption of the porphyrin monomer in $n$-pentane, while in Figure 5.1b we zoom in on the $Q$ band and compare the normalized linear absorption with the normalized laser spectrum used in the experiments described in this Section. The laser spectrum is broader than the one used in the previous Chapter, with
significant amplitude even below $\tilde{\nu} = 14000 \text{ cm}^{-1}$ (714 nm), but covers the same region of the molecular absorption. The molecular absorption in n-pentane with 1% by volume of pyridine has the same qualitative features as in toluene (shown in Figure 4.2), but we observe a blue-shift of 100 cm$^{-1}$ in the $Q_x(0 - 0)$ transition, with the vibronic signatures following this shift. Therefore, in this Chapter the $Q_x(0 - 0)$ transition – the gap between $|g_0\rangle$ and $|e_0\rangle$ – is at 15650 cm$^{-1}$, while the vibronic shoulder associated with the 375 cm$^{-1}$ mode – gap between $|g_0\rangle$ and $|e_1\rangle$ – is at 16025 cm$^{-1}$. Finally, the stimulated emission from $|e_0\rangle$ to $|g_1\rangle$ is expected at 15275 cm$^{-1}$.

We performed 2D-ES experiments with population time steps of 5 fs in the range $30 \leq T \leq 1000$ fs, so the Nyquist limit for our wavenumber resolution is $\tilde{\nu}_2 \approx 3330 \text{ cm}^{-1}$ in the population time period. In Figures 5.2 and 5.3 we show the real and imaginary parts of the rephasing and of the non-rephasing spectra at $T = 70$ fs – maps at other populations times were qualitatively similar. All maps closely resemble the calculated results for a single inhomogeneously broadened electronic transition [66,166], reinforcing that our experiment is recovering the imaginary parts correctly. We want to employ the same analysis from Section 4.3 for the complex-valued spectra.

![Figure 5.2: Real and imaginary rephasing maps for the porphyrin monomer at $T = 70$ fs.](image)

Now we can proceed to use the 196 2D-ES spectra to build the complex-valued 3D matrix with all of them stacked, in order to assess the oscillation amplitude maps. Before that, it is desirable to check the quality of the data in the time domain, because the recovery of positive and negative frequencies relies on the phase-shift between real and imaginary parts of the signal being adequately measured. To check that, we will look at
Figure 5.3: Real and imaginary non-rephasing maps for the porphyrin monomer at $T = 70$ fs.

Points in the $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane where strong oscillations of purely negative or purely positive frequency are expected due to vibrational coherences from the 375 cm$^{-1}$ mode, and assess whether the oscillation presents the correct behavior.

In Figure 5.4a we show the real (black line) and imaginary (red line) rephasing traces as a function of $T$ for $\tilde{\nu}_1 = 15725$ cm$^{-1}$ and $\tilde{\nu}_3 = 15295$ cm$^{-1}$. A factor of 0.05 was subtracted from the imaginary part to avoid overlap between the graphs. (b) Real (black) and imaginary (red) non-rephasing traces as a function of $T$ for $\tilde{\nu}_1 = 15955$ cm$^{-1}$ and $\tilde{\nu}_3 = 15918$ cm$^{-1}$, where only coherences of negative frequencies at 375 cm$^{-1}$ are forecast. A factor of 0.035 was subtracted from the imaginary part to bring the traces closer together. The vertical lines are spaced by 89 fs and the first one is placed to coincide with the maximum of the real part of the signal.

In Figure 5.4a we show the real (black line) and imaginary (red line) rephasing traces as a function of $T$ for $\tilde{\nu}_1 = 15725$ cm$^{-1}$ and $\tilde{\nu}_3 = 15295$ cm$^{-1}$. At this point, which lies below the diagonal on our plots, the only coherences expected at 375 cm$^{-1}$ have positive frequency, which corresponds to an oscillation like $\cos(\nu_0 T) + i \sin(\nu_0 T)$ in the
time domain, where \( \nu_0 > 0 \). In words, this means that both real and imaginary parts will have the same amplitude, but the maxima of the imaginary part will be delayed by \( \frac{\pi}{2} \) compared to the real part, which is exactly what we observe in Figure 5.4a.

In Figure 5.4b we show non-rephasing traces for \( \tilde{\nu}_1 = 15955 \text{ cm}^{-1} \) and \( \tilde{\nu}_3 = 15918 \text{ cm}^{-1} \), where only coherences of negative frequencies at 375 \( \text{cm}^{-1} \) are forecast. Negative frequencies consist of an oscillatory behavior like \( \cos (\nu_0 T) - i \sin (\nu_0 T) \), implying that both real and imaginary parts will have the same oscillatory amplitude, but a phase-shift \( \frac{\pi}{2} \) in the opposite direction to that observed in (a) is expected. Once again, the experimental results fully match the forecast.

Figure 5.5: Power spectrum of the fit residuals of the time trace shown in Figure 5.4a. The signal is dominated by a peak at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \), and no significant amplitude is found at negative frequencies.

However, \( \frac{\pi}{2} \) phase shifts and oscillatory amplitudes are difficult to fully assess based on the oscillatory traces alone. In order to further check our experiment’s ability to separate positive from negative frequencies we use the following procedure. First we generate the 3D matrix with all population times stacked together, perform the global fit and take the residuals from it, as in Section 4.3. We can then select \( \tilde{\nu}_1 = 15725 \text{ cm}^{-1} \) and \( \tilde{\nu}_3 = 15295 \text{ cm}^{-1} \) in the rephasing maps and plot the power spectrum of the Fourier transform, thus revealing which frequencies are observed in the waiting time response at those coordinates (which corresponds to the time domain trace from Figure 5.4a). This is shown in Figure 5.5, where we observe that a strong peak at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \) is present, with no significant amplitude observed at negative frequencies. A smaller peak at around \( \tilde{\nu}_2 = +180 \text{ cm}^{-1} \) is also present. It is known from resonance Raman experiments [162]
that zinc-porphyrins have a vibrational mode at approximately 150 cm\(^{-1}\) coupled to the electronic structure, to which we assign this feature. However, only a handful of oscillation periods at this wavenumber are present within the 1 picosecond window of our measurement, so in order to fully resolve coherences from this mode longer scans are required. Because our objective is to study vibrational coherences in 2D-ES, not use 2D-ES to measure accurate Raman spectra of the zinc-porphyrin monomer, oscillatory features at this range are not considered further.

\[
(\tilde{\nu}_1, \tilde{\nu}_2) = (15955, 15920)
\]

Figure 5.6: Power spectrum of fit residuals of the time trace shown in Figure 5.4b. The signal is dominated by a peak at \(\tilde{\nu}_2 = -371\) cm\(^{-1}\), and the small peak found at \(\tilde{\nu}_2 = +384\) cm\(^{-1}\) has less than 3\% of the highest amplitude observed. The small peak at \(\tilde{\nu}_2 = +180\) cm\(^{-1}\) is related to a vibrational mode of the porphyrin molecule which also couples with \(Q_x\). To resolve it well, a longer scan of \(T\) than 1 ps is required.

In Figure 5.6 we plot the power spectrum of the residuals of the non-rephasing trace from Figure 5.4b and verify that the coherent oscillation observed indeed corresponds to \(\tilde{\nu}_2 = -375\) cm\(^{-1}\). We note from Figure 2.9 that contrary to the rephasing case, for which plenty of the oscillatory peaks are located at low detection wavenumbers, and thus have fewer overlapping signals, the non-rephasing oscillations are strongest around the diagonal, where the largest non-oscillatory signals are also present. Therefore, the non-rephasing signal-to-noise of oscillatory positions as a function of \(T\) is generally worse than in the rephasing case. We thus attribute the presence of the small peak at \(\tilde{\nu}_2 = +384\) cm\(^{-1}\) to inadequate separation between positive and negative frequencies from our experiment. Still, we emphasize that the peak at positive frequency in Figure 5.6 has less than 3\% of the amplitude observed at the negative frequency, corresponding to a satisfactory discrimination between positive and negative frequencies.
Finally we move on to display the full oscillatory amplitude at $\tilde{\nu}_2 = \pm 375 \text{ cm}^{-1}$ at all ($\tilde{\nu}_1, \tilde{\nu}_3$) points. For that, we employ the procedure used in Section 4.3, that is, initially we perform a global fit of the now complex-valued 2D-ES rephasing and non-rephasing spectra, and then apply a Fourier transform to the residuals of the fit at each ($\tilde{\nu}_1, \tilde{\nu}_3$) point. The fact that we now can separate positive from negative frequencies means that the red and green symbols from Figure 2.9 will be observed at their correspondingly signed frequencies, thus no longer overlapping.

In Figure 5.7 we show the rephasing oscillation maps at $\tilde{\nu}_2 = +375 \text{ cm}^{-1}$ (left) and $\tilde{\nu}_2 = -375 \text{ cm}^{-1}$ (right). In both we find good agreement with the prediction from Figure 2.9. At $\tilde{\nu}_2 = -375 \text{ cm}^{-1}$ we observe that the amplitude is elongated around the two points marked by the red squares in Figure 2.9. At $\tilde{\nu}_2 = +375 \text{ cm}^{-1}$ the oscillatory amplitude is distributed in four distinct peaks around the corners of a square with side $375 \text{ cm}^{-1}$ with corners in the positions indicated in Figure 2.9.

The non-rephasing oscillation amplitude maps at $\tilde{\nu}_2 = \pm 375 \text{ cm}^{-1}$ are shown in Figure 5.8, and again good agreement with theory is found. At $\tilde{\nu}_2 = -375 \text{ cm}^{-1}$ we observe the amplitude in a square shape with two corners of the square corresponding to the diagonal, as expected from Figure 2.9. At $\tilde{\nu}_2 = +375 \text{ cm}^{-1}$ we again see amplitude elongated around the two peak positions forecast at $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 15650)$ and $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 15275)$. 

---

**Figure 5.7:** Rephasing oscillation amplitude maps showing the total oscillatory amplitude at $\tilde{\nu}_2 = +375 \text{ cm}^{-1}$ (left) and $\tilde{\nu}_2 = -375 \text{ cm}^{-1}$ (right) as a function of ($\tilde{\nu}_1, \tilde{\nu}_3$). Lines mark the coordinates $\tilde{\nu}_{eg}$ and $\tilde{\nu}_{eg} \pm \tilde{\nu}_0$, with $\tilde{\nu}_{eg} = 15650 \text{ cm}^{-1}$ and $\tilde{\nu}_0 = 375 \text{ cm}^{-1}$.
\[ \nu_2 = +375 \text{ cm}^{-1} \]
\[ \nu_2 = -375 \text{ cm}^{-1} \]

Figure 5.8: Non-rephasing oscillation amplitude maps showing the total oscillatory amplitude at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \) (left) and \( \tilde{\nu}_2 = -375 \text{ cm}^{-1} \) (right) as a function of \((\tilde{\nu}_1, \tilde{\nu}_3)\). Lines mark the coordinates \( \tilde{\nu}_{eg} \) and \( \tilde{\nu}_{eg} \pm \tilde{\nu}_0 \), with \( \tilde{\nu}_{eg} = 15650 \text{ cm}^{-1} \) and \( \tilde{\nu}_0 = 375 \text{ cm}^{-1} \).

Although we are using all information available to isolate pathways, each of the maps shown in Figures 5.7 and 5.8 contains contributions of two (rephasing negative and non-rephasing positive) or six (rephasing positive and non-rephasing negative) double-sided Feynman diagrams, and the displacement between central positions of pathways in the \((\tilde{\nu}_1, \tilde{\nu}_3)\) plane corresponds to multiples of the vibrational mode wavenumber of 375 cm\(^{-1}\). Because this value is comparable to the transition linewidth, there will still be significant overlap between neighbouring peaks, and therefore the considerations from Section 4.3 regarding interference also apply. We note however that Figures 5.7 and 5.8 resemble Figure 2.9 much more closely than what was observed in Section 4.3 (Figure 4.12), when only the real part of the 2D-ES maps was considered. The most striking difference observed in Figure 4.12 when compared to Figure 4.8 was the presence of clear minima in the amplitude for both rephasing and non-rephasing cases, whereas in Figures 5.7 and 5.8 no such features are seen. Before we discuss the reason behind this, we note that it is the same for rephasing and non-rephasing cases, with the only difference being the direction along which the phase varies. Thus, the discussion below will be exclusively focused on the non-rephasing case.

In order to understand the origin of the more pronounced interference when only the real part of the 2D-ES maps is used, we note that at \( \tilde{\nu}_1 = \tilde{\nu}_3 = 15650 \text{ cm}^{-1} \) there are two
non-rephasing pathways with oscillatory frequency of opposite sign (and the same goes for rephasing – see Figure 4.8). From Equation 2.77, these diagrams’ phases will have opposite sign compared to each other, and both remain constant along the anti-diagonal direction, varying most along the diagonal. Hence, at central position both start in phase, but while the phase of one of the diagrams increases towards $\frac{\pi}{2}$ in one direction of the $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane, the phase of the other diagram decreases towards $-\frac{\pi}{2}$ along this same direction. Thus, if both diagrams have similar oscillatory amplitudes which are gradually going out of phase as distance from the central position increases, almost perfect cancellation will happen where they are completely out of phase. Because the phase changes along the diagonal both towards high and low wavenumbers, two interference minima are expected: one at higher and one at lower wavenumbers than the central position, exactly as experimentally observed in Figure 4.12b. For vibrational modes of higher wavenumbers, where no overlap is present, the expected result if only the real part of the signal is used is that this diagonal peak will present a sharper lineshape, stretched along the direction of constant phase. This has been observed by Senlik et al. in rephasing oscillation amplitude maps of monomeric chlorophyll a in solution, although the origin of the very different lineshape of this peak was not discussed [172].

We also emphasize that according to Equation 2.77 the phase of individual oscillatory pathways behaves as an arctangent, which implies that it asymptotically approaches $\pm \frac{\pi}{2}$. Therefore, exactly two interference minima are expected to result from the diagonal pathways of opposite frequency, as the phase difference between the two contributions gradually approaches $\pi$. On the other hand, oscillatory pathways that have all the same frequency sign will not interfere so strongly. To see that, we first note that if the two oscillatory pathways of the same frequency are centred at the same $(\tilde{\nu}_1, \tilde{\nu}_3)$ point, the phase of both is expected to vary exactly in the same way as a function of $(\tilde{\nu}_1, \tilde{\nu}_3)$, therefore not generating interference patterns. The other possibility is that of overlap between pathways which are each centered at a different $(\tilde{\nu}_1, \tilde{\nu}_3)$ coordinates. In this case, there is no obvious general rule for the phase and amplitude overlap, as it depends on their relative position and on their dephasing rate.

However, for clear interference minima or maxima to form, it is necessary that oscillatory signals of similar amplitude overlap with a phase shift of approximately zero or $\pi$, which is unlikely. The combination of phase and amplitude between different pathways
in the regions of overlap are expected to be strongly dependent on the system and the specific vibrational mode considered, which will determine the separation between neighboring contributions. What we observe for the 375 cm$^{-1}$ mode of the porphyrin monomer in Figures 5.7 and 5.8 is that constructive interference in the region between the central positions obscures individual peaks. In Figure 5.8, non-rephasing oscillatory amplitude at $\tilde{\nu}_2 = -375$ cm$^{-1}$ shows intense amplitude inside the square whose corners correspond to the pathways central position, while outside the square the amplitude decays strongly. A similar result is observed in Figure 5.7 for $\tilde{\nu}_2 = +375$ cm$^{-1}$, but rephasing lineshapes are sharper than non-rephasing ones, allowing individual peaks to be identified, although the interference features still cause their positions to shift from the corners of the square.

![Figure 5.9](image)

Figure 5.9: Calculated linear absorption of the porphyrin monomer (black line) in toluene using the same parameters from Section 4.3 apart from the temperature, which was set to 90 Kelvin. The blue line shows the experimental linear absorption in toluene and 1% of pyridine by volume for comparison.

It is thus interesting to have the results for a case in which there is no overlap between peaks. Although overlap for the features at 375 cm$^{-1}$ is unavoidable in our measurements, we can assess this situation with the calculations we used in Section 4.3 and described in Appendix A. To do that, we use the same set of parameters employed before, but arbitrarily set the temperature to 90 Kelvin, which narrows the transition widths enough for the peaks associated with the 375 cm$^{-1}$ mode to be fully separated. The calculated linear absorption in this case is shown in Figure 5.9, and we observe that the narrowing of the linewidth results in a sharper vibronic progression with well separated peaks. Therefore, we can calculate oscillation maps corresponding to the 375 cm$^{-1}$ vibrational mode and
assess how their expected features when there is minimum overlap.

Figure 5.10: Calculated rephasing oscillation amplitude maps at 90 Kelvin showing the total oscillatory amplitude at $\tilde{\nu}_2 = +375$ cm$^{-1}$ (left) and $\tilde{\nu}_2 = -375$ cm$^{-1}$ (right) as a function of $(\tilde{\nu}_1, \tilde{\nu}_3)$. The color scale is such that the maximum of each map corresponds to the red layer, but the values displayed are normalized to the maximum value of the positive frequency map.

We have calculated the real and imaginary parts of the 2D-ES rephasing and non-rephasing signals at 90 K from 30 to 1000 fs in time steps of 10 fs and performed the same Fourier analysis described above; in Figure 5.10 we show the calculated rephasing oscillation amplitude maps at $\pm 375$ cm$^{-1}$. At $\tilde{\nu}_2 = +375$ cm$^{-1}$ we observe four peaks forming a square, and the two peaks at higher $\tilde{\nu}_1$ have larger amplitude – in accordance with the fact that there are two oscillatory pathways centered at those positions, compared to the single pathway centred at the positions at lower $\tilde{\nu}_1$. The amplitude observed at $\tilde{\nu}_2 = -375$ cm$^{-1}$ also shows the expected two peaks, as well as small signals that are related to pathways involving higher levels of the vibrational ladder. We note that the peak at high $\tilde{\nu}_3$ is more intense, which agrees with the experimental map from Figure 5.7, where at negative frequency the maximum amplitude is closer to this peak’s position.

The non-rephasing maps are shown in Figure 5.11 and present a similar situation, with four distinct peaks being observed at $\tilde{\nu}_2 = -375$ cm$^{-1}$ in the forecast positions, with small amplitude also being present at higher values of $\tilde{\nu}_1$ corresponding to an initial excitation to $|e_2\rangle$, which is not observed in the experiment. Once again the positions in which two pathways are centered have more amplitude than those in which a single
\[ \nu_2^2 = +375 \text{ cm}^{-1} \]
\[ \nu_2^2 = -375 \text{ cm}^{-1} \]

Figure 5.11: Calculated non-rephasing oscillation amplitude maps at 90 Kelvin showing the total oscillatory amplitude at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \) (left) and \( \tilde{\nu}_2 = -375 \text{ cm}^{-1} \) (right) as a function of \((\tilde{\nu}_1, \tilde{\nu}_3)\). The color scale is such that the maximum of each map corresponds to the red layer, but the values displayed are normalized to the maximum value of the negative frequency map.

pathway is present. At \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \), apart from the small traces of amplitude at higher values of \( \tilde{\nu}_1 \), we observe that the amplitude is dominated by two peaks in the expected positions. This time it is the diagonal peak that shows higher amplitude, which is also in agreement with the experimental map (Figure 5.8). Thus, the calculations at 90 K show that the diagrammatic analysis summarized in Figure 4.8 predicts the most relevant coherence signals observed from vibrational coupling, and that separation between positive and negative frequencies avoid the most dramatic interference effects. The experimental results at room temperature agree with this forecast as well, in spite of significant overlap caused by the broad lineshapes.

Finally, it is interesting to note that the pathways with negative oscillatory frequencies in rephasing and positive frequencies in non-rephasing are all in the electronic excited state. Therefore, 2D-ES can in principle be used to assign vibrational coherences in the electronic excited state [170]. Porphyrins have a rather robust structure which does not change significantly between the ground and electronic excited state, so it is expected that ground and excited state vibrational coherences have the same frequency. Consequently, the oscillation maps are similar to Figure 4.8. For molecules that undergo structural changes in the excited state, the 2D-ES oscillation maps might deviate from those fore-
cast in Figure 4.8, with the pathways represented by squares potentially being shifted in frequency or undergoing a different dephasing rate than the pathways represented by triangles. In fact, the dephasing rates between coherences in the ground and electronic excited states can be expected to differ even for the zinc-porphyrin monomer, but such analysis was not performed yet. To our knowledge, there are no studies applying 2D-ES to recover such information, and our group plans to pursue this further with a more suitable sample which undergoes significant structural change in the excited state.

In summary, in this section we have added the imaginary part of the spectra to the analysis of coherent oscillations, which allowed us to further isolate coherence pathways. The experimental result for the porphyrin monomer matches the theoretical forecast very well, indicating that we are able to revolve positive from negative frequencies reliably with our 2D-ES setup. We also observed that interferences between neighboring pathways are less pronounced when positive and negative frequencies are separated, and showed why that is the case based on the theory used in Section 4.3. Last, we proposed that in samples which undergo significant structural change in the electronic excited state the vibrational coherence signatures from 2D-ES experiments can be used to investigate the dynamics of such changes.

5.2 Laser Spectrum Effects

Until this point, all theoretical considerations regarding the coherent oscillations in 2D-ES have ignored possible effects from the laser spectrum. We note however that the excitation spectrum used in the experiments reported above had significant amplitude at lower wavenumbers than the molecular absorption (see Figure 5.1b). This choice was based on our interest in benchmarking the vibrational coherences of the 375 cm$^{-1}$, and therefore bandwidth in the spectral region of the stimulated emission was important to capture pathways that emit at lower energies (see Figure 4.8). For the monomer it was also convenient not to have much amplitude beyond the vibronic shoulder corresponding to the 375 cm$^{-1}$ mode in absorption, because the ESA pathways discussed in Section 4.2 are particularly prominent in that region, making the general interpretation of the 2D-ES results more complex. However, most samples of interest with absorption in the visible region typically have broad absorption bands that cannot be covered with the
laser spectrum as easily as the porphyrin monomer. Therefore, it is pertinent to ask how the coherence signatures are affected by the excitation laser spectrum. In the following we briefly review the studies which considered laser spectrum effects in 2D-ES, and then present our own results focusing on the effect of the spectrum on coherence pathways.

In their seminal work on 2D-ES, the Jonas group performed calculations of 2D-ES spectra of a two-level system including solvent interactions through a correlation function approach, and showed that finite pulse duration had the sole effect of filtering the 2D-ES lineshape across both $\tilde{\nu}_1$ and $\tilde{\nu}_3$ axes [146] for a single population time. Later theoretical work by the Pullerits group on an electronically coupled dimer model explored the extra signals which arise during pulse overlap, finding that for $T$ larger than the pulse overlap, the only requirement for the laser spectrum is that it covers the absorption [173]. In another article, this same group described the effect of weakly-chirped pulses on 2D-ES spectra, observing that pulse-chirp causes mixing between real and imaginary contributions, and that positive and negative chirps generate different distortions, but still focusing on the lineshape of a single population time [174]. We note that all pulses used in this thesis are much closer to Fourier transform limit than those for which distortions were observed in that study (see Figure 4.3).

Caram et al. reported absorptive 2D-ES experiments on a cyanine dye with two different laser spectra, one with and the other without laser bandwidth in the stimulated emission spectral region, and observed the suppression of the peaks with emission wavenumber no longer covered by the laser as the sole effect [150]. Notwithstanding, that study did not include a systematic analysis of coherent oscillations due to vibrational coherences across the entire $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane, so the effect of the laser spectrum on coherence pathways remained unexplored.

Theoretical work by Abramavicius et al. derived expressions using response function theory which included both pulse overlap and finite-bandwidth effects, using them to explore two-color 2D-ES pathways [175]. Experimentally, two-color experiments have been used to select specific coherence pathways using the different spectral composition between the first and second excitation pulses to ensure that the desired coherent superposition was prepared during $T$ [172,176].

Recently, Tempelaar et al. used experiments and theoretical modeling to specifically address the issue of finite bandwidth effects on coherent oscillations in 2D-ES spectra of
a cyanine dimer, where vibrational and electronic coupling are expected to coexist. They observed disagreements between experiment and calculations, which they attributed to the finite bandwidth of the laser spectrum. However, the agreement between experimental and calculated 2D-ES absorptive spectra even when the laser spectrum is included is poor, and not enough information was given on how the laser spectrum was incorporated and tested, which is significant because the 2D-ES results calculated including the pulse shape had a substantial signal amplitude in spectral regions where there is no laser intensity. Moreover, the experimental and calculated oscillation amplitude maps contain major discrepancies between each other, even when the laser spectrum is included, with strong peaks being present in the calculations but not in the experiment. The mix between vibrational and electronic coupling is intrinsically more complex than purely vibrational or purely electronic coupling, and therefore it is also unclear that the theoretical model used to describe the system was adequate in the first place, especially because no interpretation of the results in terms of Liouville-space pathways was presented. In spite of these issues, this paper highlights that a clear understanding of laser spectrum effects in coherent oscillations in 2D-ES is lacking.

Figure 5.12: Normalized linear absorption of the porphyrin monomer in \( n \)-pentane with 1\% of pyridine by volume (blue) and normalized laser intensity of the 2D-ES experiments described in this Section (green).

In this situation, a systematic study of the laser spectrum effects on the simplest case of vibrational coupling can bring important insights in the design and interpretation of 2D-ES experiments on coherences, especially because the laser spectrum used in 2D-ES experiments often does not have bandwidth on the red side of the absorption, as we had in
the previous sections (see Figures 4.3a and 5.1b). To that end, we have performed a similar set of 2D-ES measurements to that in Section 5.1, with the only difference being the laser spectrum used, which is shown by the green line in Figure 5.12. For completeness, Figure 5.13a shows the transient grating FROG trace on a fused silica window of the pulses (green line in Figure 5.12) used in the experiment described in this Section. The lowest absorption peak of the $Q$ band remains fully covered by the laser, but there is negligible amplitude at the frequency corresponding to the energy gap between $|e_0⟩$ and $|g_1⟩$, which is red-shifted by 375 cm$^{-1}$ from the main absorption (see Figures 2.4a and 5.12).

Figure 5.13: (a) Transient grating FROG trace of the pulses used for the 2D-ES experiments in this Section. (b) Projection of the real part of the 2D-ES spectrum at $T = 70$ fs (red line) and broadband transient absorption signal at the same population time (black circles). The oscillations are due to scattering.

In this experiment the laser also excites the absorption peak at $\tilde{\nu} \sim 17000$ cm$^{-1}$, so the resulting 2D-ES maps are more complex, but we can focus on the oscillatory features at 375 cm$^{-1}$ following the procedure applied in Section 4.3. Before we proceed to analyze the coherent oscillations, we will present the basic 2D-ES results using this spectrum. As we have discussed in Section 4.2, significant excited state absorption (ESA) occurs from the $Q$ band to the $N$ band, as the energy gaps between the ground state and $Q$ and between $Q$ and the $N$ band are similar [123]. The spectrum used in this section favors the ESA pathways more than that of Section 5.1, and the broad character of the $N$ band implies that ESA contributions will be spread throughout the $(\tilde{\nu}_1, \tilde{\nu}_3)$ plane. Consequently, stronger cancellation between positive and negative contributions are expected to reduce the overall signal amplitude, which is observed in the broadband transient absorption measurement, which has a much smaller signal amplitude when compared to that of the previous sections (see Figure 4.4). In practice, the signal was so much smaller that the
200 \, \mu m \text{ pathlength cells were particularly important. The broadband transient absorption signal at } T = 70 \, \text{fs is shown in red in Figure 5.13b and the worse signal to noise level observed follows directly from the near perfect cancellation between positive and negative features across most of the spectrum.}

![Figure 5.14: Real and imaginary rephasing maps for experiment 2 at } T = 70 \, \text{fs.}]

![Figure 5.15: Real and imaginary non-rephasing maps for experiment 2 at } T = 70 \, \text{fs.}]

Due to the strong ESA features across most of the spectrum, the 2D-ES maps are also no longer easily comparable to simple models. The rephasing and non-rephasing maps at } T = 70 \, \text{fs are shown in Figures 5.14 and 5.15, and are now much more difficult to interpret. Nonetheless, the presence of the extra ESA pathways should not substantially affect the analysis of the oscillations in the region we are interested in. To understand why that is the case, it is necessary to note that any oscillatory ESA pathways will involve a coherence in the excited state during } T, \text{ followed by an interaction leading to a higher}
excited state (the $N$ band, in our case). Because the $N$ band is very broad, the amplitude of such a pathway will be spread over a broad range in the detection frequency, thus not generating any sharp feature with comparable amplitude to the other pathways.

The effect that ESA can have on the coherent oscillations we are concerned with relates to the relative amplitude between excited and ground state coherences. To that end, it is useful to consider that a certain number of monomer molecules inside the focal spot will generate a third-order signal. Out of these, a fraction will have gone through a pathway which is in the ground state during $T$, while the rest will have been in the electronic excited state during $T$. The arrival of the third laser pulse then splits this finite number of molecules that were in the excited state during $T$ between the pathways $R_1$ and $R_2$ (from Figures 2.5 and 2.7 respectively) and ESA pathways. If the laser spectrum is more strongly resonant with the gap between the $Q$ and the $N$ band, this means that a larger fraction of the molecules that were in the excited state during $T$ will go through the ESA pathways, meaning that a smaller fraction will go through the $R_1$ and $R_2$ pathways. For the reason discussed in the previous paragraph we expect that the coherent ESA pathways in our particular sample will not give rise to strong oscillatory signals, so the extra laser intensity at $\tilde{\nu} > 16300$ cm$^{-1}$ is expected solely to reduce the amplitude of coherence pathways in the excited state when compared to the ground state ones (represented by squares in Figure 4.8).

Figure 5.16: (a) Displaced harmonic oscillator energy level scheme plus an example of a four-wave mixing pathway with a $|g_1\rangle\langle g_0|$ coherence during $T$. Field-matter interactions are ordered in time from left to right, with the leftmost arrow defining $\tilde{\nu}_1$, and the signal emission (dashed line) defining $\tilde{\nu}_3$. The red arrow corresponds to an excitation from $|g_1\rangle$ to $|e_0\rangle$. (b) Example of an energy level scheme for which electronic coherences can be prepared by broadband laser excitation. The pathway shown includes a $|e'\rangle\langle e'|$ coherence during $T$. 
However, the single most important effect expected from the shift in the laser spectrum from that of Figure 5.1b is related to the missing amplitude to cover the transition between $|e_0\rangle$ and $|g_1\rangle$, namely 15275 cm$^{-1}$ for the monomer in $n$-pentane with 1% of pyridine. The fact that this frequency is not present in the laser spectrum automatically excludes the pathways for which $\tilde{\nu}_3 = 15275$ cm$^{-1}$, so they will not be detected in our experiment. Regarding the excitation axis, no effect can take place, because the lowest absorption peak in the $Q$ band remains fully covered by the laser, and the initial excitation must happen at a frequency which the molecule absorbs.

Nonetheless, the four-wave mixing pathways that generate the 2D-ES signals include two field-matter interactions besides the initial excitation and the signal emission which define the $\tilde{\nu}_1$ and $\tilde{\nu}_3$ axes respectively, and those two intermediate field-matter interactions must also take place at a frequency contained in the laser spectrum. To our knowledge, the concept that a coherence signature might be missing because of such filtering in 2D-ES has only been briefly mentioned by Butkus et al., but the coherences were not the main focus of that study and a systematic study of the implications was not presented [177].

To illustrate how the laser spectrum can filter out diagrams due to intermediate interactions, we consider a non-rephasing four-wave mixing pathway in Figure 5.16a which includes a $|g_1\rangle\langle g_0|$ ground state coherence. The excitation wavenumber is defined by the leftmost arrow and corresponds to an excitation from $|g_0\rangle\langle g_0|$ to $|e_1\rangle\langle g_0|$, which is $\tilde{\nu}_1 = 16025$ cm$^{-1}$ in our case. The detection wavenumber is given by the dashed arrow and here it represents an emission from $|e_0\rangle\langle g_0|$ to $|g_0\rangle\langle g_0|$, meaning that $\tilde{\nu}_3 = 15650$ cm$^{-1}$. Therefore both excitation and detection wavenumbers for this pathway are covered by the laser spectrum (see Figure 5.12). However, there are two other field-matter interactions between excitation and emission which must also be within the laser spectrum for this pathway to be observed, and we note that the one represented by the red arrow in Figure 5.16a corresponds to an excitation from $|g_1\rangle\langle g_0|$ to $|e_0\rangle\langle g_0|$. In our case for the 375 cm$^{-1}$ mode this is at 15275 cm$^{-1}$, where the laser intensity is negligible. Thus, this pathway cannot be observed in the set of experiments with the laser spectrum from Figure 5.12, and there is no particularly intuitive way to fully consider the suppressed pathways besides explicitly and systematically addressing the frequency of each interaction and whether it is present in the laser used.

Although analyzing all 32 double-sided Feynman diagrams considering the frequency
of each of the 128 transitions is not particularly convenient, it is certainly feasible, and here we present the pathways from Figures 2.5, 2.6, 2.7 and 2.8 once more, now including the frequency of each interaction. In Figures 5.17 and 5.18 we show all the rephasing and non-rephasing population pathways respectively. It is interesting to note that the requirement that the density matrix be in a population during $T$ effectively forces the initial two field-matter interactions to happen at the same frequency, while the requirement that the signal emission takes the density matrix to a population implies that the third and fourth interactions also take place at the same frequency. That is easily observed in Figures 5.17 and 5.18, as either all interactions happen at a single frequency, or the pair of first and second interactions happen at a given frequency, while the pair of third and fourth interactions happen at another frequency. The transitions which are red-shifted from the
molecular absorption are enclosed in a red box and have the corresponding arrows drawn in red to facilitate visualization. One important result that follows from this analysis is that the only population diagrams which are filtered are those with their emission wavenumber not covered by the spectrum, as long as ESA is not considered. This is in full agreement with the conclusion that the laser spectrum acts as a filter on both excitation and emission axes, as reported in studies which focused on absorptive 2D-ES maps of systems where ESA was negligible [146,150,173].

Figure 5.19: Rephasing oscillatory Liouville-space pathways for the displaced harmonic oscillator model. See caption of Figure 5.17 for details.

Figure 5.20: Non-rephasing oscillatory Liouville-space pathways for the displaced harmonic oscillator model. See caption of Figure 5.17 for details.

However, a very different picture arises when we consider the coherence pathways: in this case the requirement is that the density matrix is in a coherent superposition of states during $T$, which implies that the first and second field-matter interactions happen at frequencies different from each other. Therefore, a number of pathways arise which include multiple combinations of interactions at different frequencies, and some of the pathways with excitation and emission frequencies within the laser spectrum might be suppressed.
due to an intermediate interaction requiring a frequency not present in the laser spectrum, as exemplified with the non-rephasing pathway in Figure 5.16a. In Figures 5.19 and 5.20 we show all the rephasing and non-rephasing coherence pathways respectively, once more highlighting the wavenumber of each interaction. As a consequence of the higher number of frequencies present in the coherence diagrams, we see that only 6 of the 16 pathways survive if the \( \tilde{\nu}_{eg} - \tilde{\nu}_0 \) wavenumber is not present in the laser spectrum.

Figure 5.21: Scheme of Liouville-space pathways in rephasing (left) and non-rephasing (right) 2D maps if the frequency \( \tilde{\nu}_{eg} - \tilde{\nu}_0 \) is not present in the laser spectrum, corresponding to experiment 2. Green and red symbols represent positive and negative frequencies respectively. See caption of Figure 2.9 for details.

At this point, we are in position to draw a scheme with all pathways that are expected to contribute to our 2D-ES measurements when the laser spectrum does not cover the \( \tilde{\nu}_{eg} - \tilde{\nu}_0 \) energy gap, which is shown in Figure 5.21. In this Figure the population pathways are represented by solid black geometric figures, and one can see that the only difference between the initial forecast from Figure 2.9 is that the pathways with emission wavenumber no longer covered by the spectrum are suppressed, as discussed above. This result is not obvious in our data because of the strong ESA contributions present in the zinc-porphyrin monomer with the laser spectrum used in this Section, which cannot be conveniently taken into account in the diagrammatic analysis.

Nonetheless, the surprising result here concerns the coherence pathways, where the shift in the laser spectrum causes much more dramatic changes. The remaining oscillatory pathways in Figure 5.21 are off-diagonal for rephasing and diagonal for non-rephasing,
matching exactly the positions and frequency signs that would correspond to a purely electronic coherence (see Figure 2.12), with the main difference being that one of the positions has two diagrams, while the other has only one (in models for electronic coherence the same number of pathways in all positions is expected).

Figure 5.22: (a) Real and imaginary rephasing traces from experiment 2 as a function of $T$ for $\tilde{\nu}_1 = 16025 \text{ cm}^{-1}$ and $\tilde{\nu}_3 = 15650 \text{ cm}^{-1}$, corresponding to the expected central position of the double-sided Feynman diagrams with positive $375 \text{ cm}^{-1}$ frequency. (b) Real and imaginary non-rephasing traces from experiment 2 as a function of $T$ for $\tilde{\nu}_1 = \tilde{\nu}_3 = 16025 \text{ cm}^{-1}$, corresponding to the expected central position of the double-sided Feynman diagrams with negative $375 \text{ cm}^{-1}$ frequency.

This result can be easily rationalized through comparison between the energy level structure of a vibrationally coupled electronic transition (Figure 5.16a) to that of two electronic excited states of similar energy which share a common ground state, which is shown in Figure 5.16b. The main difference between these energy-level structures is the absence of a sub-level associated with the ground state in the latter case. Therefore, if a vibrationally coupled system is studied with a laser spectrum blue-shifted so that the energy gap between $|g_1\rangle$ and $|e_0\rangle$ is no longer probed, the two energy level structures become much more similar. The only difference which remains to be probed is the possibility of an initial excitation to $|e_1\rangle$ followed by a de-excitation to $|g_1\rangle$, thus generating a vibrational coherence in the ground state during $T$. These pathways are represented by the triangles in Figure 5.21 and overlap with coherences in the electronic excited state for both rephasing and non-rephasing.

In order to test if the forecast from Figure 5.21 is correct, our first step is to plot the real and imaginary rephasing and non-rephasing signal amplitude at points where
only positive or negative frequency oscillations are expected, which we do in Figure 5.22. The rephasing trace was chosen at \( \tilde{\nu}_1 = 16025 \text{ cm}^{-1} \) and \( \tilde{\nu}_3 = 15650 \text{ cm}^{-1} \), which corresponds to the expected peak position at positive frequency, and the signal amplitude indeed shows oscillatory behaviour with the 89 fs period associated with the 375 cm\(^{-1}\) mode, with the real and imaginary parts oscillating with the same amplitude and phase-shift corresponding to a positive frequency (see Section 5.1). The corresponding power spectrum at this \((\tilde{\nu}_1, \tilde{\nu}_3)\) point is shown in Figure 5.23, and a strong oscillatory amplitude at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \) is found, with no corresponding amplitude at \( \tilde{\nu}_2 = -375 \text{ cm}^{-1} \).

Similarly, Figure 5.22 shows the non-rephasing trace at \( \tilde{\nu}_1 = \tilde{\nu}_3 = 16025 \text{ cm}^{-1} \), which is also the expected position for maximum amplitude at negative frequency for the 375 cm\(^{-1}\) mode.
mode. Once more, we find that the real and imaginary parts have the same oscillatory amplitude and phase-shift corresponding to the expected negative frequency. That is confirmed by the power spectrum of the residuals of this trace, shown in Figure 5.24, where a peak at \( \tilde{\nu}_2 = -375 \text{ cm}^{-1} \) is observed, with no corresponding amplitude at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \).

![Figure 5.25: Rephasing oscillation amplitude maps at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \) (left) and at \( \tilde{\nu}_2 = -375 \text{ cm}^{-1} \) (right).](image)

![Figure 5.26: Non-rephasing oscillation amplitude maps at \( \tilde{\nu}_2 = +375 \text{ cm}^{-1} \) (left) and at \( \tilde{\nu}_2 = -375 \text{ cm}^{-1} \) (right).](image)

In Figures 5.25 and 5.26 we show the rephasing and non-rephasing oscillation amplitude maps for \( \tilde{\nu}_2 = \pm 375 \text{ cm}^{-1} \) respectively. Comparing these experimental results to the forecast from the double-sided Feynman diagrams in Figure 5.21 we find excellent agreement, with the oscillatory amplitude being observed with the expected frequency sign and around the forecast \((\tilde{\nu}_1, \tilde{\nu}_3)\) coordinates, thus confirming the importance of taking all field-matter interaction frequencies into account when addressing which coherence pathways will be detectable in a given 2D-ES experiment.
An important consequence of this result is that the distinction between purely electronic and vibrational coherences in 2D-ES requires that the laser spectrum be taken into account. For the relatively simple case of the porphyrin monomer, simple inspection of the double-sided Feynman diagrams and the frequency of each interaction sufficed to describe all qualitative features of the data. Furthermore, we also observe that the oscillatory amplitude at the positions where two pathways contribute is significantly larger than the ones where a single pathway contributes.

In the non-rephasing case, for instance, the oscillatory amplitude peak at $\tilde{\nu}_2 = -375 \text{ cm}^{-1}$ and $\tilde{\nu}_1 = \tilde{\nu}_3 = 16025 \text{ cm}^{-1}$ contains two pathways (one in the ground and one in the excited state), while the peak at $\tilde{\nu}_2 = +375 \text{ cm}^{-1}$ and $\tilde{\nu}_1 = \tilde{\nu}_3 = 15650 \text{ cm}^{-1}$ contains one excited state pathway. We observe that the amplitude of the latter peak is over a factor of 4 smaller than the former. That is consistent with the rephasing case, where the effect is even more pronounced, with the peak at $\tilde{\nu}_2 = -375 \text{ cm}^{-1}$ being a factor of approximately 25 times smaller than the peak at $\tilde{\nu}_2 = +375 \text{ cm}^{-1}$ in Figure 5.25.

![Figure 5.27](image)

**Figure 5.27:** (a) Real (black) and imaginary (red) rephasing traces at $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 16025)$. A factor of 0.13 was added to the real part to bring both traces closer together. (b) Real and imaginary non-rephasing traces at $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 15650)$. A factor of 0.2 was subtracted from the imaginary part to avoid overlap with the real part.

Because all three oscillatory pathways include the same transition frequencies (see the non-suppressed pathways in Figure 5.21), the laser spectrum has the same effect on all three pathways, and the significantly larger amplitude at $\tilde{\nu}_1 = \tilde{\nu}_3 = 16025 \text{ cm}^{-1}$ can be attributed to the vibrational coherence in the ground state generating a larger signal. As discussed previously, we expect the strong resonance between the laser spectrum and the gap between the $Q$ and $N$ bands to reduce the amplitude of the excited state coherence pathways compared to the ground state ones, which is consistent with our
observations. We note that already in the experiment from Section 5.1 the maximum oscillatory amplitude observed on the maps which included only excited state pathways was significantly smaller than that observed in the maps which included both ground and excited state pathways. However, direct comparison between the results from this Section and those of Section 5.1 is not possible because of the significant overlap between neighboring pathways in Section 5.1.

Figure 5.28: Power spectrum of the residuals of the rephasing signal at $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 16025)$ shown in Figure 5.27a.

Figure 5.29: Power spectrum of the residuals of the non-rephasing signal at $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 15650)$ shown in Figure 5.27b.

Still, the large disparity in oscillatory amplitude raises the question of whether the smaller amplitudes observed at rephasing $\tilde{\nu}_2 = -375$ cm$^{-1}$ and non-rephasing $\tilde{\nu}_2 = +375$ cm$^{-1}$ are more than noise. Normalized color maps can be very deceptive, as the signal to noise as a function of $T$ and $\tilde{\nu}_2$ is hidden. In order to rigorously assess whether amplitude observed in an oscillation amplitude map indeed corresponds to a peak detected above noise it is essential to consider the data as a function of $T$ or $\tilde{\nu}_2$. In Figure 5.27a we show the amplitude traces for real and imaginary parts of the rephasing signal.
at ($\tilde{\nu}_1, \tilde{\nu}_3$) = (15650, 16025). Although the signal to noise ratio is not very good, it is still possible to recognize oscillatory amplitude with period of approximately 89 fs and negative frequency, suggesting the amplitude peak observed in Figure 5.25 at $\tilde{\nu}_2 = -375$ cm$^{-1}$ really corresponds to the vibrational coherence in the excited state.

The power spectrum of the residuals of the rephasing signal from Figure 5.27a is shown in Figure 5.28, where the effects of the worse signal to noise ratio can be seen in the form of many peaks at low frequencies. This worse signal to noise is partially due to the near perfect cancellation between positive and negative signals due to the high ESA in this spectral region. Scattering contributions in the broadband transient absorption become more important because of the small signal (see Figure 5.13b), and as they fluctuate for different values of $T$, the phasing procedure can find different local minima. Because the phasing compares the integral of the real part of the sum of rephasing and non-rephasing spectra, small shifts in the transient absorption signal due to these noise fluctuations at different values of $T$ cause shifts in both $\tilde{\nu}_1$ and $\tilde{\nu}_3$ in the 2D-ES. This results in discontinuities in the signal amplitude of single $(\tilde{\nu}_1, \tilde{\nu}_3)$ points as a function of $T$, even if the 2D-ES maps for all $T$ points show the same qualitative behavior.

In Figure 5.28 we observe a peak at $\tilde{\nu}_2 = -390$ cm$^{-1}$ among the noise which corresponds to the amplitude seen in the oscillation amplitude map in Figure 5.25. The 15 cm$^{-1}$ shift compared to the vibrational mode can be attributed to the overall higher noise levels in the data. In spite of the noise, the fact that the oscillatory amplitude at $\tilde{\nu}_2 = -375$ cm$^{-1}$ forms a well defined peak in Figure 5.25 as a function of $(\tilde{\nu}_1, \tilde{\nu}_3)$ around the forecast coordinates, instead of being scattered around the excitation-detection plane, supports that we are observing a real signal.

A similar situation emerges for the non-rephasing signal at $\tilde{\nu}_1 = \tilde{\nu}_3 = 15650$ cm$^{-1}$ shown in Figure 5.27b, where a weak oscillation of period of approximately 89 fs can be identified in the real part, not being as evident in the imaginary part. If an oscillation is present in the real part, but has zero amplitude in the imaginary part, this corresponds to an equal weight between positive and negative frequencies. In Figure 5.29 we show the power spectrum of the residuals of this trace, finding that indeed some amplitude is observed at $\tilde{\nu}_2 = -375$ cm$^{-1}$, although it is clearly outweighed by the amplitude at $\tilde{\nu}_2 = +375$ cm$^{-1}$, which is the expected one. As in the rephasing case from the previous paragraph, the amplitude around this point forms a clear peak as around the expected
position in the \((\tilde{\nu}_1, \tilde{\nu}_3)\) plane, which suggests that is is a real signal.

In summary, we have observed that in the two positions for which the coherence pathways expected are in the electronic excited state there is weak oscillatory amplitude at the expected frequencies. Although the amplitude is not unquestionably above noise in both cases, the behaviour of the amplitude as a function of \((\tilde{\nu}_1, \tilde{\nu}_3)\) strongly suggests that both of them correspond to real signatures, which were expected to be weak for this laser spectrum and sample, due to the strong excited state absorption. Importantly, we emphasize that our conclusion regarding the filtering effect of the laser spectrum does not rely on the observation or not of the vibrational coherences in the excited state, but rather on the suppression of the pathways with coherences in the ground state that have both excitation and detection wavenumbers where laser intensity is present.

The suppression of pathways due to the laser spectrum can be seen through comparison of the results from Figures 4.8 and 5.21. In the rephasing case, we see that at positive frequencies a ground state pathway is forecast at \(\tilde{\nu}_1 = \tilde{\nu}_3 = \tilde{\nu}_{eg}\), and it is expected to be suppressed if the laser spectrum has zero intensity at \(\tilde{\nu}_{eg} - \tilde{\nu}_0\). In our experiments, when the laser spectrum covered this wavenumber we detected all four peaks represented by the green symbols with amplitudes of the same order of magnitude (see Figure 5.7). However, when we shifted the spectrum to avoid that wavenumber, Figure 5.25 shows that at \(\tilde{\nu}_2 = +375 \text{ cm}^{-1}\) a very strong amplitude is observed at \((\tilde{\nu}_1, \tilde{\nu}_3) = (\tilde{\nu}_{eg} + \tilde{\nu}_0, \tilde{\nu}_{eg})\), while no amplitude is observed at \(\tilde{\nu}_1 = \tilde{\nu}_3 = \tilde{\nu}_{eg}\).

In the non-rephasing case this effect is even more dramatic, given that all ground state pathways have negative frequency and have excitation and emission wavenumber within the spectral range covered by the laser in both experiments. In Figure 5.8 we observe oscillatory intensity with the same order of magnitude at all four \((\tilde{\nu}_1, \tilde{\nu}_3)\) coordinates, where these pathways are expected. If the laser spectrum has no intensity at \(\tilde{\nu}_{eg} - \tilde{\nu}_0\), the three pathways centred at the cross peak positions and the pathway centred at \(\tilde{\nu}_1 = \tilde{\nu}_3 = \tilde{\nu}_{eg}\) are suppressed, so that the two pathways centred at \(\tilde{\nu}_1 = \tilde{\nu}_3 = \tilde{\nu}_{eg} + \tilde{\nu}_0\) are the only ones that remain (see Figure 5.21). This is in complete agreement with the experimental results in Figure 5.26, where all amplitude observed is a single peak around the expected position. Thus the filtering of the laser spectrum in the intermediate interaction of four-wave mixing pathways is established as a general effect, and the difficulty of observing individual coherences in the electronic excited state follows from the ESA specific to the
zinc-porphyrin monomer and the laser spectrum used.

Furthermore, we note that the possibility of confusion between and electronic and vibrational coherence in our experiment where the laser did not include intensity at $\tilde{\nu}_{eg} - \tilde{\nu}_0$ could have been avoided exactly by addressing the disparity of amplitude between the two rephasing and non-rephasing oscillatory peaks. Because the oscillatory amplitude in the positions where two coherence pathways (one in the ground state) was substantially more intense than that found in the positions where only one coherence pathway is present, that is a strong indication of the vibrational nature of the coherence. That is because in the case of an electronic coherence, detailed in Figures 2.10, 2.11 and 2.12, the oscillatory pathways for each of rephasing and non-rephasing signals occur in the same number and are symmetric, thus are expected to generate oscillatory features of the same amplitude.

In summary, in this Section we investigated 2D-ES signatures of a vibrationally coupled system when the laser spectrum fails to have significant amplitude red-shifted to the main absorption. We confirmed results previously reported that non-oscillatory signals are merely filtered along both excitation and emission axes. On the other hand, for coherent oscillations we observed major effects on the positions where oscillatory amplitude is observed, with features within the excitation-emission window defined by the spectrum disappearing completely. The final result resembled that expected for a purely electronic coherence very closely. We proceeded to show that all observed features are promptly explained by considering the wavenumber of all field-matter interactions in the Liouville-space pathways discussed in Chapter 2. We also considered the effect of ESA on coherences in the electronic excited state, and discussed how oscillation amplitude maps alone can be deceptive in terms of data analysis, complementing them with power spectra at relevant ($\tilde{\nu}_1, \tilde{\nu}_3$) coordinates, so that the signal-to-noise as a function of $\tilde{\nu}_2$ could be considered.

5.3 Benchmarking ground state coherences

So far this Chapter has described the signatures of vibrational coherences in 2D-ES for two different laser excitation spectra: that of Section 5.1 has significant amplitude from $\tilde{\nu}_{eg} - \tilde{\nu}_0$ to $\tilde{\nu}_{eg} + \tilde{\nu}_0$ for our sample, while that of Section 5.2 has no amplitude at $\tilde{\nu}_{eg} - \tilde{\nu}_0$, but still covered the region from $\tilde{\nu}_{eg}$ to $\tilde{\nu}_{eg} + \tilde{\nu}_0$. This comparison has proved insightful, but we note that there is yet another possibility that can be explored: the laser spectrum
can cover both $\tilde{\nu}_{eg} - \tilde{\nu}_0$ and $\tilde{\nu}_{eg}$, but not $\tilde{\nu}_{eg} + \tilde{\nu}_0$, which is the focus of this Section.

The first question to address is which double-sided Feynman diagrams will be observed with this spectrum, which can be done by analysing the diagrams and excluding all that contain a transition at $\tilde{\nu}_{eg} + \tilde{\nu}_0$. For the population diagrams the same conclusion as before is found: the pathways with both excitation and detection wavenumber inside the laser spectrum remain present, as can be seen in Figures 5.17 and 5.18. As for the coherence diagrams, inspection of Figures 5.19 and 5.20 shows that a single rephasing and a single non-rephasing pathway remain, both of them with coherences in the ground state (as vibrational coherences in excited state necessarily require an excitation to $|e_1\rangle$, at $\tilde{\nu}_{eg} + \tilde{\nu}_0$).

In Figure 5.30 we show a scheme showing the remaining pathways for rephasing and non-rephasing contributions. Regarding the population pathways, in both cases one ground state bleach and one stimulated emission pathway overlap in the diagonal, while a single stimulated emission pathway appears in the off-diagonal region at low emission wavenumbers. As for the coherence pathways, the non-rephasing one lies in the $\tilde{\nu}_1 = \tilde{\nu}_3 = \tilde{\nu}_{eg}$ diagonal, thus overlapping with the strongest non-oscillatory signals, while the rephasing one appears at the more convenient $(\tilde{\nu}_1, \tilde{\nu}_3) = (\tilde{\nu}_{eg}, \tilde{\nu}_{eg} - \tilde{\nu}_0)$ cross peak position, where it overlaps solely with a stimulated emission population pathway.

![Figure 5.30](image_url)

Figure 5.30: Scheme of double-sided Feynman diagrams in a rephasing (left) and non-rephasing (right) 2D maps if the laser spectrum has no amplitude at $\tilde{\nu}_{eg} + \tilde{\nu}_0$ (see Figure 4.8 for scheme with all diagrams independently of the laser spectrum). Green and red symbols represent positive and negative frequencies respectively.
This experiment can be useful to benchmark the coherences associated with sublevels in the ground state of a system. It is clear that in principle a spectrum such as that of Figure 5.1 is the most desirable, as it probes all energy gaps and therefore recovers more information. However such a spectrum is often unattainable in practice, and in such cases a combination of this 2D-ES experiment with the red-shifted spectrum with that of Section 5.2 would provide a complete and unambiguous picture of the coherences.

In order to demonstrate this experiment, we recall that in the linear absorption spectrum of the zinc-porphyrin monomer in $n$-pentane and 1% by volume of pyridine (Figure 5.1), the high energy peak in the $Q$ band centered around $\tilde{\nu} = 17000$ cm$^{-1}$ (588 nm) has been demonstrated to contain contributions both in the $x$ and $y$ polarizations in reference [160]. The $y$-polarized contribution has been assigned to the $Q_y(0-0)$ transition, while the contribution along $x$ is assigned to vibronic peaks associated with the $Q_x$ band, predicted at around $\tilde{\nu}_0 = 1340$ cm$^{-1} = 16990 - 15650$ cm$^{-1}$. Because the spectrum we used in the experiments of Section 5.1 has bandwidth well below 14000 cm$^{-1}$ (1650 cm$^{-1}$ below the main absorption), but only up to 16500 cm$^{-1}$ (850 cm$^{-1}$ higher than the main absorption), the data from that Section is already an example of an experiment where the spectrum does not cover the vibronic peak corresponding to the 1340 cm$^{-1}$ mode, but does cover the energy gap corresponding to the $|g_1\rangle$ to $|e_0\rangle$ (for vibrational modes in the region defined by $850$ cm$^{-1} < \tilde{\nu}_0 < 1650$ cm$^{-1}$).

![Figure 5.31: Non-rephasing real (black line) and imaginary (red line) signal at $\tilde{\nu}_1 = \tilde{\nu}_3 = 15650$ cm$^{-1}$ as a function of $T$. A factor of 0.25 was subtracted from the real part to bring the traces closer together.](image)

We start by looking at the non-rephasing signal at $\tilde{\nu}_1 = \tilde{\nu}_3 = 15650$ cm$^{-1}$, the amplitude of which is displayed as a function of $T$ in Figure 5.31. The dominant oscillatory
amplitude is observed at 375 cm\(^{-1}\), and two pathways at this frequency are centered around this point, one of positive frequency corresponding to a coherence in the excited state, and one of negative frequency corresponding to a coherence in the ground state (see Figure 4.8). The presence of both positive and negative frequency amplitude at 375 cm\(^{-1}\) is manifested through the small amplitude of the imaginary part oscillation when compared to the real part, and it has already been discussed in Section 5.1 in Figure 5.8.

![Figure 5.32: Power spectrum of the residuals of the non-rephasing signal at $\tilde{\nu}_1 = \tilde{\nu}_3 = 15650$ cm\(^{-1}\). The dashed vertical lines mark $\tilde{\nu}_2 = \pm 375$ cm\(^{-1}\) and $\tilde{\nu}_2 = \pm 1340$ cm\(^{-1}\).](image)

Besides the amplitude at $\tilde{\nu}_2 = \pm 375$ cm\(^{-1}\), it is unclear from the Figure 5.31 which other frequencies are present. To address that we show the power spectrum of the residuals of this signal in Figure 5.32, where we observe the amplitude at $\tilde{\nu}_2 = \pm 375$ cm\(^{-1}\) and $\tilde{\nu}_2 \approx -150$ cm\(^{-1}\), as well as significant noise throughout the entire $\tilde{\nu}_2$ range with amplitude exceeding 0.15. We expect the observation of vibrational coherences to be generally challenging for the non-rephasing signal at $\tilde{\nu}_1 = \tilde{\nu}_3 = \tilde{\nu}_{eg}$, as not only are the oscillatory features on top of a strong non-oscillatory signal (see Figure 5.30), but also oscillatory amplitude of all ground state vibrational coherences overlap in this single point if more than one vibrational mode coupled to the electronic transition is present. Therefore, when an experiment with the red-shifted spectrum is performed the non-rephasing signal is always expected to be challenging, and in our case the data is not sufficiently good to permit clear interpretation.

The coherence pathway for the rephasing maps is more useful for two reasons: firstly, the non-oscillatory background is of smaller amplitude as it consists of a single stimulated emission pathway (see Figure 5.30). Secondly, because it is a cross-peak with emission
wavenumber $\tilde{\nu}_e - \tilde{\nu}_0$, the only oscillatory frequencies present will be those of wavenumber around $\tilde{\nu}_0$, contrary to the non-rephasing case, where all coherent oscillations overlap in the diagonal. In our previous analysis of the 2D-ES data of this experiment in Section 5.1, we showed the real and imaginary parts of the rephasing spectra in Figure 5.2, but the $(\tilde{\nu}_1, \tilde{\nu}_3)$ scale was focused around the main signal, and the cross peak region associated with a vibrational coherence of $\tilde{\nu}_0 = 1340 \text{ cm}^{-1} - (\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 14310)$ – was not included. That was because no obvious amplitude was observed in this coordinate, which we show in Figure 5.33, where we display the full scale real and imaginary rephasing signals at $T = 125$ fs, with the $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 14310)$ position marked by the dashed lines.

![Figure 5.33](image)

Figure 5.33: Rephasing real (a) and imaginary (b) signals with the laser spectrum from Section 5.1. The dashed lines mark the cross peak position where a positive frequency associated with the vibronic signal at 16990 cm$^{-1}$ from the linear absorption would be expected.

Color maps can be deceptive and all that we can conclude from Figure 5.33 regarding the $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 14310)$ coordinate is that any amplitude must lie between approximately $-0.01$ and $0.01$, for both the real and imaginary parts (i.e., the white in the color scale). To investigate whether there is indeed no signal there, we look at the amplitude of this coordinate as a function of $T$ (Figure 5.34). Here we indeed find persistent oscillatory amplitude with positive frequency and period of approximately 25 fs (1340 cm$^{-1}$ corresponds to 24.89 fs), exactly as forecast. The maximum amplitude of the real part of the oscillation is roughly of $1.6 \times 10^{-3}$, which corresponds to only $0.47\%$ of the maximum
rephasing real signal at $T = 70\text{fs}$ (see Figure 5.2), thus falling in the white region of the color plot in Figures 5.2 and 5.33.

Figure 5.34: Real (black) and imaginary (red) rephasing amplitude at $\tilde{\nu}_1 = 15650\text{ cm}^{-1}$ and $\tilde{\nu}_3 = 14310\text{ cm}^{-1}$. The amplitude scale is in arbitrary units, but the same as the corresponding real and imaginary maps in Figures 5.2 and 5.33.

The amplitude profile in Figure 5.34 is modulated, suggesting that other frequencies besides the 1340 cm$^{-1}$ are present. To verify this, in Figure 5.35 we plot the power spectrum of the global fit residuals of the time trace from Figure 5.34. At negative values of $\tilde{\nu}_2$ negligible amplitude is found, while at positive frequencies a peak at $\tilde{\nu}_2 = +1340\text{ cm}^{-1}$ dominates. The smaller peaks in the region defined by $800\text{ cm}^{-1} < \tilde{\nu}_2 < 1300\text{ cm}^{-1}$ correspond to Raman modes of $n$-pentane [178], although in this experiment we do not recover them with quantitative precision, partially because of their small amplitude, the large number of overlapping modes and the fact that we scanned $T$ only up to 1 picosecond.

Finally, in order to confirm that the oscillation at $\tilde{\nu}_2 = +1340\text{ cm}^{-1}$ corresponds indeed to the pathway we described in the beginning of this Section, we check that this oscillatory amplitude forms a peak around $(\tilde{\nu}_1, \tilde{\nu}_3) = (15650, 14310)$. For that, in Figure 5.36 we plot the rephasing oscillation amplitude map at $\tilde{\nu}_2 = +1340\text{ cm}^{-1}$ with $15150\text{ cm}^{-1} \leq \tilde{\nu}_1 \leq 16250\text{ cm}^{-1}$ and $13700\text{ cm}^{-1} \leq \tilde{\nu}_3 \leq 14800\text{ cm}^{-1}$, where the amplitude is seen to form a peak around the correct position.

In summary, in this Section we have demonstrated that the laser spectrum can be used to perform a 2D-ES experiment that fully probes coherences between sublevels in
the ground state. We observed that recovering the non-rephasing signal with sufficient signal-to-noise to unravel all coherences can be difficult, but that the cross-peak nature of the coherences in rephasing maps isolates individual coherences in the excitation-emission plane. This experiment can be performed to complement regular 2D-ES experiments whenever ambiguity regarding the nature of observed coherent oscillations is found, as described in Section 5.2.

5.4 Summary

In conclusion, the results obtained in this Chapter deepen our understanding on how to detect and interpret coherent oscillations in 2D-ES measurements, highlighting the fact that for complex energy level structures, the laser spectrum plays a crucial and non trivial role regarding the oscillations detected. In Section 5.1 we have shown that under ideal conditions (very broad laser spectrum with abundant amplitude towards both high and low energies) the typically expected coherent signatures are observed. In Section 5.2 we blue-shifted the spectrum to cover more features at high energies, and we observed that the missing laser amplitude at low energies suppressed oscillatory features at excitation and emission wavenumbers within the new spectrum. The results resembled those expected for a purely electronic coherence. We have then shown how the different amplitude between
Figure 5.36: Rephasing oscillation amplitude map for $\tilde{\nu}_2 = +1340 \text{ cm}^{-1}$, showing the cross peak around $\tilde{\nu}_1 = \tilde{\nu}_{eg} = 15650 \text{ cm}^{-1}$ and $\tilde{\nu}_3 = \tilde{\nu}_{eg} - \tilde{\nu}_0 = 14310 \text{ cm}^{-1}$. The color scale amplitude has been multiplied by a factor of $10^3$.

peaks can help assign them to a vibration in case a sufficiently broad spectrum cannot be obtained. In this process we have also shown how oscillation amplitude maps, although very useful, can give a false impression of good signal-to-noise as a function of $T$ and $\tilde{\nu}_2$, thus implying that a rigorous analysis include multiple cuts of the 3D dataset. Finally, we have shown that by the same principle applied to address a blue-shifted spectrum, we can perform 2D-ES experiments with a very red-shifted spectrum which does not cover the higher levels of the vibronic progression of a molecule, and that the rephasing signals from this experiment allow the full benchmarking of coherences associated with the ground state. Therefore, if a very broad spectrum is unattainable, a combination of the red-shifted and the blue-shifted spectra, as shown in Sections 5.2 and 5.3, should allow complete unraveling of the coherences of a molecular system, a feature that can be particularly useful wherever both vibrational and electronic coupling are present, such as described in references [100,101,104].
Chapter 6

Conclusion

The material presented in the previous chapters does not exhaust the experiments performed during this PhD. Besides the studies of the conformation reaction of the butadiyne-linked zinc-porphyrin dimer mentioned in Chapter 1 and published in references [39, 40], a significant amount of data has not yet been fully analyzed and published. Below, some remaining open questions are briefly discussed, followed by a summary and concluding remarks.

6.1 Future work

Vibrational coherences in absorptive maps

All data analysis of the coherent oscillations in Chapters 4 and 5 has been performed on rephasing and non-rephasing maps, in order to maximally isolate individual Liouville-space pathways. However, 2D-ES spectrometers in the pump-probe or in the all collinear geometry are tailor-made for absorptive maps and do not easily recover rephasing and non-rephasing contributions (phase-cycling is required for that) [21].

Recently, a report focusing on showing phase variations of oscillations due to vibrational coherences in absorptive 2D-ES maps has been published [179]. In this study it was observed that the phase is a function of excitation and emission frequencies, but no explanation or modeling is presented, and it is concluded that the understanding of this issue is an important open problem. In view of the results presented in this thesis, it seems plausible that their observations correspond merely to the overall phase change we explained in Chapter 4, which has no strong obvious pattern due to the overlapping
presence or multiple rephasing and non-rephasing pathways in absorptive maps, which are excited in different ways according to the laser spectrum used.

The authors of that study were perhaps unaware of our interference results [123], and it remains true that we have not yet investigated the oscillatory features of our data when absorptive maps are used. Considering that absorptive maps are the sum of rephasing and non-rephasing, a quick look at Figure 2.9 shows that although there are many overlapping pathways, positive frequencies are found below the diagonal and negative frequencies are found above it. We can also apply this analysis to the blue-shifted spectrum, for which case Figure 5.21 predicts the results. Any 2D-ES setup that recovers absorptive maps can recover dispersive maps too, as both are connected through Kramers-Kronig relations [23, 107], so the analysis including negative frequencies is accessible in most experiments. Considering how well our data matched all other predictions, it is rather likely it will match this too, and the description can be valuable to the community; such an analysis is planned.

Vibrational coherences for intermediate spectra

The results from Chapter 5 have demonstrated the role of the second and third interactions of double-sided Feynman diagrams using two extreme cases: either full spectral coverage or zero amplitude at $\tilde{\nu}_{eg} - \tilde{\nu}_0$. In practice, it is often the case that some laser intensity is found at $\tilde{\nu}_{eg} - \tilde{\nu}_0$ in Figure 2.12, and the role of the laser spectrum in this case becomes much less intuitive. The data we have recorded with such intermediate spectra show results which are intermediate to both cases, but not in the sense that all missing peaks simultaneously become more important – one of the reasons being that some pathways have one transition at $\tilde{\nu}_{max} - \tilde{\nu}_0$, while some have two. Thus, if careful analysis of coherent oscillations is required in future work, further improving our simulations to include the laser spectrum would be of great help, and it can be tested against real data for the porphyrin monomer. Recently, Gellin and Domcke published an alternative way in which to compute 2D-ES spectra which takes the laser spectrum into account while requiring only one convolution integral instead of three, which can perhaps be incorporated in our simulations within the convenient Labview environment [180].
CHAPTER 6. CONCLUSION

Coherences in porphyrin dimer

Experiments with fine scanning of $T$ were also performed for a butadiyne-linked porphyrin dimer and coherent oscillations were observed at 375 cm$^{-1}$, 825 cm$^{-1}$ (which was not present in the monomer data) and 1340 cm$^{-1}$. In this case the laser spectrum used was not broad enough to cover the main absorption ±825 cm$^{-1}$, so the spectrum was tuned only to the high energy side. The electronic wavefunction is delocalized across the butadiyne bridge over the two porphyrin rings, so the presence of an oscillation not observed in the monomer merits careful analysis, as it could point to mixed electronic-vibrational coupling, in which case further insights about the delocalized electronic structure of this molecule can be obtained. Unfortunately in that data the strong presence of the 375 cm$^{-1}$ mode around the diagonal causes ambiguity in this region regarding the presence or not of oscillations at 825 cm$^{-1}$ and 1340 cm$^{-1}$.

Calculations by Peeks et al. predict a vibrational mode at around 825 cm$^{-1}$ which includes displacements in the butadiyne bridge. However, many other modes are also expected, so reliability of such calculations for a large molecule is not clear [181]. Thus, future planning of experiments which are adequate to better address the interesting matter fully exploiting the capabilities of 2D-ES remains to be done. For now, it is clear that experiments with improved signal to noise and expanded spectral coverage would be desirable, and data analysis of the oscillations with global fitting tools can also be tested as a potentially more robust method [182]. Further, the experiment with the red-shifted spectrum described in Section 5.3 can be used to independently benchmark the ground state coherences can be used to reveal coherences associated with the ground state only, and low temperature studies might prove beneficial to reduce dephasing times.

Other open points

The theoretical insights that led us to understand the unexpected interference between pathways described in Chapter 4 were drawn from the work by Butkus et al. [78], which approached vibrational and electronic coupling starting from individual pathways. The equations from which we drew qualitative understanding of our data (equations 2.75, 2.76 and 2.77) are derived for a single Liouville-space pathway assuming a phenomenological dephasing that is equal among the three time intervals.

The 2D-ES experiment with the laser spectrum not covering the vibronic peak in the
linear absorption, designed and demonstrated in Section 5.3, can be used to recover the 2D-ES signal of a single rephasing coherence pathway, so that direct comparisons to the equations from Butkus et al. are possible. If agreement were found, this could be used to recover the phenomenological dephasing introduced to derive those equations. This opens the possibility of using the analytic expressions by Butkus et al. [78] to model vibrations in 2D-ES in a computationally efficient way by using analytic expressions, which can be useful if vibrational coherences are overlapped with fast dynamics.

So far two datasets in this configuration have been acquired for the porphyrin monomer, and an early assessment of the results showed vibrational modes at 375 cm$^{-1}$, 1340 cm$^{-1}$ and two not previously described modes at 150 cm$^{-1}$ and 1540 cm$^{-1}$. The mode at 150 cm$^{-1}$ is present in all our data and had been overlooked due to the lower amplitude compared to the strong mode at 375 cm$^{-1}$, so it does not become apparent in traces in the time domain. The mode at 1540 cm$^{-1}$ had never been within our spectral coverage before. All these results have been observed in the rephasing maps, where the coherences appear as cross-peaks. The non-rephasing maps have all coherences overlapping in the diagonal and are therefore much more difficult to unravel.

Finally, throughout all datasets Raman modes of the solvent are observed. Remarkably they have amplitude preferentially in the same regions where the solute modes do. This contradicts the more intuitive notion that non-resonant solvent modes be spread uniformly in 2D-ES maps. As of yet, we have no understanding as to why this is the case, but a substantial amount of data is available to further explore the issue.

### 6.2 Concluding remarks

In this Thesis we presented an in-depth discussion of vibrational coherences in 2D-ES. We started discussing the basics of semi-classical perturbative theory as a framework to interpret non-linear optical experiments. We placed the focus specifically in developing the Liouville-space pathway diagrammatic analysis, which is a convenient way to help interpret 2D-ES experiments, and presented it making didactic connections to the equations, phase matching and the rotating wave approximation [27]. We proceeded to discuss the Liouville-space pathways for vibrationally coupled systems, and then the limitations that the assumption of infinitely sharp transitions inflicts on the results [78].
We then presented a description of the 2D-ES spectrometer built in our group between 2013 and 2014. We discussed the experimental design, which has four beams incident on the sample in the boxcar geometry, is intrinsically phase stable [142] and is solely based on conventional optics (as opposed to the use of diffractive optics elements, for example) [140]. Our main contribution to previous developments was the introduction of two choppers, which brought significant advantages, including the possibility of shot to shot data acquisition, the ability to measure the broadband transient absorption signal quasi simultaneously with the 2D-ES signal, and better removal of scattering contributions [131]. We described these points, the phase stability and the movement of the delay stages in detail. And finally we discussed the data processing required to convert the raw heterodyne-detected data to the complex-valued 2D-ES absorptive, rephasing and non-rephasing maps.

The remainder of the thesis was then concerned with investigating vibrational coherence signatures in 2D-ES. All experiments described were performed on a zinc-porphyrin monomer which has its first excited state strongly coupled to a vibrational mode at 375 cm$^{-1}$, with a linear absorption spectrum that is very convenient for our NOPA, allowing us to have laser intensity towards both the high and the low energy sides of the main electronic transition well in excess of the 375 cm$^{-1}$ vibrational quantum. In Chapter 4 we reported 2D-ES experiments in this sample, and initially presented basic results such as spectral diffusion, Stokes-shift and excited state absorption. We then discussed the challenges of performing data analysis on coherent oscillations in 2D-ES measurements, gradually developing oscillation amplitude and phase maps, which consist of a general method to address oscillatory behavior across the entire excitation-emission plane.

Applying this method we build a picture of all oscillatory features at 375 cm$^{-1}$ in the real part of rephasing and non-rephasing maps, which revealed interference between different oscillatory Liouville-space pathways. This phenomenon was qualitatively explained with the theory from Butkus et al. [78] and modeled with calculations based on standard third-order response function theory [123]; the implications were discussed.

In Chapter 5 we further refined our studies by performing new experiments, with finer scanning of $T$ and better signal to noise. We also developed the analysis by using the complex-valued 2D-ES maps, which enable the recovery of the frequency sign of any oscillation during $T$, further discriminating Feynman diagrams. As a result, we observed
that the interference effect became substantially less pronounced, which we were once again able to explain through careful analysis of the work by Butkus et al..

We proceeded to note that the laser spectrum used up to that point compares to the molecular absorption in a way that is not usually attainable for most systems of interest which absorb in the visible spectral range. We then performed the same experiment and analysis with a spectrum that more closely resembles typical experimental conditions and found that coherent oscillations within the excitation-emission spectral range disappear completely. Further, the remaining signatures match exactly those expected for pure electronic coherences. We showed that the rather counterintuitive results can be properly understood considering whether all field-matter interactions in the contributing Liouville-space pathways lie within the laser spectrum, demonstrating that the unexpectedly missing pathways had either the second or third (or both) field-matter interaction that did not satisfy this condition. Finally, we extended this understanding of the role of the laser spectrum to propose and demonstrate a 2D-ES experiment that can be used to benchmark coherences associated with the ground state only. Hence, this new experiment complements the previous experiment, in which the coherence signatures were ambiguous, allowing clear determination of the nature of coherences using only 2D-ES.

In summary, our results show that 2D-ES can indeed be used to thoroughly study coherent couplings as envisioned in its early days. However, the previously unreported phenomena that arose from our study of vibrational coherences show that 2D-ES can only reach its full potential through sophisticated data analysis that meticulously and rigorously considers the many details involved in third-order signals. Further, very high quality data is required for complex systems. In this sense, 2D-ES is not very different to other advanced spectroscopic techniques such as X-ray crystallography or NMR: while the basic concepts are reasonably simple, very intricate technical knowledge of both experiment and theory is required to make the most use of it.
Appendix A

Calculations of 2D-ES Spectra

Here we describe the calculation of 2D-ES spectra used in section 4.3. The procedure employed to calculate the 2D spectra is similar to that reported in references [77,132,150], being based on third-order perturbation theory and a spectral density described by a Brownian oscillator model [183]. If we assume the rotating wave approximation then the response function is reduced to eight different terms: $R_n, n \in \{1, 2, 3, 4\}$ and their complex conjugates. If the excitation pulses are treated as Dirac delta functions, as used in our calculations, then the third order nonlinear polarization is just proportional to the sum of all eight response functions, which we need to model. As a first approximation it is reasonable to model the porphyrin chromophore as an electronic two-level system, with the coupled vibration modelled with a spectral density $C(\omega)$. Given a known temperature independent spectral density, by means of the cumulant expansion [23] one can obtain the line shape functions as:

$$g(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \left(1 - \cos (\omega t)\right) \coth \left(\frac{\beta \hbar \omega}{2}\right) \frac{C(\omega)}{\omega^2} + \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega \left(\sin (\omega t) - \omega t\right) \frac{c(\omega)}{\omega^2},$$  

(A.1)

where $\beta = \frac{1}{k_B T}$. If the line shape function is known, the linear absorption can be calculated as:

$$\sigma_{ABS} = |\mu_{eg}|^2 \text{Re} \left[ \int_{-\infty}^{\infty} dt e^{i\omega_{eg} t - g(t)} \right],$$  

(A.2)

where $\mu_{eg}$ and $\omega_{eg}$ are respectively the transition dipole moment and frequency of the ground to first electronic state transition. Finally, the third order response functions can
be calculated as:

\[ R_1 = e^{-i\omega g \tau} e^{-i\omega g \tau + g(T) - g(t) + g(T + t) - g(T + t + \tau)} \]

(A.3)

\[ R_2 = e^{i\omega g \tau} e^{-i\omega g \tau + g(T) - g(t) + g(T + t) - g(T + t + \tau)} \]

(A.4)

\[ R_3 = e^{i\omega g \tau} e^{-i\omega g \tau + g(T) - g(t) + g(T + t) - g(T + t + \tau)} \]

(A.5)

\[ R_4 = e^{-i\omega g \tau} e^{-i\omega g \tau + g(T) - g(t) + g(T + t) - g(T + t + \tau)} \]

(A.6)

The third-order nonlinear response function in the time domain is given by \( S^{(3)}(\tau, T, t) = R_1 + R_2 + R_3 + R_4 \), and it can be converted to the usual 2D-ES maps by performing Fourier transforms on the coherence and detection times:

\[ S^{(3)}(\omega, \tau, T, \omega, t) = \int_{-\infty}^{\infty} d\tau \int_{-\infty}^{\infty} dt S^{(3)}(\tau, T, t) e^{i\omega \tau} e^{-i\omega t}. \]  

(A.7)

Having this equations, we can approach the modelling problem systematically by first finding a spectral density \( C(\omega) \) that adequately describes the linear absorption of our real sample and then calculate the third-order nonlinear response function. Our treatment of the spectral density is based on a Brownian oscillator model which allows us to account for intramolecular vibrations coupled to the electronic transition (underdamped oscillator) as well as bath fluctuations (overdamped oscillators) [77, 150]. This approach accounts for the Stokes-shift and satisfies the fluctuation-dissipation theorem. To properly model the porphyrin monomer data we needed to include three overdamped Brownian oscillators:

\[ C_0(\omega) = \sum_{i=1}^{3} 2\lambda_i \frac{\omega \Lambda_i}{\omega^2 + \Lambda_i^2}, \]  

(A.8)

where \( \lambda \) is the coupling strength (sometimes also referred to as the reorganization energy), \( \Lambda \) is the inverse of the fluctuation correlation time and the sum is over the three different oscillators we used. The underdamped oscillator used to model the intramolecular vibration has spectral density given by:

\[ C_u(\omega) = \frac{2\sqrt{2}\lambda \omega_0^2 \gamma}{(\omega^2 - \omega_0^2)^2 + 2\gamma^2 \omega^2}, \]  

(A.9)

where \( \gamma \) is the damping constant and \( \omega_0 \) is the oscillator frequency. The parameters used in order to match the linear absorption of the electronic transition we are studying are listed
in tables A.1 and A.2. The resulting linear absorption from this model is compared to the sample’s linear absorption in figure A.1 (a). The quality of the match is adequate up to 16000 cm$^{-1}$, after which it breaks down as there is some overlap with the $Q_y$ band centred at 17000 cm$^{-1}$. Although the laser spectrum used for the 2D-ES measurements did have significant amplitude up to 16500 cm$^{-1}$ the calculated linear absorption is still adequately describing the main electronic transition and the first peak of the vibronic progression due to the 375 cm$^{-1}$ mode, and all predicted peaks in the schematic 2D-ES maps have both excitation and detection wavenumbers smaller than 16000 cm$^{-1}$. Therefore we expect this model to suffice to describe the spectral regions we are interested in.

$$\begin{array}{c|c|c|c}
\omega_0 & \lambda & \gamma \\
\text{(cm}^{-1}) & \text{(cm}^{-1}) & \text{(cm}^{-1}) \\
380 & 275 & 9 \\
\end{array}$$

Table A.1: Parameters used for the underdamped oscillator.

$$\begin{array}{c|c|c|c}
\lambda & \Lambda \\
\text{(cm}^{-1}) & \text{(cm}^{-1}) \\
\text{Mode 1} & 21 & 83 \\
\text{Mode 2} & 19 & 8.3 \\
\text{Mode 3} & 16 & 0.33 \\
\end{array}$$

Table A.2: Parameters used for the overdamped oscillators.

Figure A.1: (a) Calculated (red) and experimental (black) linear absorption spectra for the zinc-porphyrin monomer. (b) Comparison between the center line slope (CLS) between measured (black) and calculated (red) data.

The calculated absorptive 2D-ES maps using this model at early population times (30 to 80fs) are shown in figure A.2 and the corresponding experimental spectra are shown in figure A.3. The very good match between simulation and experiment is apparent, especially for times longer than 40 fs, when pulse overlap effects are absent. To estimate whether the overdamped Brownian oscillators used are indeed giving a fair account of
the system-bath relaxation mechanisms we have plotted the center line slope for both experimental and simulated data in figure A.1 (b). The center line slope (CLS) is a quantity used to describe the shape of peaks in 2D maps and it is often used to study phenomena such as spectral diffusion [33]. To compute the CLS one considers cuts of the 2D maps parallel to the excitation axis. For each such cut, the 2D signal will have a maximum, and a curve is drawn in the 2D map that passes through all of those maxima. This curve is then fitted to a line, the inverse slope of which is called the CLS. Therefore a peak completely elongated along the diagonal will have CLS of 1, whereas a completely round peak will have a CLS of 0 [184].

Figure A.2: Simulated absorptive 2D-ES maps from 30 to 80 fs for the two-level electronic system model coupled with the spectral density described in this section. The red star marks the position of peak F from figure 4.5a.

By applying this algorithm to both our calculated and experimental 2D-ES maps we obtained the results shown in figure A.1 (b), where the good agreement between the relaxation time scales can be seen. The oscillations present in both CLS traces are due to the 380cm\(^{-1}\) mode and they cannot be fully reproduced by this calculations, which we attribute to numerical artefacts that arise from the multiple Fourier transforms involved in the calculations. It is nonetheless interesting to note that the spectral diffusion of the porphyrin chromophore is captured by this model.
Figure A.3: Experimental absorptive 2D-ES maps from 30 to 80 fs for the two-level electronic system model coupled with the spectral density described in this section. The red star marks the position of peak F from figure 4.5a.
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