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INTRODUCTION

The present paper explores a new approach for use in experimental philosophy's much discussed ‘Warrant Project’. This project deploys em-
 empirical methods and findings to assess intuitions’ evidentiary value and philosophers’ warrant for accepting them [review: Stich and Tobia (2016)]. Most contributors to it are ‘restrictionists’ who seek to expose reliance on unsound intuitions, so as to restrict philosophical use to intuitions which have evidentiary value [review: Alexander (2012), pp. 70-89]. Restrictionists have typically focused on intuitions adduced as evidence for philosophical theories. They have employed surveys and experiments mainly to study the sensitivity of particular intuitions to apparently otiose parameters like cultural background and socio-economic status, gender, age, personality type, order of presentation and framing effects. From sensitivity to such parameters, restrictionists infer lack of evidentiary value. This approach has attracted methodological objections [review: Fischer and Collins (2015)]. In particular, studies concerning demographic parameters (like gender or cultural background) have also encountered replication issues [see, e.g., Lam (2010); Nagel et al. (2013), Seyedsayamdost (2015a, 2015b)]. It is therefore timely to explore an alternative approach, known as the ‘Sources Project’ [Pust (2012)] or ‘cognitive epistemology’ [Fischer (2014)].

This emerging research program develops and tests psychological explanations of intuitions, which help assess their evidentiary value. It traces intuitions back to automatic inferences, i.e., to largely automatic cognitive processes which duplicate inferences with normative or heuristic rules. Like cognitive psychology, cognitive epistemology conceptualises intuitions as judgments based on automatic inferences [Kahneman and Frederick (2005)], which are accompanied by high levels of subjective confidence [Thompson et al. (2011)], regardless of whether or not the thinker endorses them upon reflection. The best developed approach in cognitive epistemology constructs ‘GRECI explanations’ [Fischer et al. (2015)] which trace intuitions back to cognitive processes which are generally reliable but predictably engender cognitive illusions, under specific circumstances. E.g., a prominent research-line traces intuitive knowledge-attributions to a ‘mind-reading’ competency, which is argued to be generally reliable [Boyd and Nagel (2014)] though subject to specific biases, including an egocentrism bias [Alexander et al. (2015)], focal bias [Gerken and Beebe (2016)], and ‘anti-inferential bias’ [Turri (2015)]. The ultimate aim is to develop ‘epistemic profiles’ of cognitive processes that tell us under what conditions we may (not) trust the intuitions they generate [Weinberg (2015)]. This approach has been used to defend (restricted) use of intuitions as evidence for philosophical theories [e.g., Nagel (2012)].

We seek to extend these efforts in two crucial ways [see also Fischer et al. (2015); Fischer and Engelhardt (2016)]. First, we shift the focus
from domain-specific processes (like ‘mind-reading’) to domain-general processes which potentially shape philosophical thought on any topic, but have so far been neglected by experimental philosophers: We examine routine language processes which go on automatically whenever we produce or understand texts or utterances – crucially, e.g., when thinkers formulate or read verbal descriptions of possible cases, in philosophical thought experiments or argument. Second, we explore a fresh philosophical use of the new approach, beyond philosophical theory construction: We focus on the conditions under which generally reliable cognitive processes generate cognitive illusions, and employ these debunking explanations to develop new diagnostic solutions to characteristic philosophical problems – viz., problems which ultimately arise from clashes between (unsound) paradoxical intuitions and background beliefs.

This paper considers a paradox at the root of the classical ‘problem of perception’ [Smith (2002)], which has again become a focus of debate [review: Crane and French (2015)]. We analyse the intuitive paradox and outline an empirically grounded ‘diagnostic’ approach for resolving it (Section I). To implement the approach, we then develop a psycholinguistic explanation that debunks the underlying intuitions (Section II). We finally present two experiments that test the key hypotheses on which our explanation relies (Section III). We thus explore the use of fresh psycholinguistic tools and the pursuit of diagnostic aims in experimental philosophy – adding a new ‘diagnostic’ string to its bow.

I. A PHILosophical PARADOX AND A Diagnostic APPROACH

Many characteristically philosophical problems arise from philosophical paradoxes: Persuasive arguments lead from intuitive or uncontroversial premises to a conclusion q apparently at odds with a common-sense conviction p. This creates the impression of a difficulty about the very possibility of p, and has us wonder, ‘How is it possible that p (given that q)?’ [Fischer (2011), Papineau (2009)]. E.g.: Arguments ‘from illusion’ and ‘from hallucination’ both lead to the conclusion that when people use their five senses, they are (directly) aware only of subjective perceptions or sense-data. This conclusion apparently clashes with common sense and thus motivates the question: ‘How is it possible for us to see and otherwise perceive physical objects (given that we are directly aware only of sense-data)?’ – the ‘problem of perception’ [Smith
J. L. Austin famously argued that we should not try to answer this question, but come to see through it, by ‘unpicking’, in the arguments that motivate it, ‘a mass of seductive (mainly verbal) fallacies’ [Austin (1962), pp. 4-5]. Regardless of whether they hunt for verbal fallacies, diagnostic approaches (in our sense) try to resolve problems of this kind by showing that we lack warrant for accepting the conclusions q that engender them, so that the impression that a problem about p arises from q is unwarranted, and the question, ‘How is it possible that p, given that q?’ is ill-motivated.

Where the arguments for q rely on intuitions that are themselves accepted without any (further) evidence or argument, cognitive epistemology can provide the critical input for such a diagnostic approach, and provide it with empirical foundations: We are justified in accepting claims at odds with common sense only if we have positive reasons in their support [Williams (2001), p. 25].\(^1\) The paradoxical argument suggests that some of the underlying intuitions are at odds with common sense. Where thinkers accept these intuitions in the absence of supporting evidence or argument, they can only point to the mere fact that they have these intuitions, to justify accepting them. Thinkers’ warrant for accepting them then depends upon the intuitions’ evidentiary value: on whether or not the mere fact the thinkers at issue have them, as and when they do, speaks for the intuitions’ truth (and thus constitutes a positive reason in their support).

If available, a debunking explanation then shows us that some of the relevant intuitions are generated by a process that predictably misfires under conditions which prevail (also) in the formulation of the paradoxical argument. Such a finding reveals that these intuitions have no evidentiary value, and that the targeted thinkers lack warrant for accepting these intuitions – and hence for accepting the argument that leads from them to the paradoxical conclusion which engenders their problem [Fischer et al. (2015)]. Elsewhere, we have developed and tested such an explanation of the intuitions that underlie ‘arguments from illusion’ [Fischer and Engelhardt (2016)]. We now do the same for ‘arguments from hallucination’. Together, our – debunking – explanations facilitate a fresh diagnostic resolution of the ‘problem of perception’.

Lacking empirical knowledge about the phenomenon of hallucination, analytic proponents of the ‘argument from hallucination’ have typically assumed merely that it is possible that ‘one perceives’ a physical object which is not there at all’ [Ayer (1956/1990), p. 90], and proceeded from brief descriptions of hypothetical cases, mainly of visual hallucination...
[also e.g. Jackson (1977), Smith (2002)]. They typically distinguish between different senses of perception-verbs like “see”: The relevant case-descriptions, they explain, use these verbs in a purely *phenomenal sense* which serves merely to describe people’s experiences and which lacks the existential and spatial implications that “see” ordinarily has. Here is a classic statement:

Let us take as an example Macbeth’s visionary dagger: since we are concerned only with what is possible, the fact that this episode may be fictitious does not matter. There is an obvious [ordinary] sense in which Macbeth did not see the dagger; he did not see the dagger for the sufficient reason that there was no dagger there for him to see. There is another [viz., phenomenal] sense, however, in which it may quite properly be said that he did see a dagger; to say that he saw a dagger is quite a natural way of describing his experience. But still not a real dagger; not a physical object; not even the look of a physical object, if looks are open to all to see. If we are to say that he saw anything, it must have been something that was accessible to him alone, something that existed only so long as this experience lasted; in short a sense-datum [Ayer (1956/1990), p. 90].

The argument’s second half then postulates that in this possible scenario the subject’s experience is qualitatively indistinguishable from the experience of seeing a physical object; it assumes that qualitatively indistinguishable experiences involve awareness of the same kind of object; and it concludes that all cases of perception involve awareness of sense-data. This second half has attracted considerable criticism [review: Smith (2002)].

Already the argument’s first half, however, involves a curious leap of thought: The verb “to see” is explicitly used here in a phenomenal sense, to ‘describe[e] his experience’ [Ayer (1956/1990), p. 90]: “He saw a dagger” is to mean ‘He had an experience as of / like that of / seeing a dagger’. An experience (event) is being described by comparing it to that of seeing a certain physical object, and said to be (in some respects) similar. This does not require that the object ‘seen’ be around, when the subject has the experience thus described; as Ayer stresses [ibid.], “see” carries no existential or spatial implications when used in this sense. What it does require is that the experience be in some respects similar to that of seeing a solid, physical dagger (rather than, say, that of seeing the shadow of a dagger). But the case-description explicitly postulates that ‘an experience of this sort is like the experience of seeing a real physical object’ [ibid.], rather than like that of seeing a shadow or other non-physical object, and the second half of
the argument even assumes that the two are exactly alike. In the phenomenal sense, Macbeth can therefore be said to see ‘a real dagger’, but cannot be said to see a non-physical object. What is ‘special’ is the sense in which the argument uses the verb “see” (viz. the phenomenal sense), not the object ‘seen’ in this sense.

As typically stated, the argument from hallucination does not itself provide any further argument to show that having a hallucination and, e.g., undergoing an experience like that of seeing a dagger, involves seeing some non-physical object. Rather, the argument’s protagonists simply leap from the premise that Macbeth ‘did see a dagger’ to the conclusion that there is a non-physical object of sight [e.g., Price (1932), pp. 28-9; Ayer (1956/1990), p. 90; Jackson (1977), pp. 50-51; Smith (2002), pp. 194-5)]. Why did they do this? And why did they do this even after stressing that the use of “see” and its cognates in this argument is special (viz., phenomenal)?

The explanation we will develop and experimentally test below rests on the hypothesis that competent speakers build up habits of spontaneous inference from familiar words. These habits are shaped by the words’ dominant use. Under certain circumstances, speakers/hearers cannot help making inferences licensed by a dominant ordinary use or sense of a word, even in contexts where they use the word in a special sense that does not licence these inferences. When used in the phenomenal sense, ‘Macbeth sees a dagger’ states that Macbeth has an experience similar to that of seeing a dagger, but does not imply that there is anything he sees (in any sense of the verb). When “see” is used in its dominant visual sense, however, there is something the subject sees, namely, before his eyes, in his vicinity. Thus, a contextually inappropriate spatial inference leads from the premise that, in some (viz. the phenomenal) sense,

(1) ‘Macbeth sees a dagger’ to the intuition

(2) There is a dagger before Macbeth’s eyes, in his vicinity.

But, by assumption, there currently is no physical object answering to the description of ‘dagger’ before Macbeth’s eyes (though perhaps elsewhere). I.e.:

(3) There is no physical dagger before Macbeth’s eyes.

Proponents of the argument therefore infer from (2) and (3) that

(4) There is a non-physical dagger before Macbeth’s eyes.
Reflective integration with intuitive introspective conceptions of the mind suggests this non-physical dagger is before Macbeth’s inner eye, in his mind (the most intimate vicinity).

Though very basic, the inference to (4) – a kind of disjunctive syllogism – is beyond the capabilities of automatic cognition [Reverberi et al. (2012)]. This move is controlled. The one automatic inference is to (2). We submit that the intuitive argument ultimately rests on this intuition, and (2), in turn, on contextually inappropriate spatial inferences from the phenomenal use of “see”. We will now develop and test a psycholinguistic GRECI explanation (see above) that debunks this intuition, and shows that proponents of the argument lack warrant for accepting it.

II. A PSYCHOLINGUISTIC EXPLANATION

Stereotypes are sets of properties which come to mind first, and are easiest to process, when we hear those expressions. They are associated with both nouns [Hare et al. (2009)] and verbs [Ferretti et al. (2001), Harmon-Vukic et al. (2009)], and can be elicited, e.g., through sentence-completion tasks:

Joe is so easily manipulated. He is so______.
Jack is good at manipulating people. He is so _____.

Verbs can be associated with typical features of events, agents, and ‘patients’, which jointly form structured stereotypes (a.k.a. ‘generalized situation schemas’). E.g., manipulators are typically cunning and shrewd, and their victims naïve and gullible, so the verb “manipulate” is associated with ‘cunning’ and ‘shrewdness’ as agent-properties, and ‘naiveté’ and ‘gullibility’ as patient-properties. Such associations guide spontaneous inferences from those expressions.

Stereotypical inferences are supported by automatic activation processes in semantic memory [McRae and Jones (2013)]. According to the well-supported graded salience hypothesis [Fein et al. (2015), Giora (2003)], a linguistic stimulus activates – i.e. makes more readily available for use by cognitive processes from word recognition to inferencing – all semantic and stereotypical features associated with the expression, in any of its uses or senses. Crucially, the speed and strength of initial activation depends
upon the ‘salience’ of the sense or use. Such salience is a function of familiarity, conventionality, frequency, and prototypicality [Giora (2003)], i.e., of how familiar the sense or use is to the subject, of how conventional it is, of how frequently the expression is employed in this sense (rather than another), and (where appropriate) of how good examples of the relevant category it stands for in that sense. Features associated with the expression’s most salient use are activated regardless of context. E.g., the ambiguous stimulus “mint” activates the probe ‘candy’ rapidly and strongly, even where it is clearly used in a less frequent sense (prime: ‘All buildings collapsed except the mint’) [Simpson and Burgess (1985), Till et al. (1988)].

Such context-insensitive activation processes which are ‘stimulus-driven’ initially run in parallel with context-sensitive processes which are ‘expectation-driven’. Their outputs are subsequently integrated: Processes including reinforcement and decay [Oden and Spira (1983)], and suppression [Faust and Gernsbacher (1996)] may mitigate initial activation, namely, in the light of contextual cues, explicit indications of deviation from relevant stereotypes, and explicit marking of less salient uses [Givoni et al. (2013)]. Within a neo-Gricean framework, the interplay of these processes is captured by the

I-heuristic: In the absence of explicit indications to the contrary, infer that situations talked about conform to stereotypes associated with the nouns and verbs used. [Levinson (2000); cp. Garrett & Harnish (2007)].

The processes indicated occur in both comprehension and production of speech and text [Levelt (1989), Pickering and Garrod (2013), Stephens et al. (2010)]. They are hence set to duplicate inferences in line with the I-heuristic not only in interpersonal communication but also in the sort of sub-vocalised speech characteristic of philosophical thought.

The strength of stereotypical association is largely a function of observed co-occurrence in the subject’s physical and linguistic environment [Lund and Burgess (1996)]. In the absence of biasing media (e.g., British tabloids continually vilifying the EU), stereotypes therefore encode reasonably accurate information about the co-occurrence of features and relations in the subject’s environment [Bullinaria and Levy (2007)]. In particular, when the activation of stereotypical associates interacts with context-sensitive processes, the resulting inferences in line with the I-heuristic tend to lead to reasonably accurate conclusions [Fischer et al. (2015)]. Under certain conditions, however, the underlying activation processes are liable to misfire and generate cognitive illusions. One such
condition is extensive disparity of salience between different uses of an expression. Where one use of an expression is very much more salient than all others, and the expression enjoys strong stereotypical association with certain features, in this most salient use, speakers/hearers are liable to infer the presence of these features also from a less salient use of the expression, regardless of contextual propriety – and even in the face of explicit indications that the expression is used in a less salient sense [Giora (2003), Simpson and Burgess (1985)]. In this case, even competent speakers/hearers will unwittingly violate the I-heuristic and make inappropriate stereotypical inferences.

We hypothesize that this happens in the argument from hallucination. The verb “see” is used in at least 12 different senses (see below). These include a literal visual sense (‘Bob saw the builders fixing the road’), a metaphorical epistemic sense (‘Jane saw Joe’s point’, i.e. she knew what his point was), and an extended phenomenal sense (‘Hitting his head, Jack saw stars’). According to our first hypothesis,

H1: The visual sense of “see” is much more salient than its other (e.g. epistemic or phenomenal) senses.

The phenomenal sense is employed in the case-descriptions that serve as initial premises of the argument from hallucination (‘Macbeth saw a dagger’). We hypothesize further that proponents of the argument then make contextually inappropriate stereotype-driven inferences from those premises: We assume that the most salient visual sense of “S sees X” has a strong stereotypical association with spatial patient-properties, namely, with ‘X is in front of S’ and ‘X is before S’s eyes’ (directional implications) and with ‘X is around (S) to be seen’ and ‘X is within S’s range of vision’ (proximity implications). On this basis we hypothesize that

H2: Competent speakers/hearers infer spatial patient-properties stereotypically associated with the visual sense of “see” also from markedly less salient uses, regardless of contextual propriety.

Such a stereotypical inference, we submit, leads proponents of the argument from hallucination from non-salient uses like ‘When hallucinating, Macbeth sees a dagger’ to the intuitive judgment that there is a dagger before Macbeth’s eyes (outer or inner). H1 and H2 could jointly explain the intuition we identified as the intuitive source of the argument from hallucination. But both hypotheses may well seem incredible: Various
linguists we consulted were sceptical that the visual sense of “see” should be markedly more salient than, say, the epistemic sense; and some philosophers found the suggestion that competent speakers might make spatial inferences even from sentences like ‘Jane saw Joe’s point’ outright preposterous. We conducted three studies to test our hypotheses.

III. EXPERIMENTS

In following up H1, we bear in mind that salience is a function of familiarity, conventionality, frequency, and prototypicality. ‘I see your point’ does not strike us as less familiar or conventional than ‘I see a knife’. We suggest that salience differences are due to differences in frequency and prototypicality. We conducted a corpus analysis to establish frequency differences, and a production experiment to examine prototypicality differences.

We analysed a sample of 1000 sentences using “see” drawn at random from the British National Corpus (BNC). We took a list of senses of “see” with dictionary explanations and examples from the Macmillan Dictionary (MEDAL), and assessed in which of these senses sentences employed the verb. We found that “see” was used far more frequently in a visual sense (68%) than in an epistemic (12.4%) or doxastic sense (9.7%), and far more frequently in either of these than in the phenomenal sense (1.1%). The remainder (8.8%) was made up of a variety of further uses, all individually below 5%. Chi-square tests showed these frequency differences were significantly different from chance ($\chi^2(3) = 1162.1, p < .001$). Paired comparisons (e.g. visual vs. epistemic, epistemic vs. phenomenal) showed that all differences were significant ($p < .01$) (except for epistemic vs. doxastic, $p > .05$). In particular, visual uses were statistically more frequent than epistemic and doxastic uses which, in turn, were statistically more frequent than phenomenal uses. Would they also stand out in terms of prototypicality?

Experiment 1

Approach and Predictions: Prototypicality is a matter of what kind of examples or cases of, e.g., ‘seeing’ come to mind first and foremost, and are deemed the best examples of, say, seeing [Smith et al. (1974)]. It is usually assessed through listing, sentence-completion, or typicality-rating tasks [Battig and Montague (1969), Chang (1986)]. We employed a sen-
tence-completion task to garner evidence for prototypicality differences
tween different senses of “see”. In line with H₁, we predicted that, in
completing sentence stems like “Jane sees___”, participants will come up
with significantly more visual than epistemic or phenomenal examples of
seeing, i.e., produce more sentences that employ the verb in a visual than
in an epistemic or phenomenal sense.

Methods: 21 undergraduate psychology students from the University
of East Anglia participated for course credit. We administered a paper-
and-pencil questionnaire asking them to provide up to 10 written com-
pletions of 4 sentence stems. Since philosophical statements of argu-
ments from hallucination often employ “is aware of” alongside “see”,
and the former may make subjects more likely to think of non-visual ob-
jects (and hence, subsequently, of non-visual senses of “see”), we pre-
sented stems with both verbs, viz. Jane sees____, Cathy was aware of
____, Bob saw____, Harry is aware of____, in this order. To dis-
courage mono-topical response strategies, participants were instructed to ‘try to
give varied responses’. Two judges were given dictionary explanations
and examples from MEDAL (as above) and asked which senses were used
by the “see”-sentences participants produced. They also assessed wheth-
er “aware”-sentences employed this verb in a perceptual, or non-
perceptual manner, guided by the question: Is the protagonist seeing,
hearing, or feeling whatever it is s/he is said to be aware of, in the situa-
tion talked about? Ambiguous sentences were not classified.

Results: For “see” stems, we could classify 308 out of 312 com-
pletions. Of these, 269 (87%) clearly employed MEDAL’s sense 1 (‘notice with
eyes’) and 14 (4.5%) clearly sense 2 (‘meet/visit someone’). 7 (2.2%) em-
ployed sense 4 (know or understand something), 3 (1%) sense 5 (‘consider
in a particular way’), 3 (1%) sense 6 (‘imagine someone/something’), 2
(0.6%) sense 7 (‘find something out’), and 5 (1.6%) the phenomenal sense.
For further analysis, we grouped together visual senses 1 and 2, doxastic senses
5 and 6, epistemic senses 4 and 7, and compared them with the phenomenal
sense: 288 (93.5%) of classified completions employed a visual sense,3 9
(2.9%) an epistemic sense, and 6 (1.9%) a doxastic sense. A chi-square test
revealed that the observed frequency differences between visual, epistemic,
doxastic, and phenomenal senses were significantly different from chance
(χ²(3) = 771.0, p < .0001). A comparison of visual versus epistemic uses
showed that the observed frequencies were also significantly different
from chance (χ²(1) = 262.1, p < .001). The comparison of epistemic and
doxastic uses revealed no significant difference, as did their comparison
with the phenomenal use ($p > .20$). The latter is arguably due to the small sample size and the huge preponderance of visual uses. The visual use of “see” is much more prototypical than any of the other uses.

For “aware” stems, we could classify 298 out of 324 sentence completions. Of those 160 were non-perceptual and 138 were perceptual. A chi-square test revealed that the observed frequencies were not significantly different from chance ($\chi^2(1) = 1.62, p > .20$). Thus, there was no significant preference to apply “S is aware of X” to either perceptual or non-perceptual cases. Hence “aware” may indeed make people think of non-visual objects and senses of “see”, and we investigated whether the number of non-visual completions for “see” increased from the first “see”-stem (presented before the first “aware”-stem) and the second (presented after the “aware”-stem). We found an equal number (10) of non-visual uses in completions of both; in the second “see” stem, they occurred a little earlier than in the first (mean positions: 4.6 vs. 3.2), but an independent samples t-test revealed this difference in ordinal position was not statistically significant ($t(18) = 1.37, p = .19$).

Discussion: This means that competent speakers/hearers think first and foremost of visual cases of seeing – even when they have been primed to think of non-perceptual cases (through completions of an “aware” stem). The fact that 94% of completions made visual use of “see” and only 3% and well under 2%, respectively, used the epistemic or phenomenal sense, strongly suggests that the disparity in prototypicality between these uses is even larger than the already extensive disparity in frequency that emerged from our corpus analysis. Since salience is largely a function of frequency and prototypicality, our findings are fully consistent with our hypothesis $H_1$ and establish the kind of extensive disparity in salience between different uses of “see” that may, according to our hypothesis $H_2$, lead competent speakers/hearers to infer features that are stereotypically associated with the most salient use, also from less salient uses that are devoid of those associations.

Experiment 2

Approach and Predictions: In examining $H_3$, we focused on spatial (directional and proximity) inferences from epistemic uses of “see”. These uses are no less (and probably more) prototypical than the phenomenal uses of philosophical interest (Exp.1), are demonstrably more frequent (Corpus Analysis), and probably more familiar and conventional. In a nutshell, they are more salient than phenomenal uses. Demonstrating
that competent speakers make spatial inferences from epistemic uses hence warrants the stronger conclusion that such inferences will be made not only from the uses examined but also from other uses of comparable and lower salience – including doxastic and phenomenal uses.

We used a forced-choice plausibility-ranking task: Participants have to indicate which of two similar sentences (a or b) strikes them as more plausible. Judgments must be made as quickly as possible and even in the absence of a clear-cut preference. Sentences differ only in a word or phrase ('minimal pairs'), e.g:

44a. Mona is aware of the drivers ahead of her in the queue.
44b. Mona sees the drivers ahead of her in the queue.

56a. Laura sees the drivers behind her in the queue.
56b. Laura is aware of the drivers behind her in the queue.

The sequel or context is either consistent (as in 44) or inconsistent (as in 56) with the hypothesised stereotypical inference from the verb of interest (e.g. directional inference from “see” to ‘The drivers she sees are in front of her’), i.e., ‘s-consistent’ or ‘s-inconsistent’.

Suppose that directional inferences are made from “S sees X” to ‘X is in front of S’. Then their clash with s-inconsistent sequels as in 56 (‘behind her’) will reduce the subjective plausibility of the overall sentence. But no such inferences will be made from the spatially neutral “is aware of”. So if participants make directional inferences from “see”, their preference for “see” – over “aware”–sentences will be significantly lower in s-inconsistent items like 56, than with s-consistent items like 44. Our hypothesis $H_2$ then translates into the bold prediction that this will hold true even where “see” is used in a metaphorical, epistemic sense clearly devoid of spatial implications, as in:

13a. Joe sees the problems that lie ahead.
13b. Joe is aware of the problems that lie ahead.

99a. Jack sees the problems he left behind.
99b. Jack is aware of the problems he left behind.
I.e.: Even in such metaphorical contexts, participants will prefer ‘see’-sentences significantly less often in s-inconsistent items (like 99) than in s-consistent items (like 13).\(^5\)

*Methods:* 49 undergraduate psychology students from the University of East Anglia participated for course credit. We administered a paper-and-pencil questionnaire with 120 minimal pairs. 24 critical items contrasted “see” and “aware”, to test for directional inferences, and 24 tested for proximity inferences by contrasting “see” and “think of” (where it is evident that you can just as well think of things that are not around). Critical items consisted of pairs of s-consistent and s-inconsistent items, for visual and epistemic contexts, respectively, with 6 items in each of the following categories:

**Visual, s-consistent**

29a/b. Hillary spent the week at home. She saw/thought of her parents a lot.

**Visual, s-inconsistent**

36a/b. Shirley spent the week all alone. She saw/thought of her parents a lot.

**Epistemic, s-inconsistent**

50a/b. Bill thinks of/sees points to be made in favour of the motion. There are none at hand.

**Epistemic, s-consistent**

55a/b. Will thinks of/sees points to be made in favour of the motion. There are a couple at hand.

Epistemic contexts were created by combining “see” with objects that can be known or understood but not literally ‘seen’ (like problems or points in favour). The design of the study was 2 × 2 (visual/epistemic × s-consistent/s-inconsistent). Separate repeated-measures ANOVAs (with follow-up t-tests) were run on see/aware and see/think items separately.

*Results* confirmed our predictions: In visual cases, “see” was preferred over “aware” 96% of the time in contexts consistent with directional inferences (like item 44), but only 5% of the time in contexts inconsistent with them (like item 56). This drop was significant (comparison s-consistent/s-inconsistent: \(t(48) = 45.35, p < .001\)). Crucially, a
similar drop, if from lower heights, could be observed in epistemic cases. In these cases, metaphorical “see” and “aware” were felt to be equally good choices in s-consistent contexts (like item 13): metaphorical “see” was preferred 44% and “aware” 56% of the time. The slight preference for “aware” in this epistemic/s-consistent condition was not significantly different from chance ($t(48) = 1.90, p = .06$). But, crucially, metaphorical “see” was preferred over “aware” only 8% of the time when the context was inconsistent with directional inferences (as in item 99) – a significant drop (comparison s-consistent/s-inconsistent: $t(48) = 9.26, p < .001$). See Figure 1.
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**Figure 1** – Exposing directional inferences: Results showing proportion of preferences for “see” over “aware” in visual and epistemic conditions, for s-consistent and s-inconsistent contexts.

A similar pattern emerged in testing for proximity inferences: In visual cases, “see” was preferred over “think of” 95% of the time in contexts consistent with such inferences (like item 29), but only 2% of the time in contexts inconsistent with them (like item 36). This drop was significant (comparison s-consistent/s-inconsistent: $t(48) = 43.83, p < .001$). Again, there was a similar drop, if from lower heights, in epistemic cases: In these cases, metaphorical “see” was preferred over “think of” 58% of the time, in s-consistent contexts (like item 55) – a marginal preference.
still shy of statistical significance ($t(48) = 1.99, p = .053$). But, crucially, metaphorical “see” was preferred over “think of” only 5% of the time when the context was inconsistent with proximity inferences (as in item 50) – another significant drop (comparison s-consistent/s-inconsistent: $t(48) = 12.75, p < .001$). See Figure 2.

**Figure 2** – Exposing proximity inferences: Results showing proportion of preferences for “see” over “think of” in visual and epistemic conditions, for s-consistent and s-inconsistent contexts.

**Discussion**: Our hypothesis H$_2$ implies that where “see” is used in a less salient metaphorical sense in which it is clearly devoid of spatial implications, competent speakers will nonetheless reject “see” in favour of verbs that work equally well in the relevant contexts but lack spatial associations. This is precisely what we found: As long as items were s-consistent, participants had no pronounced preference for “aware” or “think of” over the evidently metaphorical epistemic use of “see” – these verbs were deemed to work roughly equally well in epistemic/doxastic contexts. By contrast, participants had a very pronounced preference for “aware” and “think of” in such contexts when items were inconsistent with the spatial implications of “see” – despite their evident irrelevance. This suggests that participants made spatial (directional and proximity) inferences from the verb even in these inappropriate contexts: These inferences resulted in
perceived inconsistencies with the context, which in turn lowered the subjective plausibility of the ‘see’-sentences judged in s-inconsistent contexts.

IV. Conclusion

These experiments and previous corpus analysis support hypotheses H₁ and H₂ (Section III). These hypotheses provide a psycholinguistic explanation (Section II) of the intuitions we have identified as the root of philosophical arguments from hallucination (Section I). This explanation debunks these intuitions: Arguments from hallucination employ a non-salient (phenomenal) use of a verb (“see”) that simultaneously has a use with very high salience. In case of such extensive disparity in salience, stereotype-driven automatic inferences are liable to take us from true premises which correctly make a non-salient use of the verb (“Macbeth sees a dagger”), to intuitive judgments that are contextually inappropriate (‘There is a dagger before Macbeth’s eyes’, inner or outer), whose fluency endows them with high subjective plausibility [Alter and Oppenheimer (2009), Thompson et al. (2011)], even so. The finding that a case-description employs non-salient uses of words which have highly salient different uses in ordinary discourse thus provides an ‘undermining defeater’ [Pollock (1984)] for any stereotype-driven intuitions prompted by the description: The mere fact that competent speakers/hearers have this intuition in response no longer eo ipso speaks for the intuition’s truth, and gives us no warrant to believe that something of the sort will be true in or of the case described. As we have seen at the outset (Section I), such debunking explanations of argumentatively unsupported intuitions facilitate a fresh diagnostic resolution of the targeted paradoxes.b

NOTES

1 This paragraph’s argument does not rely on the other, more controversial half of the default-and-challenge model of justification: We do not assume that
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thinkers are always justified in accepting claims endorsed by common sense, in the absence of positive reasons for doubt.

Elsewhere [Fischer and Engelhardt (2016)], we develop and test the hypothesis that related, if weaker, salience effects are at the root of arguments from illusion: These rely on stereotypical inferences from non-salient, but typically unmarked (phenomenal) uses of appearance verbs (‘X looks F to S’, etc.) to contextually inappropriate attributions of doxastic patient-properties (‘S is inclined to think that X is F’).

This includes 5 completions that were ambiguous between senses 1 and 2 (e.g. “Bob saw all of his friends”), not counted above.

For a full explanation of this powerful experimental paradigm, see Fischer and Engelhardt (2016).

In these items, also the spatial expressions are used metaphorically (e.g. ‘lie ahead’ = ‘in the future’). However, if spatial inferences are made, the impression of a conflict will arise in items like 99 from the fact that salient (here: spatial) meanings are immediately activated and retained for interpretation of spatial time metaphors [Giora and Fein (1999), Fein et al. (2015), cp. Gentner et al. (2002)].

For help with development of materials, corpus annotation, data gathering and entry, we thank Oliver Afridijanta, Mark Curtis, Ian Hare, and Aurelie Herbelot. For helpful comments, we thank Rachel Giora and an audience at the 7th Annual Conference of the Experimental Philosophy Group UK (Reading, April 2016).
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