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Abstract 

I 

 

Abstract 
Many recent innovations and inventions have contributed to rapid technological development, 

which in turn have produced a wide variety of products that have had a major impact on many 

businesses in several different domains. These products have their own contextual attributes that 

have made their usability evaluation, by using traditional usability evaluation methods (UEMs), all 

the more critical. Almost all previous usability studies have used the Heuristic Evaluation (HE) and 

User Testing (UT) methods; however, the majority of such studies have described these methods 

as being not directly applicable to the product being tested, not directly related to the context of the 

tested product, and not able to identify specific areas and types of usability problems. Furthermore, 

the lack of a methodological framework that can be used systematically to generate a domain-

specific inspection method, which can then be used to assess the usability for a product in any 

chosen domain and to improve the usability assessment process, represents a missing area in 

usability testing.   

 

Thus, the goal of this research is to generate a domain-specific inspection evaluation method that 

does not involve users in an actual testing session, i.e. one that is applied by only experts. To reach 

this goal, firstly, a systematic adaptive framework is presented, called Domain Specific Inspection 

(DSI), which is characterized as being pertinent to the context and specific target of a chosen 

domain. This framework is designed to generate a method that avoids the drawbacks of having to 

use both HE and UT, although it combines their advantages. In addition, this framework assists 

researchers as it combines feedback from both expert evaluators and potential users in the chosen 

domain in order to create a focused method. Secondly, this research seeks to validate the adaptive 

framework practically by generating a DSI method for assessing the usability of selected products. 

In this regard, websites are chosen as the targeted product, and two experiments are conducted; the 

first examines the utility of the generated DSI method on the educational domain. The second 

examines another generated DSI method on the social network domain. In both experiments, the 

DSI methods are tested intensively through rigorous validation methods and a number of usability 

metrics to verify the extent to which it achieves the identified goals, needs and requirements that 

the methods were originally developed to address, and to identify which problems are identified by 

UT but not identified by HE and/or DSI, and vice versa. Also, an investigation into whether it is 

essential to conduct the DSI method in conjunction with UT or HE will be undertaken. Furthermore, 

the roles and numbers of evaluators (together with their types) and users will be examined.   

 

The results show that the adaptive framework is able to generate a DSI method that can be used to 

generate ideas from the different perspectives of multidisciplinary teams in order to create engaging 

user experiences and to facilitate interactive design. This method enables the discovery of a larger 

number of serious problems than UT and HE. In addition, it provides optimal results with regard 

to the identification of comprehensive usability problem areas, and it is more efficient and effective 

than UT and HE, with minimum input in terms of cost and time. Furthermore, it is able to improve 

the evaluator performance; thus, the results of the single evaluators, who used the DSI method, 

provided results that approached or outperformed the effectiveness of the double evaluators, who 

used HE. Consequently, few evaluators are needed to find a majority of the usability problems if 

DSI is used. 
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1 

 

Chapter 1: Introduction 
 

 

1.1 Background  

Recent technological developments have opened the door to stiff competition amongst 

companies, forcing them to develop and produce new products on an annual basis. Nayak 

(1991, p.1) stated, “today, the pace at which companies introduce new technology has 

become a principal determinant of competitive success or failure”. Competition has 

facilitated the production of a wide variety of products, and each product has specific design 

characteristics and context for use. Consequently, there is a need to develop a specific and 

applicable usability evaluation methods (UEMs) for evaluating each product based on its 

context of use and on its particular characteristics (Inostroza et al., 2012). 

The most distinctive example of this rapid development in technology is the Internet 

revolution. The growth of the Internet and of ever-improving information technologies has 

enabled the development of a new breed of dynamic websites and applications that are 

growing rapidly in use and that have had a great impact on many businesses. These websites 

and applications should be developed in an interactive manner. Jiang (2009, p.101) defines 

Web usability as, “an application of usability in domains where Web browsing can be 

considered as a general metaphor for constructing the user interface”. In fact, the primary 

concern of interaction design is to develop interactive products or technologies that are 

usable. On this point, Rogers et al. (2011) defined the meaning of interaction design as, 

“designing interactive products to support the way people communicate and interact in their 

everyday and working lives”. This means that the products should be easy to learn, effective 

to use, and offer a pleasurable user experience. In this regard, a website is a product, and the 

quality of a product takes a substantial amount of time and effort to develop because if a 

product is produced and is then deemed not useful by the end-users, then it is classified as a 

failed product. Nielsen (2001) described this failure as, “nobody can use it and the company 

cannot make money”. He studied the impact of poor usability on e-commerce websites, and 

said, “e-commerce sites lose almost half of their potential sales because users cannot use the 
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site”. Also, he suggested that these sites have a great potential for having their usability 

improved, and that if that happens, the average site could increase its current sales by 79% 

(Nielsen, 2001). Later, Delone (2003) confirmed this by indicating that poor usability, 

usefulness or responsiveness can discourage the customer usage of an e-commerce system. 

Also, a poor commercial website can have serious consequences for the host company in a 

competitive environment (Oztekin et al., 2010);(Osterbauer et al., 1999);(Wild and Macredie, 

2000). 

In addition, website consultants and marketing specialists have understood that the number 

of hits, the customer return rate, and customer satisfaction are all directly affected by the 

usability of a website (Rogers et al., 2011). To avoid this scenario, Nayebi et al. (2012, p.1) 

assert, “companies are endeavouring to understand both user and product, by investigating 

the interactions between them”. Consequently, a high-quality product is one that provides all 

the main functions in a clear format, and that offers good accessibility and a simple layout in 

order to avoid forcing users to spend more time on learning how to use it; these are the 

fundamentals of the ‘usability’ of a product. Poor product usability may have a negative 

impact on various aspects of the organization, and may not allow users to achieve their goals 

efficiently, effectively and with a sufficient degree of satisfaction (ISO, 1998a).  

Web design is a key factor in determining the success of websites, and users should be the 

priority in the designers’ eyes because usability problems in a website can have serious 

ramifications, over and above the users failing to meet their needs (Chen and Macredie, 

2005). The term ‘design’ has been used in various different aspects, such as Web design, user 

centred design and product design; however, interaction design has been accepted as the 

umbrella term for all these aspects. Designing interactive products and evaluating them are 

common procedures and represent an important stage in the development lifecycle of a 

product, as shown in Figure 1.1. Capra (2006, p.1) argued that evaluation in this context 

entails, “identifying usability problems present in an interface that the designer should fix in 

the next design iteration”. In this regard, there is an overlap between interaction design and 

Human Computer Interaction (HCI). The former is concerned with the theory and practice 

of designing user experiences for all manner of products, whereas the latter is concerned with 

the design, assessment and application of interactive computing systems for the benefit of 

end-users and the study of major phenomena surrounding them. The reason for the overlap 
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is that designers need to understand how users think, examine how they react to events, 

consider how they communicate and interact with each other, and comprehend how their 

emotions are affected in order to create effective user experiences and a highly usable 

interactive design (Rogers et al., 2011). Thus, user experience has become a central concept 

of interaction design and HCI. Garrett (2010, p.10) defines user experience thus, “every 

product that is used by someone has a user experience: newspapers, ketchup bottles, reclining 

armchairs, cardigan sweaters”. This means that any reaction, feeling and impression about a 

product in terms of how good it is to use can be called user experience. 

     
Figure 1. 1: Product development lifecycle (Capra, 2006) 

 

 

In conclusion, usability is considered a critical quality aspect for websites, particularly for 

interactive ones. In this regard, quality assessment, and in particular usability evaluation is 

an important phase in the development of a website, which is often overlooked by modern 

Web application developers. Assessing the usability of a website by using the traditional 

usability methods (in a novel way or through developing a new method) has become 

necessary nowadays as the Web has developed gradually into a platform of complex 

applications that have increasing levels of interactivity, and into a front end of business 

databases and corporate information systems. In fact, the Web is now so complex that one 

person alone would not be able to have adequate knowledge of all of the different aspects of 

users in all of their diverse areas, and to use them in the process of interaction design; 

therefore, bringing together people with different types of knowledge and training is helpful 

in generating new evaluation methods, and in producing more creative designs (Rogers et al., 

2011). From this standpoint, a methodological framework is proposed that is readily capable 

of adaptation to any domain, which can thus help anyone, including designers, programmers 

and engineers, to design a context-specific inspection method (DSI) in order to assess the 

quality of a product in a chosen domain. Also, it can be used in the initial development stages 
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to generate ideas from the different perspectives of multidisciplinary teams in order to create 

engaging user experiences and to facilitate interaction design. 

1.2 Research process overview 

The experimental approach was adopted as the most effective approach of achieving the 

research objectives outlined. Two experiments were conducted, each employing three 

usability evaluation methods to complement and compare, including: heuristic evaluation 

(HE), user testing (UT) with thinking out loud (TA), and domain specific inspection (DSI). 

Research entails a number of particular activities to strength and validate the findings, results 

and interpretations, for instance, a problem statement, a research question, definitions, a 

literature review, a sample of subjects, tests, a description of the methodology used (or other 

measuring instruments to collect data from the subjects), a description of the procedures to 

be undertaken, and a description of the intended data analyses (Fraenkel and Wallen, 2012). 

These activities have been adopted by the researcher here in order to develop the research 

plan, and the following sections and chapters explain the above in detail.  
 

1.3 Definitions  

This research is concerned with usability evaluation methods (UEMs) and their processes, 

with constructing a methodological adaptive framework for generating domain-specific 

inspection (DSI) method, and with validating it in practice; it is also concerned with the 

numbers of evaluators and users, and sets of usability measures. A framework is one source 

of inspiration and knowledge that can be used to conduct research, such as models and 

theories (Carroll, 2003). The meaning of ‘adaptive framework’ in this research indicates a 

flexible framework in which one is able to use its components in any domain by adapting 

those components in order to generate a new method for evaluating a specific product within 

a targeted domain.  

The evaluation of a product, as it has been established, is at the heart of interaction design. 

This process aims to guarantee that the product is usable. The most common approaches to 

achieving this are through two kinds of UEMs, specifically designed to measure the usability 

of websites (as the chosen product in this study); they are inspection methods and testing 

methods. Heuristic evaluation (HE) is an inspection method that is guided by a set of general 

usability principles or ‘heuristics’ to identify usability problems. User testing (UT) is an 
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evaluation method that involves testing users’ performance and assessing their satisfaction 

with the system in question via set of tasks in a laboratory (Rogers et al., 2011) However, 

both of these methods have advantages and drawbacks, and so it has been recommended that 

they be regarded as complementary.  

A systematic adaptive framework is urgently needed in order to generate an alternative 

method, rather than continuing to use the current methods, to assess the usability of a product; 

also, this framework is needed to be applicable across different domains. This would make 

the evaluation process much easier for beginner and experienced programmers/designers to 

track particular steps in order to assess what they want. The numbers of users and evaluators 

indicates how many participants are needed by the HE, UT and DSI methods to perform an 

evaluation. This is a topic that has not been agreed upon yet, i.e. what are the most efficacious 

numbers of users and evaluators to achieve the desired results? Usability measures indicate 

the types of data that need to be collected in order to measure each of the three methods 

throughout the comparative evaluation process; they include efficiency, validity, number of 

usability problems, their relative severity, and so on. 

1.4 Problem statement 

A great deal of HCI research during the 1980s was conducted on how users interact with 

simple interfaces, such as dialog boxes and error messages; this was the focus of many 

researchers. In the beginning of the 1980s, the field of usability engineering methods (UEMs) 

appeared, along with the growth in graphical user interfaces. By the middle of 1990s, a major 

shift in HCI had occurred, following the wide acceptance of the Internet; thus there was a 

need to research new types of interfaces and technologies, such as web pages. Around 2004-

2005, HCI research shifted more towards user-generated content that was shared, such as 

photos, videos, blogs and wikis. In 2006, research focused on collaboration, connections, 

emotions and communication. At that time, research did not focus on workplace efficiency; 

rather, it focused on whether a user liked an interface and wanted to use it. Every time there 

was a shift in the focus of research, there was a need to adapt or develop new research 

methods. In this evolving field, the traditional UEMs for ensuring system quality and 

usability, such as HE and UT, are in more demand than ever before; however, in the midst 

of the computer revolution, technological innovations, complex computer systems, mobile 

devices and their applications, usability now differs from one product to another depending 
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on product characteristics (Lazar et al., 2010). In a debate at an HCI conference, Greenberg 

and Buxton (2008) pointed out that the real world is complex and that innovation 

technologies are ever-changing; this means that it is now more difficult to conduct an 

evaluation with our classic UEMs. In the same debate, Cockton (2007) supported the above 

by saying, “the problem is not whether one should do evaluations, but that there is a lack of 

methods that are useful to various design stages”.  

Furthermore, the growth of the Internet has led to an explosion in dynamic website content, 

rising in accordance with demand, particularly after Web 2.0; for example, the e-learning and 

social networks domains. A variety of technologies has been developed for educational 

objectives, such as multi-media learning tools, mobile applications and digital content 

(Abuzaid, 2010) (Ardito et al., 2006). Nowadays, websites are essential for all universities 

that have a physical workplace. They all now have websites, and these have become an 

integrated part of their business, particular in their e-learning systems, such as the portal of 

the University of East Anglia (UEA). Developments within the Internet revolution (and 

related technologies) have led to the establishment of a large number of universities that exist 

solely online, i.e. without needing a physical workplace, such as the Open University in the 

UK. To keep pace with such developments, some companies and organizations are seeking 

to build free online learning websites that are oriented to world-class education for all 

educational levels, such Intel® Education and the BBC. This development in lifelong 

learning has made learners’ intention to continue using e-learning an increasingly critical 

issue. However, some of these websites are difficult to use due to the inexperience of many 

of the designers and the lack of effective, efficient, accurate and appropriate guidelines for 

performing this task. Consequently, users spend more time learning how to use the website 

than learning the educational content, causing frustration, and leading to the abandonment of 

the site. Zaharias and Poylymenakou (2009) found that most e-learning programs were 

exhibit higher dropout rates when compared with traditional instructor-led courses. They 

found the poor usability of e-learning applications to be a major reason explaining the high 

dropout rates. Alkhattabi et al. (2010, p. 341) state, “quality is considered a crucial issue for 

education in general, and for e-learning in particular”. Thus, there is a need for e-learning 

websites to be of sufficiently high quality. In terms of social network websites (SNSs), the 

electronic information revolution and the use of computers as an essential part of everyday 

life are now more widespread than ever before, as the Internet is exploited for the speedy 
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transfer of data and business. It is now apparent that SNSs have had a major impact on how 

individuals and social groups communicate and exchange information. The impact of SNSs 

did not stop at this point; rather, they were used more imaginatively than anyone expected 

when people used them to change their governments, as happened during the revolutions of 

the Arab Spring. They are increasingly attracting the attention of academic and industry 

researchers intrigued by their affordability and reach. The success of SNSs depends to a large 

extent on the degree of users’ contributions and activities, and so they need to be highly 

usable; if websites are not usable, users will leave and find others that better cater to their 

needs (Fu et al., 2008). In conclusion, the majority of these websites still have low levels of 

usability, and some of the traditional evaluation methods are not applicable on them. 

Consequently, it is extremely important to develop  a new method for addressing and 

assessing their quality, and this includes classifying suitable criteria for identifying usability 

problem areas for these websites (Fox and Naidu, 2009); (Stracke and Hildebrandt, 2007). 

In addition, the spread of many modern technologies is now exceeding the traditional range 

of computers, creating many different types of interface, which in turn affect the user’s 

experience; this change in interface boundaries is what one might call ‘the end of interface 

stability’, making old notions of the term ‘interface’ obsolete (Harper, 2008). Thus, the future 

of computing (for more people than ever) will reveal different emergent patterns of use and 

many different interfaces. Accordingly, there is a need to be better understand the extent to 

which these technologies and their interactive capabilities are ‘usable’ for end users and how 

they impact on user experience; this will entail determining how these technologies should 

be continuously evaluated and monitored to measure their efficiency, effectiveness and level 

of user satisfaction, and ultimately to improve their quality. These concerns create more 

challenges for the future of HCI, and the current literature emphasizes the importance of 

developing UEMs as a matter of priority, in order to increase their effectiveness and to 

identify the most acceptable approach to assessing such interactions (Hertzum, 2006).  

To address these challenges, many frameworks and models have been published to update 

UEMs; for example, Gutwin and Greenberg (2000) proposed a conceptual framework to 

develop discount usability evaluation techniques for defining groupware usability for shared-

workspaces. They gave as the reason for the development of the new method as being 

because traditional laboratory methods may deliver simplistic results that do not generalize 
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well to real-world situations. Furthermore, Zaharias and Poylymenakou (2009) developed a 

questionnaire method based on a UEM for e-learning applications, and relied upon a 

conceptual framework. This framework combined Web and instructional design parameters. 

Their developed method extends current practice by focusing not only on cognitive but also 

on any affective considerations that may influence e-learning usability. Additionally, Nayebi 

et al. (2013) developed a framework for evaluating the usability of Apple’s iOS applications. 

The motivation for this development was that they believe that mobile devices and their 

operating systems have their own characteristics, and that these should be considered during 

any app design and development process, and later for usability evaluation.  

The above frameworks and models, however, are not applicable to all domains because they 

were developed to deal with certain aspects of usability in certain areas. Also, some of the 

new methods or the extended methods have not been developed systematically. For example, 

some researchers state that they have developed their new method based on a literature 

review (Alsumait and Al-Osaimi, 2009), and some of them lack any information on how they 

arrived at developing their own methods (Cairns and Cox, 2008). Consequently, there is a 

need for an adaptive framework that outlines clearly the systematic steps for developing 

methodologies that can be tracked to generate a context-specific method.  

Finally, Hollingsed and Novick (2007) asked a key question, which relates to why usability 

specialists practically rely upon single-perspective methods by recruiting expert evaluators 

or end users but not relying on both. Consequently, any new evaluation method should be 

adaptive so that it can be used to assess new technologies, and to more clearly understand the 

perspectives of both experts and end users. This research aims to combine these multiple 

viewpoints in a unified usability context inspection method through the systematic adaptive 

framework. 

1.5 Research Scope 

The growth of the Internet has led to an explosion in dynamic website content, rising in 

accordance with demand, particularly after Web 2.0. For this reason, the Web, and in 

particular websites, have been chosen as the target product in this research. The websites can 

be divided into two types: static and interactive/dynamic. The former does not allow 

engagement with users, whereas the latter is part of Web 2.0 which allows engagement with 
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users. There are numerous varieties of website domains which are classified based on their 

use or content. The following are examples of three classifications of these domains: 

 

Table 1.1: Classifications of website domains 

 

In addition, Web 2.0 technologies have led to the appearance of websites that adopt tools 

from different domains. For example, government websites adopt some social networking 

tools for supporting communication, interaction between citizens, reserving budgets, and 

improving services (Al-Badi, 2014). Also, e-commerce websites adopt some social network 

tools for communications with their customers (Mata  and Quesada, 2014). Another example 

is that educational websites and Learning Management Systems (e.g. Blackboard) also adopt 

Type of domain Description 

Educational  There are two types of educational products in this domain. The first product is educational 

software such as Learning Management Systems (e.g. Blackboard and Moodle) (Machado 

and Tao, 2007). The second product is free educational websites such as Academic Earth, 

CosmoLearning, and iTunesU (Wikipedia, 2016). The free online educational websites are 

websites made for the purpose of education and they can be used to learn almost anything 

for free. They are utilised to help students improve their knowledge by watching lessons or 

interactive learning material, playing games, taking courses, assessment tests etc. (Cook and 

Dupras, 2004; Oren et al., 1998). 

 

Social networking  Lenhart and Madden (2007, p.1) defined social network as “an online place where a user 

can create a profile and build a personal network that connects him or her to other users”. 

These websites have some features such as sharing ideas, profiles, photo/video sharing, 

posts, music, blogs, activities, events, forums, searching, video/voice call, making 

friendships, private messages, groups, crowd sourcing, privacy and security, NewsFeed, 

mobile connectivity, and sharing interests with people in a personal network (Ellison, 2007; 

Thelwall, 2009). These websites can be classified into different types. For example, they 

can be classified as multimedia sharing, tagging and social bookmarking, RSS, blogs, audio 

blogging and podcasting, wikis and social networking (Shrivastava et al., 2011). Also, they 

can be classified into blogging, collaborative authoring, scheduling and meeting tools, 

microblogging, conferencing, image or video sharing, social networking, social tagging and 

bookmarking (Rowlands et al., 2011). The most popular and well-known social networking 

sites are Google+, Myspace, Digg, YouTube, Flickr, Twitter, Facebook, LinkedIn, Blogger, 

and Stumbleupon (Al-Badi, 2014). 

 

E-commerce  Kalakota and Whinston (1997, p.3) defined e-commerce as “the buying and selling of 

information, products and services via computer networks”. These websites have some 

features such as customer accounts, privacy and security, profile pictures, searching and 

sorting, managing categories and products, adding and deleting from basket, set messaging, 

reviewing and comment, view shipping and billing address, tracking and updating order 

status, discount codes and promotions, and payment gateway (Kalakota and Whinston, 

1997; Huang and Benyoucef, 2013). 
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some social network tools such as the discussion board (Brady et al., 2010). In this regard, 

these types of websites are not considered as social networking websites, and they are thus 

out of the scope of the social network domain because they do not fall within the definition 

of the social network domain, as mentioned in Table 1.1 by Lenhart and Madden (2007) and 

Shrivastava et al. (2011). 

 

Furthermore, this research in terms of Web usability is related to others research domains 

such as web accessibility, user experience (UX), and human factor. First of all, Web 

accessibility is defined by Sierkowski (2002) as ‘’the ability for a person to understand and 

fully interact with a website’s content’’. Based on this definition, the accessibility feature 

will be considered in this research, however, this research will not consider the accessibility 

area in terms of removing barriers that prevent interaction with, or access to websites, by 

people with disabilities. This is out scope of this study because it needs specific tools and 

medical knowledge. In terms of user experience (UX), it is defined by Usability.gov (2016) 

as ‘’it focuses on having a deep understanding of users, what they need, what they value, 

their abilities, and also their limitations to meet the exact needs for the usage of a product or 

a service, without fuss or bother’’. This research will consider the users’ experiences and 

understand their requirements by involving them during developing the DSI method through 

Step Two (User Input) at the adaptive framework. With regarding to human factor are, it is 

defined by Wikipedia (2016) as ‘’it is the scientific discipline concerned with the 

understanding of interactions among humans and other elements of a system, and the 

profession that applies theory, principles, data and methods to design in order to optimize 

human well-being and overall system performance’’. This seems that the human factor is an 

umbrella term for numerous areas of research that include human performance, technology, 

design, and human-computer interaction (Human Factors Society, 2016). This study does not 

aimed to design a product or improve human performance. Thus, the human factor are is out 

scope of this study. This study will involve experts during developing the DSI method 

through Step Three (Expert Input) at the adaptive framework, and it will conduct consultation 

sessions with experts during choosing the domains and identifying their scoping. Due to the 

broad nature of this subject and how it relates to others research domains, the researcher 

excluded the accessibility area (in terms of removing barriers that prevent interaction with, 

or access to websites, by people with disabilities) and human factor area during the first step 
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and the fourth step of the adaptive framework. Also, the experts (during the focus group in 

the step three in the adaptive framework) excluded any related data to the research domains 

that have been excluded due to that they are out of scope this research. The user experience 

(UX) was addressed through involving real users in the step two in the adaptive framework. 

Then, the research conducted a context meeting with real users to meet the particular needs 

for the usage of a website without fuss or bother, and to design real tasks for the mini user 

testing in the step two of the adaptive framework as mentioned in Section 4.4.6.5. The 

researcher also observed the testing sessions with real users and took a notes. After that, the 

researcher discussed the results of user experience in the step two with experts during the 

focus group in the step three in the adaptive framework. For example, when scoping Web 

accessibility domain; the researcher took the definition as mentioned by Sierkowski (2002). 

In this regard, the literature related to Web accessibility guidelines and how make a website 

and web tools accessible were addressed. However, the literature related to Web accessible 

to persons with disabilities are not addressed. After that, the researcher conducted the context 

meeting with real users for the educational websites as example. During the meeting, the 

interview agenda was discussed with them, as shown in Appendix B10. Subsequently, the 

tasks were designed and then ten users were recruited, who had not any disability for 

performing the mini-user testing. The overall aim of this step of the mini-user testing was to 

obtain the Web accessibility requirements, and then to formulate focused heuristics to 

evaluate these requirements based on the users' experiences. Next, the focus group session 

was conducted to discuss all data obtained from the above process, including literature 

review, context meeting, and mini- user testing. The overall aim of this step was to formulate 

focused heuristics to evaluate Web accessible tools in the educational websites, and to 

identify the usability problem areas related to the Web accessible. 

 

In conclusion, the domain of free online educational and social network websites is identified 

based on the above definitions by pioneers from both domains, as shown in Table 1.1. 

Consequently, a domain-specific inspection method (DSI) will be built to evaluate the free 

online educational websites such as Academic Earth (Wikipedia, 2016; Cook and Dupras, 

2004; Oren et al., 1998), as shown in Table 1.1. Also, a DSI will be built to evaluate the 

social network websites such as Google+, Myspace, Digg, YouTube, Flickr, Twitter, 

Facebook, and LinkedIn (Al-Badi, 2014; Rowlands et al., 2011), as shown in Table 1.1. 
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1.6 Research aim and objectives 

The overall aims of this research are to propose a systematic adaptive framework for 

generating an evaluation method for assessing the usability of a product, which is called 

Domain Specific Inspection (DSI), to test this framework practically by generating two DSI 

methods for two different domains in order to evaluate them against well-known evaluation 

methods in those chosen domains which are heuristic evaluation (HE) and user testing (UT), 

and to quantify the required number of evaluators and users to achieve good evaluation 

results for the DSI, HE and UT methods. These aims will be achieved through meeting the 

following objectives:  

1) Review the current issues in usability evaluation methods (UEMs) on dynamic 

websites.  

2) Construct an adaptive framework that will be used to generate the new method (DSI). 

3) Test the practicality the efficiency of the adaptive framework by following its steps to 

generate the new evaluation method (DSI) for two domains, which are the educational 

and social network domains. 

4) Validate the outcomes of the adaptive framework, which will entail analytically 

assessing the DSI method and also through empirical process; this will be achieved in 

each of the two domains through applying the three UEMS (HE, UT and DSI) on three 

websites in each domain. 

5) Identify the usability problem areas for the educational and social network domains. 

6) Explore the effect of sample size on the usability evaluation, and quantify the sample 

size required for usability for DSI, HE, and UT. 

7) Explore further the correlation among UEM measurements in this study.  

8) Proposes a set of recommendations and suggestions in order to improve the usability 

of the chosen domains. 

Having extensively reviewed the existing literature on Web usability evaluation methods, the 

author can claim that, to the best of his knowledge, this research is unique in systematically 

constructing an adaptive framework that involves the advantages of both the heuristic 

evaluation (HE) and user testing (UT) methods but avoiding their drawbacks, and that this 

framework is applicable across numerous domains. This framework generates a domain-
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specific inspection (DSI) method that does not need to be conducted together with any other 

method.  

 

1.7 Significance of this study and motivation 

From the Problem Statement section, it is clear that the motivations for the development of a 

new method reflect the fact that the traditional usability measures of effectiveness, efficiency 

and satisfaction are not adequate for the new contexts of use, such as dynamic websites, home 

technology, ubiquitous computing and technology supporting learning (Mankoff et al., 2003) 

(Zaharias and Poylymenakou, 2009);(Monk, 2002). These methods should assist 

practitioners in taking the correct decisions when designing the interactive aspects of a 

product. The traditional methods have been developed over many years to meet certain goals. 

However, Harper et al. (2008, p.54) argue, “a quite different mindset is needed for thinking 

about how to design for, how to control and how to interact with emerging ecosystems of 

technologies”. Thus, HCI UEMs need to be improved so that they can be adapted for 

evaluating different interface types and technologies in order to achieve the objectives for 

which they were created. There is needed to build a framework that enable scientists, 

designers and users to share and communicate their expertise across disciplines, and to 

generate domain-specific inspection methods. Designing a DSI method that is effective will 

depend on understanding the nature of their expertise; this will be based on their 

qualifications, experience and demographics. 

This research evolves through a clear series of steps, each one contributing to the 

advancement of knowledge in the HCI field. First of all, the current issues and publications 

is explored and is provided comprehensive analyses of the efforts of pioneers in this field, 

such as Jakob Nielsen, Sherry Chen, Robert Macredie, Gitte Lindgaard, Jarinee 

Chattratichart, Jeff Sauro and Kasper Hornbæk. Other valuable contributors are not 

overlooked and are included to offer further understanding of this field. The second 

contribution of this research is that it presents a methodological framework that is applicable 

across numerous domains (an adaptive framework) to generate a domain-specific inspection 

(DSI) method that can be used to assess the usability assessment process for an application 

in any chosen domain. This framework is derived from an extensive and in-depth review of 

the existing literature. It seeks to identify the users’ requirements and to share the expertise 
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of usability experts in order to design the DSI method. The third contribution of this research 

is that it validates this framework and evaluates its practicality by building two DSI methods 

for two emerging domains, which are the educational and social network domains. The fourth 

contribution of this research is that it provides a comparative study by applying the two new 

DSI methods against two well-known UEMs in the chosen domains, in terms of a number of 

usability performance metrics, the number and severity of real problems discovered, their 

relative efficiency in discovering these problems in each usability problem area, the costs 

associated with employing them, and other usability measurements. These tasks are achieved 

through analytical and empirical processes, which are adopted in order to investigate the 

efficiency and practicality of the adaptive framework. The fifth contribution is that it 

identifies the effect of sample size (evaluators and users) on the evaluation results. The 

research findings should prove invaluable in enhancing evaluation methods, with particular 

reference to the adaptive framework and its generated method (DSI).  

1.8 Research Question 

Taking into consideration the significance of this study and the motivations, which were 

mentioned in Section 1.6, and the aim and objectives which were outlined in Section 1.5, this 

research addresses a main research question, which is ‘’Do the Domain-Specific Inspection 

(DSI) method, Heuristics Evaluation (HE) method and User Testing (UT) method differ in 

terms of time spent, cost of employment, numbers and types of usability problems detected, 

usability metrics, and usability problem areas?’’ This question obliged the researcher to 

conduct exploratory experimentation and in-depth analysis in order to identify answers. 

 

1.9 Research methodology overview 

The experimental approach is selected as the most effective method for achieving the 

research objectives mentioned above. Two domains are chosen, three websites in each 

domain are evaluated, in each experiment three evaluation methods are employed, which are 

heuristic evaluation (HE), user testing (UT) and the new method (DSI), in order to make 

comparisons between them. The research process as a whole could be used to strengthen 

these methods; it will also validate the findings, results and interpretations, as discussed in 

more detail in Chapters 4. 



Chapter 1: Introduction 

 

15 

 

The first experiment investigates the usability of the educational domain. The steps of the 

adaptive framework are executed, and the DSI is accordingly constructed for this domain. 

Next, we apply the new DSI against the HE and UT methods on three different websites in 

the same domain. Eight expert evaluators (a mix of ‘single’ and ‘double’ evaluators) and 60 

users are recruited to perform a series of tasks within each method. The aim of this 

experiment is to compare the results of three methods in terms of the number of real problems 

discovered (unique and overlapping), their severity ratings, the areas of any discovered 

problems, and identifying which problems might be discovered by HE and DSI and not 

discovered by UT, and vice versa. Also, the UEM performance metrics of each method will 

be measured, and other measures, such as cost, reliability and questionnaires, will be 

included. Moreover, this experiment seeks to prove or refute any recommendations 

associated with conducting UT with respect to the new method. Also, it incorporates 

statistical analyses. A more detailed discussion of this experiment can be found in Chapter 5.   

The second experiment investigates the usability of the social network domain. The steps of 

proposed framework are again executed, and the DSI is accordingly constructed for this 

domain. Next, we apply the new DSI against the HE and UT methods on three different 

websites in this domain. Six expert evaluators (a mix of single and double) and 75 users are 

recruited to perform tasks within each method. The aim of this experiment is to compare the 

results of the three methods in terms of the number of problems discovered (unique and 

overlapping), their severity ratings, the areas of any discovered problems, and identifying 

which problems might be discovered by HE and DSI and not discovered by UT, and vice 

versa. Also, the UEM performance metrics of each method will be measured, and other 

measures, such as cost, reliability and questionnaires, will be included. Moreover, we again 

seek to prove or refute any recommendations associated with conducting UT with respect to 

the new method, and again it incorporates statistical analyses. A more detailed discussion of 

this experiment can be found in Chapter 5.  

The findings of these two experiments will offer a number of recommendations and 

suggestions for usability engineers, Web designers and developers, and business managers 

in order that they may benefit from the knowledge gleaned from this research, in terms of the 

proposed framework and its generated context-specific method. This is discussed in more 

depth in Chapter 6 and Chapter 7. 
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1.10 Thesis structure 

This PhD thesis is divided into seven chapters, and a brief overview of the main topics 

addressed in each is as follows.  

 

Chapter 1: Introduction: this chapter starts with a brief introduction to the study, and includes 

sections on the background to the research, a discussion on the problems relating to this 

research field, the research aims and objectives, the research methodology, the significance 

and motivation of this research, and finally an overview of the thesis structure. 

 

Chapter 2: Literature Review: this chapter is the foundation of this study; it contains the 

literature review on usability evaluation. It starts with a definition of usability and its 

attributes, and enumerates the usability evaluation categories. This chapter then presents, at 

length, the current issues raised in usability evaluation methods, as well as how to conduct 

heuristic evaluation and user testing generally. Finally, it explains how usability evaluation 

methods are used to examine website usability. 

 

Chapter 3: The Proposed Adaptive Framework: this chapter discusses the adaptive 

framework for generating a domain-specific inspection (DSI) evaluation method. It also 

explains the components of this framework. 

 

Chapter 4: Research Methodology: this chapter explores the set of research methods used in 

the HCI and IS fields, and identifies the most appropriate research methods to adopt in the 

present research. It also describes the procedures for preparing and conducting the research 

experiments, and for collecting and analysing the data. Moreover, it presents the development 

of the instruments, an overall research design for this study, and a framework design for the 

experiments.  

 

Chapter 5: The First Experiment: this chapter presents details of the first research experiment. 

It describes the first chosen domain, which is the educational domain, then the justification 

for selecting it. Then, it describes how we apply the adaptive framework for generating a 

domain-specific inspection (DSI) evaluation method for the educational domain. After that, 

this chapter explains the approach taken to achieve the experiment’s particular objectives, 

including the preparation and actual testing procedures involved, comparing the generated 

DSI method against the user testing and heuristic evaluation methods. Moreover, it discusses 
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the data analysis and concludes with recommendations and a description of the lessons that 

have been learned from this experiment. 

 

The same chapter presents details of the second research experiment. It aims to be the second 

validation step for testing the ability of the adaptive framework to generate a DSI method. It 

describes the second chosen domain, which is the social network domain, then the 

justification for selecting it, and proceeds to employ the adaptive framework for generating 

a DSI evaluation method for the social network domain. After that, this chapter again 

explains the approach taken to achieve the experiment’s particular objectives, including the 

preparation and actual testing procedures involved, comparing the generated DSI method 

against the UT and HE methods. Moreover, it discusses the data analysis and concludes with 

recommendations and a description of the lessons that have been learned from this 

experiment. 

 

Chapter 6: Discussion and Recommendations: It contains comparisons and highlights the 

main findings obtained from the two experiments. Moreover, it outlines a set of 

recommendations for usability evaluation methods and for dynamic website usability. 

 

Chapter 7: Conclusion: this chapter presents the conclusions of this study, and highlights the 

contributions that have been achieved. It includes an outline of the research findings, 

limitations, the personal benefits, and recommendations for further research. 
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2.1 Introduction 

Any company that desires to produce competitive products to sell in domestic or global 

markets must take into account a set of requirements and measures when developing that 

product, and must satisfy these in an effective and efficient manner. Quality must be the 

primary objective for such a company; quality has been defined as, “the totality of features 

and characteristics of a product or service that bear on its ability to satisfy stated or implied 

needs”(ISO, 1994). Over the past few decades, various methods to guarantee and improve 

product quality have been developed. Also, many quality attributes have been identified, and 

one of these attributes is usability. The main goal of this chapter is to include a clarification 

of the relationship between usability and Human Computer Interaction (HCI), definitions of 

the key terminologies, explanations of the usability evaluation methods (UEMs) that are more 

commonly used to evaluate user interfaces, and a description of the current issues in 

conducting usability evaluations by using UEMs. 

2.2 Human computer interaction  

Human Computer Interaction (HCI) is a multidisciplinary topic; it includes the study, 

planning, design and uses of the interactions between users and computers. It is a major topic 

in computer science and information systems but no definition for HCI has been agreed upon 

amongst researchers because it is multidisciplinary field. Thus, HCI is the study of the issues 

that arise when people encounter computer-based technology, and the way this understanding 

can aid in the design of technology that is better in various ways. Also, it is concerned with 

the design, implementation and evaluation of interactive products in order to support their 

use by the general public (Hooper and Dix, 2012) (Rogers et al., 2011). It has historically 

grown out of both computer science and psychology but, in addressing the full complexity 

of how people use computers, it has also grown to encompass social sciences and 

organizational theories, etc. These areas have their own traditional means for how to make a 

positive contribution to HCI knowledge. However, the range of currently published research 
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methods may not be most appropriate in providing a substantial contribution to the HCI area 

(Cairns and Cox, 2008). This research aspires to provide a useful contribution to HCI 

knowledge. 

 

There are a number of goals for HCI; for example, ensuring the safety, utility, effectiveness, 

efficiency, accessibility and usability of such systems and websites. Moreover, HCI seeks to 

improve user interfaces by presenting ergonomic properties as well as developing and 

designing new interfaces, methodologies, frameworks or models that are related to evaluating 

a website and improving its quality in terms of usability attributes (Stephanidis, 2001); 

(Johnston et al., 2003). Consequently, a major part of HCI field is related to usability 

attributes.  

2.3 Usability 

The reviewed literature shows that the techniques for measuring the quality of the user 

experience have been classified under the heading of ergonomics and ease-of-use, but more 

lately under the heading of usability (Oztekin et al., 2010). This aims to ensure that the user-

interface is of sufficiently high quality. ‘Usability’ is one of the most important aspects 

affecting the quality of a website and its user experience. In fact, the expression for describing 

the usefulness of a website design is usability. Consequently and in terms of usability, poor 

websites may have a negative impact on various aspects of public or private organizations, 

resulting in users being unable to accomplish their tasks or to achieve their goals efficiently, 

effectively, and with a high degree of satisfaction (ISO, 1998a). In the commercial world, 

usability is a necessary condition for survival, and it should have a role to play in each stage 

of the design process, i.e. from the initial design stage, passing through the prototype stage, 

and during and after the implementation stage (Blomkvist and Holmlid, 2011).  

There are many definitions for the term usability. The International Organization for 

Standardization ISO (1998a) defines standard usability as, “the extent to which a product can 

be used by specified users to achieve specified goals with effectiveness, efficiency and 

satisfaction in a specified context of use”. Nielsen (2012) indicated that ‘’usability is a quality 

attribute that assesses how easy user interfaces are to use’’. Furthermore, it refers to methods 

for improving ease-of-use during the design process (Nielsen, 2012). Usability is not a single 
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‘one-dimensional’ property of a user interface; there are many usability attributes that should 

be taken into account and measured. 

 

2.3.1  Usability attribute measures  

Usability attributes represent the most important factor in UEMs because any failure to 

measure these attributes can lead to failure in the evaluation process as a whole. Measuring 

these attributes delivers both quantitative and qualitative data. There are many and various 

usability attributes that should be taken into account and measured. Shackel and Richardson 

(1991) proposed four dimensions of attributes that influence the acceptance of a product, 

which are effectiveness, learnability, flexibility and attitude. According to Rogers et al. 

(2011), Utility and Usability are classified as sub-categories under Usefulness. The former is 

used to describe the extent to which the product provides the right kind of functionality to 

help users perform relevant tasks to do what they need or want to do, while the latter analyses 

the question of how well users can use that functionality (Rogers et al., 2011). Nielsen 

introduced six major attributes of usability based on a System Acceptability model (Nielsen, 

1994c), and they are as listed below;  

 

1) Learnability: a system should be easy to learn for the first time in terms of time and 

effort. 

2) Efficient to use: the relationship between accuracy and time spent to perform a task. 

In other words, it refers to how a product supports people in accomplishing their tasks 

quickly. 

3) Effectiveness: how well can a user achieve his/her goal using the system? This refers 

to the quality of the product and what it is supposed to do. 

4) Easy to remember: a user should be able to use the system after a period of not using 

it without spending time having to learn it again. 
  

5) Few errors: the system should prevent users from making errors; this also addresses 

how easy it is to recover from errors. 

6) Subjectively pleasing: this addresses the user’s feelings towards the system. 

 
Furthermore, Table 2.1 describes the more commonly used measures and how they might be 

assessed as they were derived from 180 studies (Hornbæk, 2006). In conclusion, these 
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usability attribute metrics can be measured by employing UEMs to judge a product’s overall 

usability (Hornbæk, 2006). 

 

Table 2.1: Usability attributes of various standards or models (Hornbæk, 2006) 
Memorability Learnability Satisfaction Effectiveness 

 

Efficiency 

Retention over 

time 

Time to learn Comfort and 

acceptability of 

use 

Speed of 

performance 

Task 

completion 

Rememberability Easy to learn Subjective Rate of errors 

by user 

Time in 

mode 

  Attitude, 

Preference, 

Opinion 

Accuracy,             

Task success 

rate 

Input rate 

  Open/closed 

questionnaire 

Quality of 

outcome 

Mental 

effort 

 

 

2.3.2 Usability evaluation methods 

Usability evaluation methods (UEMs) are a set of techniques that are used to measure the 

usability attributes, as mention above. Also, they are used to assess usability by identifying 

design usability problems. The aim of these methods is generally to discover as many 

usability problems as possible on the targeted system, searching for those that seriously effect 

user performance; some may remain within the system but they may be resolved in a later 

version (Lindgaard, 2006). Regrettably, some UEMs suffer from a variety of shortcomings 

and need enhancement. Notwithstanding this, UEMs are classified in different ways 

according to their goals, type of users involved, evaluation location and cognitive model (see 

Table 2.2).  

  

Table 2.2: UEM classification 
Method User involved type Physical location 

needed? 

Process type 

Inspection Expert No Analytic 

Testing Real user Laboratory Empirical 

Inquiry Real user No Empirical 

Model No No Analytic 

Software tools No No Empirical 

 

For example, they can be divided into formative methods and summative methods, they can 

be divided into inspection, testing and inquiry methods, they can be divided into analytical 

or empirical methods, they can be divided into intrinsic evaluation and pay-off evaluation 

methods, and finally they can be divided into expert evaluation, user evaluation and software 
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evaluation methods. Hartson et al. (2003, p.149) defined the formative and summative 

classification thus, “formative evaluation is evaluation done during development to improve 

a design, and summative evaluation is evaluation done after development to assess a design”. 

Carroll et al. (1992, p.1) defined intrinsic and pay-off evaluation thus, “intrinsic evaluation 

is accomplished by way of an examination and analysis of the attributes of a design without 

actually putting the design to work, whereas pay-off evaluation is evaluation situated in 

observed usage”. Thus, the best example for the former is heuristic evaluation, and user 

testing for the latter (Hartson et al., 2003). In this regard, Nielsen (1994d) summarized four 

basic ways for evaluating user interfaces. Firstly, they can be evaluated automatically by 

running a user interface specification through some program. Secondly, they can be evaluated 

empirically by testing the interface with real users. Next, they can be evaluated formally by 

using models and formulae to calculate usability measures. Finally, they can be evaluated 

informally based on rules of thumb and the general skill and experience of the evaluators. 

 

2.3.2.1 Inspection (evaluator-based) UEMs 

The objective of these methods is to identify usability problems to improve the usability of 

an interface design; they can be used early in the usability engineering lifecycle (Nielsen, 

1992b); (Holzinger, 2005). Nielsen (1995c) defined the usability inspection method as, “the 

generic name for a set of methods, which are all based on having evaluators inspect a user 

interface, which aims to find usability problems and their severity for the design”. They can 

be divided into two sub-categories: firstly, design principles, such as heuristic evaluation, 

and secondly, design task analysis, such as cognitive and pluralistic walkthrough (Nielsen, 

1994c). Sears and Hess (1999) claimed that the inspection method saves time and money, 

and can identify a variety of usability problems, compared with usability testing. Lindgaard 

(2006, p. 1070) points out that “most authors tend to support the use of these methods, some 

very strongly, others with some reservation”. However, inspection methods have two main 

drawbacks. Firstly, they focus on surface-oriented aspects, such as the graphical interface. 

Secondly, few of them address the usability of the application structure, such as content or 

navigation patterns. Finally, the reliability of the results is often entirely dependent on the 

individual expertise and skills of the inspectors (Triacca et al., 2004). This method includes, 

but is not limited to, the following methods. 
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 Heuristic evaluation (HE) 

HE is the most popular inspection method. It was developed by (Nielsen and Molich, 

1990), guided by a set of general usability principles or ‘heuristics’, as shown Table 2.3. 

It can be defined as a process that requires a specific number of experts to use the 

heuristics in order to find usability problems in an interface in a short time and with little 

effort (Magoulas et al., 2003b). It can be used early in the development process, and may 

be used throughout the development process. It  can be conducted by three to five 

evaluators (Nielsen and Molich, 1990). 

 

Table 2.3:  Heuristics evaluation (HE) (Nielsen and Molich, 1990) 

 

 

 

 

 

 

 

There is no specific procedure for performing heuristic evaluation. However, Nielsen 

(1995a) suggested a model procedure with four steps. Firstly, a pre-evaluation 

coordination session is very important; before the expert evaluators evaluate the targeted 

website, they should take a few minutes browsing the website to familiarize themselves 

with it. Also, they should take note of the actual time taken for familiarization. If the 

domain is not familiar to the evaluators, this session provides a good opportunity to 

present the domain. Also, it is recommended that in this session, the evaluators evaluate 

a website using the heuristics in order to make sure that the principles are appropriate 

(Chen and Macredie, 2005). Secondly, in the actual evaluation, each evaluator is 

expected to take around one to one and a half hours to list all the usability problems, and 

the actual time taken for the evaluation should always be noted. Next, a debriefing 

session should be conducted primarily in a brainstorming mode, and should focus on a 

discussion of possible redesigns to address the major usability problems and the general 

problematic aspects of the design. A debriefing is also a good opportunity for discussing 

Nielsen’s heuristics 

Visibility of system status 

Match between system and the real world 

User control and freedom 

Consistency and standards 

Error prevention 

Recognition rather than recall 

Flexibility and efficiency of use 

Aesthetic and minimalist design 

Helps users recognize, diagnose, and recover from errors 

Help and documentation 
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the positive aspects of the design, as HE does not otherwise address this important issue. 

Finally, the results of the evaluations are collected into actual evaluation tables, and then 

combined into a single table after removing any redundant data. After the problems are 

combined, the evaluators should agree on the severity of each individual problem 

(Nielsen, 1995a). 

This method has advantages and drawbacks. For example, it can work more efficiently 

(in terms of uncovering real usability problems) than other UEMs such as user testing 

(UT). Also, it is cheap and (more importantly for businesses) quick; evaluators do not 

need to attend a training session, and it is attractive to small start-up companies with low 

budgets (Jeffries and Desurvire, 1992); (Nielsen, 1994d); (Cockton and Woolrych, 

2002). Cockton and Woolrych (2002, p.14) go on to explain how it cut costs by saying, 

“it reduces demands on the critical resources of time, facilities, cash, and skill”. Also, 

Sauro (2012a) states, “one of the advantages of an expert review is that it uncovers issues 

that are harder to find in usability tests because users rarely visit enough parts of a 

website or software application outside of the assigned tasks”. However, it is claimed to 

be a general, subjective assessment, and to require more evaluators than some other 

methods; also, it depends on the evaluators’ experience (the ‘evaluator effect’), does not 

guide evaluators during the evaluation, can produce a large number of false positives 

(which are not usability problems at all) and can miss some of the real problems (Molich 

and Dumas, 2008); (Chattratichart and Lindgaard, 2008). Cockton and Woolrych (2002, 

p.15) stated, “it does not encourage analysts to take a rich or comprehensive view of 

interaction, and it does little to support analysis of problem causes, leading to 

inappropriate solution generation”. One example of the evaluator effect is that involving 

multiple evaluators can lead to very different lists of usability problems being generated 

on the same website, and the level of agreement between those evaluators over the lists 

could be quite low. It has been found, based on many studies on this topic, that the level 

of agreement between different evaluators can range from 5% to 65% (Holzinger, 

2005);(Nielsen and Loranger, 2006);(Chattratichart and Lindgaard, 2008).  
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 Usability checklist 

Usability checklist and heuristics evaluation are similar in terms of using evaluators. 

Another similarity is summarized by  Johnson (1996, p.183) when they stated that “ in 

terms of content, it is not surprising that there are large overlaps between guidelines, 

heuristics as used in evaluation, and the criteria and items that appear within the usability 

checklists. As they are generally derived from the same or similar sources, then we 

would naturally expect the same main criteria to appear’’. In contrast, heuristic 

evaluation offers a general level of description and little detail, but a checklist offers 

more details which can help to discover different usability problems. Also, the checklist 

is easy to learn and apply and thus can be used effectively by non usability experts, and 

it help to improve the effectiveness of heuristic evaluation. In fact, the heuristics 

evaluation itself has been integrated into usability checklists in many studies, such as 

Alsumait and Al-Osaimi (2009), to facilitate these heuristics and formulate them in 

context of the tested system. Chen and Macredie (2005) described a heuristics checklist 

as fast, learnable and do not needed to have training before the actual evaluation. Many 

researchers developed a usability checklist when they evaluated a certain product to 

facilitate the evaluation process such as eLearning systems, academic library websites, 

and mobile phone user interface (Oztekin et al., 2010); (Johnson, 1996); (Raward, 2001). 

In this research, the checklist for the Domain-Specific Inspection (DSI) heuristics will 

be used to support the use of the DSI method and to facilitate the evaluation process. It 

is different from DSI heuristics. DSI heuristics are general heuristics with their 

explanation, whereas their checklist includes most elements of the chosen domain in 

order to provide a wide range of evaluation of websites in the chosen domain. 

 

 Cognitive walkthrough (CW)  

CW was proposed by Lewis et al. (1990). Hollingsed and Novick (2007, p.250) define 

it thus, “it is a usability inspection method that evaluates the design of a user interface 

for its ease of exploratory learning, based on a cognitive model of learning and use”. It 

links the interface walkthrough with a cognitive model as the evaluator explores each 

aspect of the interactive system to identify usability problems, focusing on how easy it 

is for new users to accomplish tasks with the system. It uses a more explicitly detailed 

procedure to simulate a user’s problem-solving process at each step through the dialogue, 
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checking if the simulated user’s goals and memory content can be assumed to lead to the 

next correct action (Mahatody et al., 2010);(Nielsen, 1995c). Polson et al. (1992) 

outlined the process of CW, which comprises a preparatory phase and an analysis phase. 

In the former, the evaluators check the interface to be used, the task scenarios, and the 

actions (or ‘walk through’) to be taken on an interface during each task. In the latter, the 

evaluators work through the four steps, which are: firstly, the user sets a goal to be 

completed within the system. Secondly, the user determines the currently available 

actions. Thirdly, the user selects the actions that they think will take them closer to their 

goal. Fourthly, the user performs the actions and evaluates the feedback given by the 

system (Polson et al., 1992). Indeed, this method has advantages and disadvantages. For 

instance, it helps find mismatches between the users’ and the designers’ 

conceptualization of a task, and it is inexpensive and fast; however, it needs extensive 

knowledge of cognitive psychology and technical details, it includes the possible danger 

of an inherent bias due to improper task selection, there is an emphasis on low-level 

details and non-involvement of the end user (Hwang and Salvendy, 2010);(Bernsen and 

Dybkjær, 2009);(Holzinger, 2005). 

 

 Pluralistic walkthrough  

Bias (1994) defined pluralistic walkthrough as, “a usability evaluation method that 

brings representative users and system designers together into a design session to 

evaluate each element of interaction based on their expertise”. He defined five 

characteristics for this method, which are: firstly, this method needs users, system 

designers and usability experts in the same walkthrough session. Secondly, the interface 

screens are presented in the same order as they would appear in the system to the user. 

Thirdly, all members take the role of a user. Fourthly, the members note down the actions 

they would take to perform the given tasks before the group discusses the screens. 

Finally, the group discusses the solutions they have reached. The administrator first 

presents a correct answer. Then the users describe their solutions, and only after that, do 

the designers and usability experts offer their opinions (Bias, 1994);(Riihiaho, 2002). 

The efficacy of this method has been measured against some UEMs, such as user testing. 

The results show that pluralistic walkthrough can provide more reliable data on a 

particular user interface than UT. Also, it is better at revealing uncertain decisions than 
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UT ‘lucky guesses’ (Hollingsed and Novick, 2007). Furthermore, this method has other 

benefits and limitations. For example, PW delivers responses from users with little effort, 

even if the interface is not fully developed, it enables rapid iteration of the design cycle 

(redesign), and it focuses on users’ tasks. In contrast, it is not easy to group all the users 

at once, and then it works at the speed of the slowest, and the approach must be limited 

to representative rather than comprehensive user paths through the interface (Rogers et 

al., 2011); (Hollingsed and Novick, 2007).  

 

2.3.2.2 Testing (user-based) UEMs 

There are various testing (user-based) techniques, which can be used to find usability 

problems, as discussed below.  

 

 Usability testing 

Usability testing (also known as user testing, moderated testing or UT), is another 

important evaluation method for ensuring system quality, in particular for websites. It 

needs participants to perform a set of tasks, usually in a laboratory. These tasks are 

performed without information or clues as to how to complete them, and with no help 

provided to the user during the test session. Also, the completion of these tasks are 

monitored and assessed by an observer, who records the usability problems encountered 

by the users. All the observed data, such as error numbers, time spent, success rate and 

user satisfaction, need to be recorded for analysis (Nielsen, 1994c). Dumas and Redish 

(1999) stressed that a fruitful usability testing session needs careful planning and 

attention to detail. Accordingly, there is a general procedure for conducting UT, thus: 1) 

Planning a usability test; 2) Selecting a representative sample and recruiting participants; 

3) Preparing the test materials and actual test environment; 4) Conducting the usability 

test; 5) Debriefing the participants; 6) Analysing the data of the usability test; and 7) 

Reporting the results and making recommendations to improve the design and 

effectiveness of the system or product (Dumas and Redish, 1999). There are two types 

of UT. The first is for problem discovery and it is called formative user testing. This 

aims to discover the usability problems in the targeted product and fix them. The second 

type is for benchmarking and it is called summative user testing. This aims to verify the 
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usability of the targeted product based on the efficiency and effectiveness of real users 

in completing the tasks that they perform during the test session (Sauro, 2011b). 

 

In addition, the UT method has many advantages. For example, it takes place in 

controlled environment. Also, the conditions for conducting the experiment can be 

controlled. Additionally, all the users experience the same setting, leading to higher 

quality data (Trivedi and Khanum, 2012). However, it can cost a great deal and be time 

consuming for users and the test facilitator, particular when a large set of users is 

involved in a series of experiments (Sauro, 2009);(Skov and Stage, 2005). Dykstra 

(1993) stated that ‘’ unfortunately, usability testing is not always a feasible alternative. 

Facilities for testing may not be available. It may be too early in the development cycle 

to test, or a software designer may need feedback sooner than is possible with usability 

testing’’. Also, there are various factors affecting UT and its results. These factors 

include the users’ varying characteristics (‘user profiling’), the formulation of the task 

or set of tasks, the test environment, and others. The users’ characteristics are important 

and user profiling should be considered from all angles. Users differ in terms of age, 

nationality, background, gender and, crucially, computing skills. Each one of these 

factors may play a substantial role in UT. Molich et al. (2004, p.73) stated, “usability 

testing effectiveness is dependent on tasks, methodology and users’ characteristics”. 

Sauro (2010) recommends testing with actual users, for whom the product was originally 

designed, and also testing with users that may perform the evaluation in different ways, 

such as different types of user within an organization. Task design is an important factor 

in the design of adequate Web usability tests. The tasks designed for Web UT should be 

focused on the main functions of the system. The tasks should cover the following 

aspects: 1) Product page; 2) Category page; 3) Display of records; 4) Searching features; 

5) Interactivity and participation features; and 6) Sorting and refining features. Also, 

they suggested that the tasks be selected from four different perspectives. These are: 1) 

Tasks that are expected to detect usability problems; 2) Tasks that are based on the 

developer’s experience; 3) Tasks that are designed for specific criteria; and 4) Tasks that 

are normally performed on the system. They also recommended that the tasks be short 

and clear, in the users’ language, and based on the system’s goals (Dumas and Redish, 

1999). Sauro (2010) points out that the task number should be a minimum of 3 to 5 tasks. 
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Also, he advises selecting representative tasks, i.e. those that are typical of the tasks that 

the users would implement on an interface; this is to maintain data accuracy and validity. 

Also, tasks should be designed in terms of the functionality and features of the chosen 

website, taking into account the time for each task. Furthermore, it may be necessary to 

break down the tasks into smaller segments, particularly for complex activities (Hanna 

et al., 1997). There are several concerns regarding the task scenarios, for instance, task 

coverage, task number, task selection and formulation, and task order. Wilson (2007) 

warns of the risks of selecting inappropriate tasks, which can lead to complaints about 

the product and/or usability testing. Also, he clarified that one of the reasons why 

unsuccessful tasks are proffered to users is because they are designed without 

considering the real users of the product.  

 

In terms of testing environment, UT takes place in a controlled laboratory. Tullis et al. 

(2002) found several cases where the product had worked fine in the laboratory, but not 

in the real word. They discovered that the conditions under which the product’s use had 

been tested were different to the conditions for actual use. Nayebi et al. (2012, p.2) 

justified this when he said, “isolating users from environmental factors that can affect 

usability may cause differences in the user experience, and the effect of environmental 

factors prevalent in the real world may not be felt”. Wolf et al. (1989) and Dix (2009) 

listed four aspects when seeking to understand why a laboratory experiment sometimes 

fails: 1) The users’ motivation can be greatly diminished or destroyed by the atmosphere 

of a controlled laboratory; 2) A laboratory does not take into account the social context 

(that supports and motivates the users if they need it); 3) A laboratory setting does not 

consider the time context, where, in reality, users may leave their work and resume it 

later; and 4) A laboratory does not take into account the user’s work context (users may 

feel disinclined to invest time and effort in something that they see as someone else’s 

job). However, conducting experiments in a laboratory can increase their validity, can 

facilitate system comparisons, and can offer a controlled area where all interactions with 

the system can be closely recorded and monitored (Wolf et al., 1989); (Nielsen, 2005) 

(Feng et al., 2010). 
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 Think-aloud (TA) protocol 

There are various techniques that can be used to supplement UT, and the ‘think-aloud’ 

protocol is the most widely used. It is employed during the test when the users are asked 

to think out loud whilst performing their tasks, and in this, it is important to record the 

users’ thoughts, feelings, and opinions. This technique can effectively help evaluators to 

capture how users interact with an interface and what is happening on the screen (Rubin 

and Chisnell, 2008). It has been claimed that one-third of ‘severe’ usability problems 

can be discovered through this technique (Ebling and John, 2000). However, the setting 

of the usability test can sometimes influence the effectiveness of the ‘think-aloud’ 

protocol, and it does not always help when the users are not in their natural surroundings; 

this means that users may not feel as at ease and may feel unable to talk or express their 

thoughts and ideas freely in a restricted and unfamiliar laboratory environment (Van den 

Haak et al., 2004). Furthermore, Rubin and Chisnell (2008) suggested that if the tasks 

are designed to assess the efficiency of a system (i.e. measuring time spent on tasks), 

then TA should be avoided, as it may negatively impact on the performance of the users. 

TA has been generally used to achieve three types of goal; firstly, to find evidence for 

models and theories of cognitive processes; secondly, to discover and understand general 

patterns of behaviour in the interaction with documents or applications, in order to create 

a scientific basis for designing a new product or service; and thirdly, to test specific new 

documents or applications in order to troubleshoot and revise (Krahmer and Ummelen, 

2004). 

   

The observer does not know what the users are thinking while they are performing their 

tasks, so this is a big problem with observation methods. TA is a useful way of 

understanding what is going on in a user’s head (Rogers et al., 2011). There are three 

types of TA, which are concurrent, retrospective and ‘constructive interaction’. The 

concurrent TA type is the most common; this involves participants verbalizing their 

thoughts whilst performing tasks in order to evaluate an artefact. Retrospective TA is 

less frequently used; in this method, participants perform their tasks silently, and 

afterwards comment on their work on the basis of a recording of their performance. 

Constructive interaction is more commonly known as Co-Discovery Learning, where 

two participants work together in performing their tasks, verbalizing their thoughts 
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through interacting (Van den Haak et al., 2004). On the one hand, it has been argued that 

TA should be avoided in certain circumstances, as mentioned above, but on the other 

hand, Albert and Tullis (2013) assessed the degree to which it can actually influence 

users’ performance, as they concluded that this technique, in fact, can enhance 

performance because it helps users to focus more. However, some researchers, when 

employing the concurrent type, have expressed concerns about reactivity, i.e. the 

possibility that the act of speaking concurrently may influence user performance through 

distracting their attention and concentration; the effort to fully verbalize the steps taken 

in the task may change the ways that users attend to the task components. For this reason, 

the retrospective TA type was proposed to avoid the problems of concurrent TA; it is 

assumed to be the most fruitful in terms of problems reported per participant (Van den 

Haak et al., 2004). Furthermore, Co-Discovery Learning (constructive interaction) has 

been claimed to be the most suitable method for evaluating collaborative systems, and 

to be the most appropriate method for usability testing with children (Felder and 

Silverman, 1988). 

 

 Remote testing 

Remote testing or un-moderated testing is a distinct method within UT; it occurs when 

users are separated physically in space and/or time from their evaluators during the 

testing period. This method is the only choice when users and evaluators are located far 

from each other. Also, it is more appropriate for large sample sizes. Some software tools 

are available for facilitating observations, such as WebEx, Morae, CU-SeeMe and 

certain Open Source Software (OSS) developments (Andreasen et al., 2007);(Castillo et 

al., 1998). This method can be generally classified into two main categories: 

synchronous remote usability testing (moderated), and asynchronous remote usability 

testing (unmoderated) (Dray and Siegel, 2004). This method has been developed over 

many years, so there are various different approaches, but generally five main types have 

been frequently referred to in the literature, namely, instrumented remote evaluation, 

user-reported critical incident, remote questionnaire or survey, third-party services, and 

workflow logging (Petrie et al., 2006). 
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 Eye-tracking 

This method provides information in real time and to a high level of detail on users’ 

visual patterns whilst using an interface. Thus, this method gives researchers an insight 

into how users think with a deep understanding of what users ignore. This method is 

helpful in many areas and more especially in cognition, such as in assessing attention. 

This method is an integration of two main behaviours: first, fixations, where the eye is 

relatively still; and second, saccades, where the eye moves rapidly between fixations. 

This method is claimed to be quite complex in terms of its process and interpretation, 

and needs a strong study design to answer research goals (Granka et al., 2004);(Salvucci 

and Goldberg, 2000);(Cairns and Cox, 2008).  

 

 Software (tools-based) UEMs 

Many software tools are available to reduce the human workload and to assess whether 

an interface conforms to a set of specific usability guidelines, e.g. automatic usability 

evaluation tools, and transaction log file and web analytics tools such as Google 

analytics. These tools differ from one another in terms of aim, type of use, collected data, 

and where installed (Jain et al., 2012). These methods can be used with other methods 

such as HE, UT, and remote testing for recording the behaviour of evaluators or users. 

 

2.3.2.3 Model-based UEMs 

Over the last thirty years, the rapid developments in computers and complex systems have 

presented substantial challenges to interface designers. For this, analysts have utilized the 

theories and methods of cognitive psychology to construct cognitive models (Cairns and Cox, 

2008). These models take several forms to explain and predict user behaviour. For example, 

Card et al. (1983) proposed a task analysis method which was called GOMS (Goals, 

Operators, Methods and Selection rules). This method was used to predict certain aspects of 

human performance, i.e. how to perform a task with an interface from the first time of use, 

from four elements of analysis. Subsequently, the GOMS method was developed into several 

analysis techniques, such as the Keystroke-level Model (KLM), Cognitive-Perceptual-Motor 

GOMS (CPM-GOMS), and The National Institute of Standards and Technology (NIST) Web 

Metrics (John and Kieras, 1996). On the other hand, these methods generate numbers (i.e. 
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quantitative data) and these numbers may not correlate to the actual website usability 

(Zaphiris and Kurniawan, 2007). 

 

2.3.2.4 Inquiry UEMs 

Inquiry methods gather subjective inputs from participants through observing and asking 

them, and they are likely to be combined with other methods. These methods are most 

commonly used after a usability evaluation session. The results of these methods can be used 

as benchmarks for comparing the currently tested design with future design iterations (Sauro, 

2011c). The following are representative of the inquiry techniques.  

 

 Focus groups  

These are most commonly used with qualitative approaches in marketing, political 

campaigning, and social sciences research. Krueger and Casey (2000, p.6) defined a 

focus group as, “a carefully planned discussion designed to obtain perceptions on a 

defined area of interest in a permissive, non-threatening environment”. Rogers et al. 

(2011) described it thus, “it assumes that individuals develop opinions within a social 

context by talking with others”. This is an informal technique that allows the researcher 

to explore the considered judgments of a few participants (normally 3 to 10), who meet 

for a period of around an hour and a half to two hours, in great depth and to learn 

something about how end-users think about an interface. A focus group allows each 

participant to put forward their own opinions in an encouraging environment and to ask 

questions of each other, but each one must also hear from the other participants and is 

then encouraged to comment on what has been said, prompting others to offer more 

clarification on the subject in question. A focus group can highlight the users’ 

spontaneous reactions, comments and suggestions through their interaction. It involves 

recruiting a number of users/experts, who are a representative sample of the target 

population. The advantage of this method is that it explores and seeks to understand the 

views and attitudes of the participants in an efficient manner. On other hand, it relies on 

the ability of participants to raise issues for discussion, which means that they must have 

a significant amount of information and the willingness to interact, there is less 

experimental control, and it needs an environment that encourages conversation 

(Kitzinger, 1994). A moderator or the researcher should prepare the system usability 
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issues together with an agenda to guide the discussion on the topic of interest, ensuring 

that the participants are able to contribute fully to the developing discussion (Cairns and 

Cox, 2008); (Rogers et al., 2011); (Freeman, 2006).  

 

 Interviews  

This technique is also most commonly used with qualitative approaches; it is used, for 

example, in case studies and in action research. An interview involves asking subjects 

for their opinions within a limited timeframe. In other words, it comprises a list of 

(usually) open questions designed to encourage the respondents to deliver pertinent 

information; the questions should be prepared by the evaluator but, preferably, two 

evaluators should be engaged in the process, one to ask the questions and the other to 

note down the interviewee’s responses. Interviews can be unstructured (or open-ended), 

semi-structured, or structured (Fontana and Frey, 1994);(Myers and Newman, 2007). 

The following is explanation of these three types. 

 

i. Unstructured interviews 

These entail a set of open questions that are posed by the interviewer through 

conversation on a particular topic to obtain in-depth information and to explore a 

range of opinions without expectation about the format or content of the answers. 

The one advantages of this method is that it generates rich information that can offer 

a deeper understanding of the topic at hand. However, they need a considerable 

amount of time to analyse the data, which are sometimes complex and interrelated; 

this adds to the overall costs of the research. Also, the interviewer cannot repeat the 

process (Rogers et al., 2011).  

 

ii. Structured interviews 

This method is similar to the questionnaire method in terms of directly asking 

predetermined questions. A structured interview is a complete script without need 

for improvisation, which is often used in surveys, and the interview is not necessarily 

conducted by the researcher. This method can be used when the research goals are 

clearly understood. The questions should be clear and short, and repeated in the same 
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order with each interviewee (Rogers et al., 2011); (Newman, 1998); (Myers and 

Newman, 2007). 

 

iii. Semi-structured interviews 

This method integrates features of both previous methods. They are a mix of open 

and closed questions, more flexibly worded, and they are modelled more closely on 

the unstructured than the structured. They are broadly replicable and the interviewee 

should be given time to speak and not move on too quickly. They help to increase 

the reliability and validity of a research (Klenke, 2008); (Rogers et al., 2011); 

(Hersen et al., 2011).  

 

  Questionnaires 

This is a technique that uses a set of written closed or open questions for gathering 

demographic data and opinions from volunteers in order to measure interface usability, 

as an example. In other words, they are indirect usability measures that collect data on 

issues such as user satisfaction, user preferences, user attitudes and others. There are 

many types of question format, such as rating scales, check boxes and ranges, and postal 

and email questionnaires. These techniques are mostly conducted after employing UEMs 

such as the UT, TA and HE methods, seeing them as complementary, or they could be 

used alone at the same time as indirect usability methods. The questions should be 

written clearly and the layout should be constructed to encourage the respondents to 

complete them and to avoid any ambiguities that may result in failure to achieve the 

desired goals. Questionnaires have advantages and drawbacks. For example, they can be 

used to collect data from a large sample across a wide geographical area; they are cost-

effective and quick, particularly when compared with other more resource-intensive 

methods such as observation and interviews. Nonetheless, they are time consuming and 

need a sufficient number of responses to obtain significant results; thus, interviews are 

more in-depth and flexible than questionnaires. Also, designing negative questions can 

lead the users into giving false data (Cairns and Cox, 2008);(Holzinger, 2005); (Dumas 

and Redish, 1999); (Zhu and Liao, 2007); (Hornbæk, 2006); (Cho and Park, 2001); 

(Gillham, 2008); (Tuckman and Harper, 2012); (Cairns and Cox, 2008).  
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It can be concluded that the above UEMs have advantages and disadvantages. The rapid 

evolution of Information Technology (IT), especially with the coming of the Internet and 

other issues has challenged these methods. So, there is need for an effective and appropriate 

methodology for evaluating the emerging domains/technologies to measure their levels of 

efficiency, effectiveness and satisfaction, and ultimately to improve their quality. In order to 

develop new UEMs, certain factors should be considered carefully, as the present research 

confirms their impact on usability evaluation results. The following section sheds light on 

these issues.   

 

2.4 Current issues in usability evaluation methods  

The above UEMs have many issues that have impacted on their efficiency levels and results 

over the years. These issues are summarised in Figure 2.1, and more information is presented 

in the following sections. 

 

Figure 2.1: Set of issues impacting on usability evaluation results 

 

 

 

2.4.1 Sample size  

A crucial aspect when planning UEM sessions is establishing the sampling size, as each 

method entails certain implementation costs; there is needed to balance costs against benefits. 
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usability practitioners and experts, is “how many users are really enough?” This question has 

challenged researchers and professionals in the field of usability engineering and Human 

Computer Interaction (HCI) because it has consequences for any evaluation results. Although 

this issue has been hotly debated amongst researchers for many years, there is no consensus 

on any rule that could be relied upon to determine this number because all usability 

practitioners seems to have a different opinion. This is a major challenge in HCI because no 

one can know in advance how many problems exist. Thus any estimation of how many 

participants are required to find a certain percentage of interface problems is based on an 

assumption (Lazar et al., 2010).  

  

There are thorny issues making an unequivocal answer to this question almost impossible; for 

instance, the aim of researcher’s study, the size of the project, the accuracy of the uncovered 

usability problems, and the design and scope of the tasks (Lewis, 2006). For example, if the 

aim of an evaluation is to identify the major usability problems in a small part of a system, the 

researcher may recruit a small sample. Should the researcher wish to evaluate the whole 

system with many task scenarios, a large sample size would be needed to identify the 

remaining issues (Albert and Tullis, 2013). Over the years, two different viewpoints have 

emerged on this topic; one that believes that five users are enough to identify most of the 

usability problems, and another that believes that this number is nowhere near enough 

(Nielsen, 2000b); (Woolrych and Cockton, 2001). These are discussed in the following. 

 

 Why are only five users needed? 

  The pioneers of the first viewpoint, such as Nielsen, Lewis and Virzi, believe that 80% of 

usability problems can be identified with a sample of five users, which is known as the 

‘magic number’. They arrived at this conviction after analysing the results of many 

empirical studies. They find that observing five users allows them to discover 80% of a 

product’s usability problems (Turner et al., 2006). More specifically, they find that the 

first user discovers almost one-third of all usability problems; the second discovers many 

repeated problems but new ones appear; the third user discovers a small number of new 

problems; and the fourth and fifth users also find a small number. After the fifth user, 

many problems are merely repeated, and fewer and fewer new problems are revealed 

(Zapata and Pow-Sang, 2012). Nielsen (2000b) summarized this issue eloquently when 
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he said that ‘’add more and more users, fewer and fewer new problems will appear’’. 

After the fifth user, many problems are repeated and few are incorporated. At the 

Conference on Human Factors in Computing Systems 2003 (CHI’03), the panels 

discussed this issue, by then called ‘the magic number 5’ (Bevan et al., 2003). Nielsen 

defended his original theory of using only 5 users, and clarified the reasons for this by 

saying that this is ‘discount usability’, and that resources and time are wasted if the 

recruitment process engages more than five users. Virzi (1992) argued that the optimal 

sample size in terms of commercial cost-benefit may be as low as three users. This 

viewpoint uses the following formula to estimate the problem discovery rate (p). Lewis 

(2006, p.30) defines it as, “the average of the proportion of participants experiencing each 

observed problem”. 

 

o  Proportion of unique problems found (P) = (𝟏 − (𝟏 − 𝒑)𝒏) × 𝟏𝟎𝟎) 

Where 𝒑 is the average problem discovery rate computed across subjects/problems, 𝒏 

is the number of subjects, and P is the percentage of problems that can be discovered. 

𝒑 can be computed by listing all the usability problems identified during the test. Then, 

for each user, mark all the usability problems, add the total number of the usability 

problems identified by each user, and finally divide by the total number of problems. 

 

 Why and when five users are not enough 

 The pioneers of the second viewpoint, such as Lindgaard, Chattratichart, Spool, Schroeder, 

Hwang and Salvendy, disagree with the above assertion. They criticise using a small 

number of users arguing that reliability may be lost and usability problems may be 

missed. Also, employing only a small number of users ignores the individual differences 

between them, and yet this aspect underpins the relatively straightforward studies 

utilizing quite closed/specific tasks. Accordingly, they recommend recruiting more than 

five users. For example, Spool and Schroeder (2001) evaluated four different electronics 

websites, and they found that five users discovered only 35% of the usability problems. 

Lindgaard and Chattratichart (2007) conducted nine usability tests; they compared the 

results of two teams, where team A consisted of six users and team B consisted of twelve. 

The analyses showed that the teams discovered 42% and 43%, respectively. Law and 

Hvannberg (2002) reported that five users failed in reaching the 80% overall usability 
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discovery rate and that eleven users were needed to achieve this percentage. Hwang and 

Salvendy (2010) analysed the quantitative data of 27 experiments. Those 27 studies all 

employed three evaluation methods, and linear regression was applied to determine the 

samples for each. They found that Think Aloud (TA), Heuristic Evaluation (HE) and 

Cognitive Walkthrough (CW) required nine users, eight evaluators and eleven evaluators, 

respectively, to discover 80% of usability flaws. As a result, they proposed a new rule for 

optimal sample size, which is 10 ± 2, recommending its application under general 

evaluation conditions. In this regard, Faulkner (2003) found that a sample size of ten 

participants will most likely reveal a minimum of 82% of the problems. However, 

Schmettow (2012) doubts the ability of ten users or experts to find 80% of usability 

problems; also, this rule ignores usability practitioners who test with only a few 

participants in iterative design cycles. Jabbar et al. (2007) developed an adjustable 

sample-size estimation model for usability assessments by using two factors: Beta (β) and 

Alpha (α); they found that the best estimation for sample size is about eight users. Later, 

Turner et al. (2006) improved the small-sample estimation of p by using statistical 

technique that is called ‘GOOD-Turning’, and they applied this on eight users. They 

found that the appropriate sample size would be seven users, even where the study is quite 

complex in nature. Perfetti and Landesman (2001) argued that twenty users are suitable 

for many commercial studies. Macefield (2009, p.41) found that “8 to 25 participants per 

team is a sensible range to consider and that 10 to 12 participants are probably a good 

baseline range”.  

 

Overall, it can be seen that this issue can impact on evaluation results, and so it should be 

considered before starting any usability studies. Moreover, it will be necessary to examine this 

issue whilst developing the new method in order to identify the most appropriate sample size. 

 

2.4.2 Developing a new method 

Since the 1980s, the user testing method has become the major UEM for evaluating a new 

and improved interface. Hartson et al. (2003, p. 374) described it thus, “user testing was seen 

by developers as a way to minimize the cost of service calls, increase sales through the design 

of a more competitive product, minimize risk, and create a historical record of usability 

benchmarks for future releases”. However, it is too expensive, it is difficult to design the 
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most appropriate tasks, and it is used only in the latter stages of the design process. It involves 

users in measuring their speed, accuracy, error rate, and user subjective evaluations. Rubin 

and Chisnell (2008) pointed out four different shortcomings in UT; the first limitation is that 

the testing session is always a fabricated circumstance (i.e. not real); the second limitation is 

that the results of UT do not mean that the product works; the third limitation is that the 

sample of users may not fully represent the target population; and the fourth limitation is that 

choosing UT is not always the best approach. Molich and Dumas (2008, p. 280) conducted a 

comparative usability evaluation of Hotel Pennsylvania’s website (CUE-4), and nine teams 

used the UT method. They found that “usability testing is not the 'high quality gold standard' 

against which all other methods should be measured. CUE-4 shows that usability testing - 

just like any other method - overlooks some problems, even critical ones”.   

 

There are two prerequisites for any usability evaluation, which are valid and useful results. 

In terms of the first prerequisite, Macleod (1994, p.2) stated, “it was recognised in the 1980's 

that usability testing has often failed to meet the first prerequisite”. This does not stop just at 

the reasons relating to the physical and organisational setting of the evaluation; ‘context of 

use’ also plays a substantial role, as Section 2.4.3 will explain in detail. For those reasons, 

developers in the 1990s started to search for other methods that are low in terms of cost, 

consume less time, and can be used in the earlier stages of the design process. As a result, 

expert-based inspection methods grew in popularity to fulfill those requirements. Some of 

these methods are still popular, such as Heuristic Evaluation (HE) and Cognitive 

Walkthrough (CW). In practice, HE appears to be the most popular form of inspection 

method (Hollingsed and Novick, 2007). 

 

Furthermore, the growth of the Internet has created a new breed of dynamic websites, which 

are becoming increasingly interactive in the midst of ever-improving information 

technologies. Hence, studies have sought to compare and contrast the efficiency of different 

UEMs in order to find which method is the most adequate for assessing website usability. 

Huge studies, such as (Hartson et al., 2003), went on to assess and compare UEMs in order 

to understand the capabilities and limitations of each because some developers have recently 

questioned the effectiveness of UEMs in terms of their ability to predict problems that users 

actually encounter (Hvannberg et al., 2007). These studies emphasize that testing web 

usability appears to be more difficult than testing other systems. For example, various types 
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of hardware and software are used daily by users to access the Web. This problem has created 

other difficulties, such as the presence of a large number of websites located all over the 

world, with different goals, cultures and levels of quality; also, a large number of users access 

them concurrently (Di Lucca and Fasolino, 2006). Nielsen investigated several mid-sized e-

commerce websites. He found that most e-commerce websites comply with only a third of 

documented usability guidelines. This causes websites to lose almost half of their potential 

sales because users cannot use the site (Nielsen, 2001). 

 

Thus, the findings of many studies have confirmed that there is a substantial need for 

enhancing the current UEMs and their processes. Some researchers have found that a number 

of UEMs are not stable and not readily applicable to many new products, such as Web 

products, because they were designed originally to evaluate screen-based products; they were 

also developed several years before the Web was involved in user interface design (Ling and 

Salvendy, 2005b). Also, other scholars have emphasized that “UEMs continue to change 

because human-computer systems, their interaction components, and their evaluation needs 

change rapidly, requiring new kinds of UEMs and constant improvement and modifications 

to existing UEMs” (Hartson et al., 2003); (Di Lucca and Fasolino, 2006). For example, Silva 

and Dix (2007) used HE and UT to evaluate YouTube. They found that only two heuristics 

out of ten were respected by YouTube, which means that it has low usability and thus it 

completely failed. Also, they used other usability metrics, such as number of errors, number 

of clicks, and task completion time. The result also confirmed that YouTube had failed. 

However, they stated, “YouTube’s clear success means there must be something really good 

that makes users go back and back again”. Also, they added, “YouTube appears to fail 

miserably when evaluated with a conventional usability evaluation technique”. Silva and Dix 

(2007, p.106) pointed out that there are many new websites in which users play a major role 

in their success, even though these websites have low usability levels; thus, it is necessary to 

understand these Web phenomena in order to find a valid way for evaluating them. They 

further stated, “this new context requires new and sharp usability evaluation approaches”. 

Hollingsed and Novick (2007, p. 249) reviewed research and practice in usability methods 

over a period of 15 years starting from 1992, and they found that the majority of studies only 

compared the effectiveness of the many different approaches to usability evaluation. Perhaps 

their most important finding was that “some researchers did not propose new usability 
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inspection methods”. This finding was supported by some other researchers who argued that 

research-oriented endeavours should concentrate on improving and refining UEMs to 

provide better discount usability instruments for usability practitioners. In fact, both 

researchers and practitioners of usability engineering would benefit from new methods and 

tools if they are designed to support the evaluation of a product through context of use, 

thereby facilitating usability problem classification; they would also benefit from discount 

(but valid) methods for identifying real usability problems (Hartson et al., 2003); 

(Chattratichart and Brodie, 2004); (Lindgaard, 2006). Moreover, Cockton and Woolrych 

(2002, p.18) highlighted this by saying, “discount methods aren’t very safe. They can and 

should be improved.” Consequently, these methods need further research to increase their 

efficiency and effectiveness, in terms of expanding their capacity to identify new problem 

areas, specifically for emerging domains and technologies. 

 

2.4.3 Context of usability methods 

The second challenge in determining the usability of a product is the context of the designed 

UEM because product usability depends on the context in which it is used (Bevan, 1995). In 

other words, product usability can be measured by the quality of use in a particular context; 

thus, it is important to know “whom the product was designed for, what it will be used for and 

where it will be used” (Maguire, 2001a, p.454). The term ‘context’ encompasses many 

aspects, for example, user characteristics and the task goals they are trying to achieve, the 

environments in which they work, and the method employed for assessing the products they 

use within that context. Maguire (2001a, p.457) pointed out to another usability definition 

from the above example on contextual circumstances: “ the usability of a product is affected 

not only by the features of the product itself, but also by the specific circumstances in which 

a product is used”. Accordingly, the International Organization for Standardization ISO 

(2010) defines usability as, “the extent to which a product can be used by specified users to 

achieve specified goals with effectiveness, efficiency and satisfaction in a specified context 

of use”.  

 

In fact, there are two requirements for any usability evaluation, which are valid data and useful 

results. Thus, an appropriate method must be applied for analysing the data. As we mentioned 

above, UEMs such as UT and HE started to appear in the 1980’s. Although UT is the most 
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commonly used method, it has failed to meet the first requirement (valid data). This is 

because some contextual factors can influence its validity; for example, the recruitment of 

inappropriate users, employing limited or low-quality tasks, evaluating isolated parts of a 

product, and conducting the evaluation in environments unrelated to real work goals or the 

conditions of the workplace. This in its turn generates invalid data, and may result in the 

researcher concentrating only on small issues (Macleod, 1994).  Furthermore, HE is another 

most commonly used method, although it suffers from being too abstract to apply directly, 

too difficult to comprehend fully, and sometimes difficult to determine when a guideline has 

been violated (Thovtrup and Nielsen, 1991). Henninger et al. (1997, p.2) supported this claim 

by saying, “ a guideline stating to "always keep users informed of system states" is abstract 

and open to a wide variety of interpretations in different contexts”. Also, Henninger (2000, 

p.228) highlighted an important issue, which is that “contextualized guidelines are better than 

abstract or decontextualized ones… Less clear is how guidelines are created to meet diverse 

application needs, how one applies the guidelines to a specific context, and how guidelines 

can be refined to meet user task requirements”. 

 

To sum up, Mankoff et al. (2003) emphasized the need to propose a new method that would 

be able to uncover those aspects that are of particular importance in a given particular context 

because usability evaluation cannot be simply based on the evaluation results of a system that 

combines one or more of the traditional methods mentioned in the literature review. Various 

contextual characteristics must be taken into account, such as ‘context method’ which plays a 

vital role in influencing the evaluation results; there is also the need to move forward in 

developing a new usability evaluation framework that specifically encompasses context 

(Trivedi and Khanum, 2012). 

 

 

2.4.4 Usability measures  

Various types of data can be gathered during an evaluation session. These data can be 

quantitative or qualitative based on the goal of the usability study. Consequently, failure to 

measure these data leads to failure in achieving the goal of a usability study as a whole. 

UEMs have focused on users being able to interact with a system in a way that is efficient, 

effective and satisfying. These three represent important elements in the IOS 9241 standards 
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for measuring usability attributes; indeed, they are the most commonly used ones in usability 

studies, and are measured quantitatively (Hornbæk and Law, 2007). From these, Sauro and 

Kindlund (2005) proffered a high-level quantitative model of usability metrics, which they 

arrived at after analysing the data from four summative evaluations based on investigating 

the correlations amongst the above attributes in order to build it accurately and with equal 

weighting. For example, efficiency can be measured by the time performance or how long 

time is spent to complete a task, effectiveness can be measured by task performance or 

completed tasks and the number of errors, and satisfaction can be measured by questionnaires 

or a survey.   

 

However, it has been found that these measures have an impact on usability studies. Cairns 

and Cox (2008) criticised these measures, saying, “what has also emerged is that these 

measures do not seem to provide insight into how interfaces work and whilst a design may 

be effective, efficient and satisfying, it can somehow still not be a good user interface”. 

Hornbæk (2006) found that some usability studies faced difficulties in determining how to 

measure a system’s usability, what aspects should be measured, and what the best ways are 

to measure them. In this regard, many attempts have been undertaken to improve usability 

measures by proposing additional metrics, such as the number of pages visited, the number 

of clicks needed to succeed in the tasks, mouse movements, task-difficulty, task-confidence 

and typing speed as well as theoretical models to predict in advance whether a system is 

usable or not (Lazar et al., 2010); (Lazar, 2005); (Sauro, 2012b). Furthermore, there is a need 

to develop UEM performance measures that are computed from the raw experimental 

usability data produced by each UEM in order to identify which methods are more effective 

and more valid in discovering real usability problems. However, there are difficulties in 

developing this because it requires usability researchers to comprehend the ability and 

shortcomings of each UEM. Also, there are no clear definitions, measures or metrics on 

which one can depend for this task. For this reason, some effective UEM evaluation criteria 

have been developed to facilitate a reliable comparison of various UEMs; these are 

thoroughness, validity, effectiveness and reliability (Hartson et al., 2003).The thoroughness 

criterion is a measurement that assists in identifying how a UEM can identify real usability 

problems. Hwang and Salvendy (2010, p.131) define how to compute this as, “the ratio of 

the sum of unique usability problems detected by all experiment participants' to the number 
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of usability problems that exist in the evaluated systems”. Khajouei et al. (2011, p.345) also 

defines how to compute thus ’’the ratio of the number of real usability problems found using 

each usability evaluation method to the total number of real problems existing in the user 

interface of the system (given by the standard-of-comparison usability problem set)’’. The 

validity criterion is a measurement that assists in identifying how a UEM is able to discover 

usability problems accurately. Sears (1997, p.214) defines how to compute this as, ‘’the 

proportion of real problems found using a UEM to issues identified as problems”. Khajouei 

et al. (2011, p.345) also defines how to compute thus ''the ratio of the number of the real 

usability problems found by a method to the number of issues the method (correctly or 

incorrectly) identified as usability problems''. The effectiveness criterion is defined as the 

ability of a UEM to identify usability problems relating to the user interface (Khajouei et al., 

2011). If the level of thoroughness or validity is low, effectiveness will be low as well. All 

of these metrics have values that range from ‘0’ to ‘1’ (Hartson et al., 2003). Moreover, these 

metrics are affected by the set of concepts detailed in Section 2.4.6 below, but they can be 

calculated as follows. 

 

 Thoroughness = 
𝐍𝐨.𝐨𝐟 𝐫𝐞𝐚𝐥 𝐮𝐬𝐚𝐛𝐢𝐥𝐢𝐭𝐲 𝐩𝐫𝐨𝐛𝐥𝐞𝐦𝐬 𝐟𝐨𝐮𝐧𝐝

𝐓𝐨𝐭𝐚𝐥 𝐧𝐨.𝐨𝐟 𝐫𝐞𝐚𝐥 𝐮𝐬𝐚𝐛𝐢𝐥𝐢𝐭𝐲 𝐩𝐫𝐨𝐛𝐥𝐞𝐦𝐬 𝐞𝐱𝐢𝐬𝐭𝐢𝐧𝐠
 

 

 Validity = 
𝐍𝐨.𝐨𝐟 𝐫𝐞𝐚𝐥 𝐮𝐬𝐚𝐛𝐢𝐥𝐢𝐭𝐲 𝐩𝐫𝐨𝐛𝐥𝐞𝐦𝐬 𝐟𝐨𝐮𝐧𝐝

𝐍𝐨.𝐨𝐟 𝐢𝐬𝐬𝐮𝐞𝐬 𝐢𝐝𝐞𝐧𝐭𝐢𝐟𝐢𝐞𝐝 𝐚𝐬 𝐚 𝐮𝐬𝐚𝐛𝐢𝐥𝐢𝐭𝐲 𝐩𝐫𝐨𝐛𝐥𝐞𝐦
 

 

 Effectiveness = Thoroughness × Validity 

 

In terms of reliability criteria, Hartson et al. (2003, p.167) defined it as “a measure of the 

consistency of usability testing results across different users (developers)”. It can be said that 

a UEM is reliable when a repeat of an experiment delivers similar outcomes across a range 

of minor differences in the experiment situation (Hertzum, 2006). Some differences have 

been investigated in terms of the reliability of UEMs over time. For example, some studies 

have examined the impact of involving different numbers of users, and others have examined 

the impact of individual and cooperating users on the results of some UEMs (Lewis, 1994); 

(Hackman and Biers, 1992). The evaluator effect has also been examined on some UEMs, 

for example, in the Think Aloud protocol it has been found that evaluators (during an analysis 

session for the same experiment) discover different sets of problems (Hertzum, 2006).  
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The reliability criteria can be computed in different ways. The first way is by using the 

average detection rate of a single evaluator to assess the evaluator effect. It can be computed 

by dividing the average number of unique problems detected by a single evaluator by the 

number of unique problems detected collectively by all the evaluators (see the equation 

below). However, it has been found that the sample size of evaluators affects the detection 

rate. Hence, whenever the sample size is small, the detection rate will be high, and vice versa; 

for example, if you have one evaluator, the detection rate will constantly be 100%. In the 

case of having two evaluators (with no overlap between them), the detection rate will be 50% 

(Hertzum and Jacobsen, 2001).  

 Detection rate =  Average of |𝐏𝐢|

|𝐏 𝐚𝐥𝐥|
 over all evaluators 

  where ‘𝐏𝐢’ is the set of problems identified by evaluator ‘i’, and ‘𝐏 𝐚𝐥𝐥′ is the set of 

problems identified together by all ‘n’ evaluators (Hertzum and Jacobsen, 2001). 

In the second way, and based on the above drawback, the same scholars developed another 

measure, which is called Any-Two-Agreement (see the equation below). It aims to measure 

the extent to which two evaluators agree on the problems they have discovered. It can be 

computed by the number of problems they have in common divided by the number of 

problems collectively discovered. The result ranges from 0%, which indicates that the 

evaluators have not agreed on any problem in common, to 100%, which indicates that all the 

evaluators have agreed on the same set of problems (Hertzum and Jacobsen, 2001).  

 Any-Two-Agreement = Average of |Pi∩Pj| / |PiỤPj| over all 𝟏

𝟐
 n (n-1) pairs 

of evaluators 

where 'Pi' and 'Pj' are the set of problem discovered by evaluator 'i' and the other 

evaluator 'j', and 'n' indicates to the number of evaluators (Hertzum and Jacobsen, 

2001). 

Another way is by using Cohen’s Kappa measure. This is a statistical analysis of reliability 

for measuring the ratio of agreement between two nominal variables. It has often been used 

in usability studies, and it is a reflection of the detection rate (Mendoza and Novick, 2005). 

However, it is limited to assessing two subjects only, which is not the case for most usability 

studies which involve a few evaluators. Consequently, using Any-Two-Agreement has been 

recommended (Hertzum and Jacobsen, 2001). Finally, the level of reliability can be measured 
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by using the mean number of evaluators finding a real problem, as proposed by 

(Chattratichart and Lindgaard, 2008) (see the equation below). 

 Reliability = 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐞𝐯𝐚𝐥𝐮𝐚𝐭𝐨𝐫𝐬

𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐫𝐞𝐚𝐥 𝐩𝐫𝐨𝐛𝐥𝐞𝐦𝐬 𝐢𝐝𝐞𝐧𝐭𝐢𝐟𝐢𝐞𝐝
 

In addition to above usability measures, cost is another important issue in employing UEMs 

during an evaluation phase within the usability engineering lifecycle. On this point, some 

designers believe that no UEM is able to discover all the usability problems, and they are not 

prepared to extend their projects (adding further expense) indefinitely looking for  a definitive 

solution to the problem of usability. Thus, there is a need for a low-cost method (particularly 

in terms of time). For these reasons, Nielsen (2009) made a case for discount evaluation, 

known as the heuristic evaluation (HE) method. However, it has been criticized for being not 

sufficiently effective (Cockton and Woolrych, 2002); (Hertzum, 2006). Cockton and 

Woolrych (2002, p.18) highlighted this, saying, “discount methods aren’t very safe. They can 

and should be improved.” It is clear that managing a group of several analysts and users is 

time consuming. Also, some of the problems discovered may be vague or conflicting, and 

consequently, analysing the test data to understand, match and merge them takes time. 

Furthermore, the need to conduct extensive causal analysis in order to understand user 

difficulties during a test (to produce useful recommendations) is time consuming (Cockton 

et al., 2004a). In this regard, some studies have compared the cost employing UEMs, in 

particular, UT and HE. Generally, all such studies have proved that UT is more expensive 

than HE in terms of time taken in designing, conducting and analysing the process. For 

example, it is worth mentioning, Jeffries et al. (1991), who conducted a comparative research 

on three different inspection methods, which were HE, cognitive walkthrough and UT in 

terms of the hourly cost for each participant for each method. Their results showed that HE 

delivered the lowest score, taking only 35 hours, followed by cognitive walkthrough (43 

hours), and lastly UT (at 199 hours). Also, Law and Hvannberg (2002) found HE to be less 

expensive than UT. The former needed 9 hours, whereas the latter needed 200 hours; the 

hour counts included designing and conducting those two methods. Additionally, Molich and 

Dumas (2008) conducted the same comparison, and their results proved that HE is cheaper 

than UT, requiring 67 hours and 199 hours, respectively. Furthermore, Hasan (2009) 

compared the cost employing three UEMs in evaluating ecommerce websites, which were 
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HE, UT and Google analytical software. She confirmed the previous findings by revealing 

that HE required 247 hours, whereas UT required 326 hours. The Google analytical software 

was the most costly, requiring 360 hours. The aforementioned hours included the set-up and 

design of the research tools, and collecting and analysing the data. Similarly, Martin et al. 

(2014) compared the cost-effective benefits of UT and remote asynchronous testing in terms 

of the time and effort consumed during each stage of designing, implementing, piloting, 

conducting and evaluating the two usability tests. They compared the time spent on each 

stage of the usability evaluations with the time-scale used and provided by the Usability 

Company (UC) for usability consultants’ working hours (7.5 hours on five working days per 

week). This company is a usability consultancy company based in the UK. They find that 

remote asynchronous testing needs less time and effort than UT; the latter took 35 days, 

whereas the former took 30 days.  

  

However, the above studies did not take into account the cost of these methods in terms of 

fixing the discovered problems. This matter was investigated by Jeffries and Desurvire 

(1992), and the results were impressive; HE was more costly than UT because the former 

revealed a substantial number of problems but the majority of them ware minor. Redish et al. 

(2002) mentioned the high cost of false positives that might be entailed by HE; examining 

these problems might take yet more time or may lead to new usability problems in the 

modified interface. As a further example, Martin et al. (2014) calculated the financial costs 

of employing UT and remote asynchronous testing based on the daily rate of consultants at 

UC, which is £800.00 per 7.5 hour day, i.e. as if this evaluation were conducted in a business 

environment. Also, they compared the costs in terms of the number of problems discovered 

by each method. UT discovered a total of 7 problems (including 4 critical and 3 minor ones), 

whereas remote asynchronous testing discovered a total of 10 problems (including 6 critical 

and 4 minor ones). The results show that the total financial cost of UT was £28,000, which 

means £4,000 per problem, and that the total financial cost of remote asynchronous testing 

was £16,000, which means £1,600 per problem. This represents a saving of £2,400 (60%) 

compared to UT. Thus, remote asynchronous testing is a more cost-effective method than 

UT (Martin et al., 2014). In this regard, Nielsen (2003) indicated that the cost to recruit test 

participants for usability studies by stating ‘’ the average per-user cost is $171‘’. Moreover, 

the cost of employing an evaluator (or the cost-effective benefits) can be computed by 
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identifying the cost estimates. It can be done fairly simply by following Nielsen’s equation, 

who estimated the hourly loaded cost for professional staff at $100 (Nielsen, 1994a), as the 

formula below shows:  

 

 Cost  of Employing an evaluator for a UEM = (Number of evaluation hours) × 

(Estimate of the loaded hourly cost of the participants’$100’) 

 

2.4.5 Usability problems  

Essentially, all UEMs discover a number of usability problems. The word problem means 

something that prevents a user from achieving a goal or that causes some difficulty (which 

can or cannot be overcome). However, not all discovered problems are usability problems. 

A usability problem is defined as a flaw in the design of a system that makes the attainment 

of a particular goal (through the use of the system) ineffective and/or inefficient, and thus 

lowers the user’s level of satisfaction with its usage (Polson et al., 1992); (Albert and Tullis, 

2013). There are many terminologies for describing usability problems. It can be described 

as ‘problem types’, which refers to unique problems, or it can be described as ‘problem 

tokens’, which refers to duplicate violations of the same problem type. Thus, the list of 

problem types is usually shorter that list of problem tokens (Lindgaard, 2006). In this regard, 

there are other usability measures that can be used to assess the effectiveness of UEMs; they 

are severity assessment, counting the number of discovered problems, and matching the 

discovered problems.  

 

 Severity assessment 

To fix a usability problem in a system, it should be rated in terms of its severity by expert 

evaluators; this rating aims to given a priority for fixing the usability problem. Nielsen 

(1995b) stated, “severity ratings can be used to allocate the most resources to fix the most 

serious problems and can also provide a rough estimate of the need for additional usability 

efforts”. Also, (Hertzum (2006)) points out that the severity ratings of discovered usability 

problems must be reliable, valid and sufficiently convincing to justify the cost of fixing the 

problems; these ratings help designers through offering guidance on the order in which the 

problems should be addressed (from ‘disasters’ down to ‘cosmetic problems’) (Hertzum, 

2006). In this regards Jeffries et al. (1991) defined three different usability problem 

categories, which are consistency, recurring and general problems. Furthermore, Nielsen 
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(1992a) described three basic elements that can assist in measuring and evaluating the 

strictness and seriousness of the level of discovered usability problems. They are repetition 

of events, influence on users and constancy. However, these three categories differ in terms 

of severity. Some of the problems may be superficial and frustrating at best, while others 

may be functionally debilitating. Also, Dumas and Redish (1999) suggested two 

classifications for usability problems in terms of scope and severity. They further suggested 

two classes for scope problems, which are global and local; the former is defined as a problem 

occurring on a certain page, which should be given priority in fixing, and the latter is defined 

as different problems appearing on several pages.  

  

In addition to this, it has been suggested that three factors play crucial roles in determining 

the priority of a usability problem and in evaluating its severity. These factors are: firstly, the 

frequency of the problem that occurs: is it common or rare, or how many users will be 

affected by the problem? Secondly, the impact of the problem that occurs: is it easy or 

difficult for the users to overcome, or how much trouble will it make and how far will it affect 

the user’s experience? Lastly, the persistence of the problem: is it a ‘one time’ problem that 

users can overcome once, or will users repeatedly be bothered by the problem, or how many 

times will a user experience the problem? (Hertzum, 2006). Furthermore, these problems are 

classified into different groups to which a numeric scale is used to measure the severity of 

each problem (Nielsen, 1995b), and they are as follows.    

 

 (0), this issue is not a usability problem at all.  

 

 (1), this is a cosmetic problem that does not need to be fixed unless extra time is 

available on the project.  

  

 (2), this issue is a minor usability problem; fixing this should be given low priority. 

   

 (3), this is a major usability problem; it is important to fix this, so it should be 

given high priority. 
  

 (4), this issue is a usability catastrophe; it is imperative to fix this before the 

product can be released.
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 Problem counting 

Many prior studies have been undertaken to compare the effectiveness of UEMs in terms of 

counting the number of problems discovered and listed by the evaluators. After that, the 

method that discovered the most usability problems was argued to be the most effective UEM 

(Mankoff et al., 2003); (Markopoulos and Bekker, 2003). Other researchers have measured 

the productivity of a UEM by counting the number of problems discovered for a system 

(Muller et al., 1993). Furthermore, Lindgaard (2006, p.1071) explains the importance of 

counting all problem tokens because “the resulting tally gives the development team some 

indication of weak aspects of the interface as well as pointing to individual problem tokens”. 

However, the above approach has many limitations. For example, counting the number of 

problems conflates potential problems with ‘not real’ problems. Also, the problem counting 

approach produces different types of problems that are given the same weight when counted.  

Additionally, the method of counting problems might include overlapping and duplicated 

problems. Thus, this approach can have serious ramifications if a large number of problems 

are counted that cannot be fixed to improve the tested product, or if evaluators refrain from 

reporting problems because they are unable to think of a solution (Hornbæk and Frokjaer, 

2004); (Hornbæk, 2010); (Hertzum, 2006).  

 

 Problem matching 

The most common assessment approach for UEMs is through conducting comparisons in 

order to identify similar and dissimilar problems (found by evaluators). This approach is used 

in many studies (Molich et al., 2004). The problems found by different UEMs should be 

matched to identify any overlapping or duplicated problems. Also, matching should be done 

between the results of the different UEMs, through master usability problem lists, to 

determine the ‘realness’ of the discovered problems (Gray and Salzman, 1998). Four 

different techniques can be used for matching usability problems, which are: similar changes, 

practical prioritization, Lavery’s model, and User Action Framework (UAF). Nevertheless, 

they are used rarely or implicitly without mention in some studies (Lavery et al., 

1997);(Molich and Dumas, 2008); (Andre et al., 2001); (Hornbæk and Frøkjær, 2008). 

However, this approach has many limitations. For example, there are no procedures or rules 

on how to match lists of known problems in many studies, which leads to many studies 
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having little or no clear procedure on how matching was used, thereby generating unreliable 

findings. For example, Nielsen (1993) applied the HE method on a telephone operator 

interface to investigate the effects of different levels of experience on the part of evaluators 

in discovering usability problems. Hornbæk and Frøkjær (2008, p.505) criticized Nielsen’s 

procedure on the above study by saying, “he does not explain the procedure he followed for 

matching descriptions of usability problems or the criteria for treating two descriptions as 

similar”. Also, Mankoff et al. (2003) developed a technique for evaluating the usability and 

effectiveness of ambient displays. They claim they used solid procedures for matching the 

problems between their developed heuristics and traditional HE with a list of known usability 

problems. However, they too did not explain their procedures (Hornbæk and Frøkjær, 2008). 

Overall, (Hornbæk, 2010, p.100) commented, “it seems that matching of usability problems 

is generally considered straightforward”. The second limitation is that many evaluators and 

observers write down the discovered problems in brief descriptions. This leads to having 

many considerably different descriptions for the same problems. As a result, problems that 

are considered similar are replaced with a general description of the problem (Woolrych et 

al., 2004). The third limitation, as stated by Hornbæk and Frøkjær (2008, p.505), is that 

“matching has received scant attention in usability research and may be fundamentally 

unreliable”. Thus, it seems that the matching technique has the potential to affect research 

findings. However, using structured usability problem reports will solve this problem 

(Lavery et al., 1997), and this is described in detail in Section 2.4.7. 

 

2.4.6 Determining the realism of usability problems 

From reviewing the literature, many studies have compared the relative efficiency of UEMs 

based on the criteria mentioned in Sections 2.4.4 and 2.4.5 (Jeffries and Desurvire, 1992); 

(Molich and Nielsen, 1990). However, there are risks in terms of producing a set of problems 

from some UEMs; for example, some problems produced by a UEM would not be actual 

problems in a ‘real work’ context of use. Also, some problems that are faced by users in a 

real work context may not be apparent during an actual evaluation session. Substantively, 

comparisons between UEMs should be conducted only on the ‘real usability problems’ found 

in the target system. Accordingly, four concepts have been proposed for creating reliable 

UEM assessments; these are miss, hit, false positive and false negative (Lindgaard, 2006). 

Cockton and Woolrych (2002) defined a missed problem as a known problem not discovered 
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by participants, or a known problem not revealed by the UEM in question. A hit problem is 

defined as one that was successfully predicted and subsequently discovered by the user or 

one that is revealed by the UEM in question. A false positive problem is defined as an 

unsuccessful expectation, i.e. one that represents not a real problem in the tested interface. 

Lindgaard (2006, p.1069) gave another definition for false positive: “the dismissal of a 

problem that turns out to be problematic when tested by another method”. A further definition 

was given by Chattratichart and Brodie (2004, p.1121), stating “some of the problems 

predicted by a UEM that should have been hits could be mistaken as false positive just 

because they were not found by user testing”. A false negative problem is defined by 

Lindgaard (2006, p.1069) as ‘’the dismissal of a problem that turns out to be problematic 

when tested by another method’’. In this regard, high validity means a low proportion of false 

positive, and vice versa. Also, discovering more real problems leads to a high level of 

thoroughness, and vice versa (Woolrych et al., 2004); (Cockton et al., 2004a). 

To calculate the false and missing problems accurately, one must first correctly find as many 

known usability problems as possible in order to establish a standard list of problems for 

matching it with the candidate problem list (to decide whether a particular found problem is 

actually on the standard list, and thus, whether it is a real problem) (Hartson et al., 2003). 

Woolrych et al. (2004) outlined six techniques for establishing a standard list of problems, 

which are helpdesk logs, logging (via software), observation of real usage, user interviews, 

user diaries, and UT. The fact is that the final usability problem list is identified by end-users 

(not by expert evaluators), and therefore the realness of any usability problems needs to be 

established by the user. In this regard, UT is the gold standard for comparison, and it is used 

overwhelmingly in studies that evaluate the performance of UEMs (Hartson et al., 2003). 

Generally, the key purpose of employing UT in current usability studies is thus to confirm or 

expose that the problems discovered in HE truly cause users difficulty (Lindgaard, 2006). 

Accordingly, missed problems are defined as problems discovered by UT but not discovered 

by HE. A false positive is defined as a problem discovered by HE but not discovered by UT 

(Cockton and Woolrych, 2002). Sauro (2012a) defines hit problem as, “meaning the 

discounted method (HE) hit on the same issue as found in the traditional evaluation method 

of usability testing (UT)”. Lindgaard (2006, p.1072) defined false negative as, “issues 

rejected by the HE but found to be problematic in the user test”. In other words, problems 
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are classified as false positive because they are not discovered by UT; however, in fact they 

are real problems but UT failed to discover them. In this regard, the risk of depending on a 

small sample in UT was investigated, and the results show that approximately half of the 

identified problems could have been missed by relying on only five users (Faulkner, 2003); 

(Woolrych and Cockton, 2001).  

In brief, there are many and various problems that can result in a miss, a false positive or a 

false negative, and these are not due to flaws in the method assessment. For example, there 

may be a misunderstanding on the part of evaluators in analysing a UEM; or it may be that 

UT fails to expose a predicted problem, which can lead to the incorrect scoping of an 

inspection method; there is also the effect of evaluators and user sample sizes; and finally, 

the quality of the structured task and of the problem extraction reports may be insufficiently 

good, as described in detail in the next section (Faulkner, 2003); (Cockton et al., 

2004b);(Woolrych et al., 2004).  

 

2.4.7 Structured problem report formats  

An important phase in the evaluation process is reporting; it is incorporated into all the steps, 

from the pilot study, through the session notes and problem reports, to determining the 

overlapping problems amongst the UEMs and participants and making recommendations. In 

fact, there is a question that has been the subject of much debate amongst usability 

practitioners in assessing UEMs, particularly inspection methods. This question is “why 

some problems get missed but others are falsely predicted. Missed problems are either never 

found or are mistakenly dropped. False positives get found, but are mistakenly preserved!” 

(Woolrych et al., 2004). Consequently, a certain level of ability is needed to distinguish 

finding and collecting problems from identification and elimination. This is particularly so 

in the validation process in terms of matching the predicted problems found by analysts 

against the usability problems found by users. Capra (2006) asserted that poor documentation 

and communication of the usability problems identified can lead to reducing the effectiveness 

of a UEM, reducing the return on the effort spent in conducting the assessment, and reducing 

the number of problems that selected to fix. Thus, it is an important to use a structured 

usability problem report to compare the UEMs in question in order to facilitate their matching 

(Hornbæk and Frøkjær, 2008). Lavery et al. (1997, p. 247) highlighted the importance of this 
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by saying, “the content of usability problem reports and their matching is a major 

methodological problem for the scientific study of usability methods”. This is because using 

the unstructured report leads to the incorrect identification of problems from within the 

empirical data, which is matched to an analyst’s prediction, which in turn leads mistakenly 

to representing a false positive as a hit. Another example is when a real problem is wrongly 

eliminated from the empirical data, and is not found in UT, this leads (mistakenly) to 

representing it as a false positive. A further example is the absence of a description for a 

problem, leading to the incorrect or misleading merging of analysts’ predictions. Also, using 

an unstructured report leads to an increase in the evaluator effect on the reporting of usability 

problems because each evaluator will report different problems. This makes the matching 

procedure (between their problems) more complicated, and thus each evaluator reports more 

unique problems (Woolrych et al., 2004); (Hornbæk and Frøkjær, 2008). 

Furthermore, Skov and Stage (2005, p.2), in discussing analysts and users, declared, “they 

generally describe what they have done but less about the specific way in which they 

identified each individual usability problem”. In this regard, three main criteria should be 

considered in generating a problem report, as advised by Lavery et al. (1997, p.251), which 

are: firstly, “problem reports must be of comparable granularity such as the same level of 

abstraction and/or generality”. This indicates that using a general description report and 

comparing it with a specific report (between different methods) will lead to failure in meeting 

the first criterion; the report formats should be consistent across the methods used to obtain 

reliable validation. Secondly, “there must be explicit matching rules”. Using a structured 

report would help to make the matching possible (between the predicted and the real 

problems), thereby meeting the second criterion. Also, a structured problem report would 

stop researchers from incorrectly matching the predicted problems to the real problems or 

from incorrectly merging the predicted problems (of all the analysts) to produce a single set 

of predictions (Cockton et al., 2004b). Thirdly, the good report format should be derived 

from a definition of ‘usability problem’. Thus, Jeffries (1994) advised that usability problem 

reports should consist of three parts, which are a description of the problem (based on the 

users and their tasks in real usage), a description of the severity of the problem, and a solution 

to the problem. However, she later found difficulties in understanding the problem 

descriptions because some evaluators include the solution in their problem description, rather 
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than focusing on describing the effect of problems on users. Also, she “did not summarize 

the areas that the reports covered well” (Capra, 2006, p.10).  

In this regard, Lavery et al. (1997, p. 258) developed a model for structured reports, which 

includes four components. These components are: context or design change, cause, 

breakdown and outcome. They described the goal of each component thus, “the cause 

describes what is wrong and needs to be fixed. The breakdown and/or outcome provide 

justification why the cause is problematic. The outcome suggests why the problem is severe 

and how it relates to any usability criteria. The context describes when the problem occurs, 

suggesting possible frequency and in some circumstances the solution”. However, it was a 

relatively early paper in which to discuss matching reports; they gave some examples of 

usability problems and concluded that their model would facilitate collating them, but their 

paper did not describe any particular procedure for matching problems, did not document 

whether it improved the matching of problems, or whether evaluators found the format too 

laborious. This technique was examined practically and the results showed that the 

participants faced difficulties in describing the usability problems to the four components of 

the model. Also, the evaluators found that it was hard to interpret the problems reported by 

the participants, and this was clear in the low levels of agreement among them in terms of 

identifying the overlapping and unique problems (Hornbæk and Frøkjær, 2008).  

Furthermore, Cockton et al. (2004b) described an extended reporting format using a heuristic 

method. This report consists of four main sections. The first section aims to describe the 

problem and associated user difficulties (by analysts) through using four elements, which 

are: problem description, likely/actual difficulties, specific contexts, and assumed causes. 

The second section addresses the discovery resources and methods (again by analysts), who 

should explain how they discovery and report problems; also, this section indicates if their 

method is system- or user-centred and unstructured or structured. This yields four categories 

which are: system scanning, system searching, goal playing and method following. The third 

section deals specifically with the application of heuristics to individual problems. 

Accordingly, analysts should provide evidence of conformance rather than just naming a 

heuristic. The fourth section requires analysts to explain any problem elimination, with 

specific reference to user impact and behaviour (Cockton et al., 2004b).Their results show 

how effectively their report was in helping evaluators to predict fewer false positive 
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problems, leading to an increase in the validity of the HE method, compared to the previous 

study using a simpler reporting format. However, “the study is indicative only, because the 

use of the extended reporting format is compared only to a previous study, with many 

differences to the study in which the extended reporting format was being used” (Hornbæk 

and Frøkjær, 2008, p. 101). 

In conclusion, few studies have shed light on this issue. Having an arbitrator’s report should 

facilitate the comparison of UEMs, defining overlapping problems and the realness of 

problems, eliminating ambiguous problem descriptions, distinguishing between different 

types of problems, and producing useful information on fixing a number of problems (which 

in turn should assist developers and designers to change and improve the system that was 

evaluated). Using various forms of reports will lead to generating different results on the 

relative merits of UEMs, which will influence the findings of usability research as well as 

influencing the effectiveness of evaluation methodology. Thus, there is a need for a standard 

approach for describing usability problems, so that they can be more easily and more directly 

compared (Andre et al., 2001); (Hornbæk and Frøkjær, 2008).  

 

2.5 Conclusion  

This chapter has provided a broad overview of usability evaluation methods for evaluating 

websites from different perspectives. Also, the current issues in usability evaluation were 

reviewed, so that researchers can better understand and thus tackle these issues. The literature 

showed that there has been a lack of research focusing on how to develop a method that 

combines the advantages of HE and UT but avoids their drawbacks. Many studies have 

developed usability evaluation methods; however, those that were assessed were designed to 

deal with certain aspects of usability, in certain areas of the product. Furthermore, it is clear 

from the literature that this field is still in need of more research in order to develop the most 

appropriate method for evaluating website usability in context. There are very few guidelines 

to help anyone who desires to develop a new method for assessing emerging products, or 

frameworks to overcome the defects of the traditional UEMs. In other words, there has been 

no research to the best of my knowledge that presents a framework that is readily capable of 

adaptation to any domain, and that combines the advantages of HE and UT and can help to 

generate an evaluation method for assessing the usability of products in a particular domain.  
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The next chapter provides further information (as it is a continuation of the literature review) 

by proposing an adaptive framework, which is the main aim of this study; this framework 

should help to solve the aforementioned problems, and should be invaluable to designers, 

developers, researchers and managers who wish to uncover usability problems related to 

specific usability areas. That chapter will describe the components of the adaptive framework 

as well. 
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Chapter 3: Research 

Adaptive Framework 

3 3. 

 

3.1 Introduction 

Chapter 1 introduced the problems that are now challenging the traditional usability 

evaluation methods (UEMs), and it highlighted the value of developing a new UEM for 

assessing the usability of the new breed of dynamic websites and applications that are 

growing rapidly in use and that have had a great impact on many businesses. Also, the 

urgent need for continuous assessment for these websites and applications (to measure 

their efficiency and effectiveness, to assess user satisfaction, and ultimately to improve 

their quality) require the design of a formative and summative evaluation method for 

achieving high levels of quality. Chapter 2 reviewed the literature for this topic from 

various different prespectives. It shed light on the current issues on usability evaluation, 

which motivated this research in order to improve usability testing. This chapter 

illustrates how the aim of this research is to be satisfied by developing a systematic 

adaptive framework to generate a context evaluation method for any product. This method 

is called the Domain Specific Inspection (DSI) method. It also explains in detail the 

components of this framework, how to utilize it, and the target products adopted to 

evaluate it.   

 

3.2 Research adaptive framework 

Rogers et al. (2011) defines ‘framework’ as, “a set of interrelated concepts and/or a set of 

specific questions that are intended to inform a particular domain area”. Lazar et al. 

(2010) highlight the benefits of methodical frameworks by stating, “they can help you 

frame the research questions, decide on the specific research approach to adopt (e.g. 

survey, interview, focus group, etc.), and identify the concepts and questions to be 

included in each approach”.   

From reviewing the literature, several frameworks have been published in the HCI field 

that assist in building and evaluating an interactive design (within the scope of the user’s 

experience) for products. These include a framework for helping designers think about 
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how to conceptualize and socialize a product, a cloud usability framework that offers a 

structure for evaluating the main attributes of the cloud user’s experience, and a 

framework for the design and implementation of usability testing of mobile applications 

(Norman, 2002); (Rogers et al., 2011); (Stanton et al., 2014);(Chisnell et al., 2006); 

(Zhang and Adipat, 2005);(Neto and Campos, 2014). However, to the best of researcher’s 

knowledge, there is no adaptive framework that is valid across time, that can assist a 

researcher/developer to generate a domain-specific inspection method, and that then uses 

it to evaluate the usability of products in a domain in the context of what it was built for.  

The literature shows that many researchers have attempted to enhance the traditional 

inspection heuristics through assessing their heuristics to identify those heuristics that do 

not work, and remove them. Then they develop new heuristics to cover areas not covered 

by the traditional heuristics. Finally, these new heuristics are added to the ones remaining 

from the traditional heuristics. This technique is called extended or modified heuristics 

(Ling and Salvendy, 2005a). Other researchers went further than that through developing 

customized heuristics for areas such as games, e-learning systems, and mobile launchers 

for elderly people (Al-Razgan et al., 2012); (Alsumait and Al-Osaimi, 2009); (Pinelle et 

al., 2008). They used three kinds of techniques and each one has drawbacks. The first 

technique is thorough evaluation of the several existing sets of heuristics in literature 

review to determine which ones provides the widest explanatory coverage. For example, 

Nielsen and Molich (1989) examined the reported problems from eleven previous studies 

and rated their explanation by 110 previously collected heuristics, and they performed a 

factor analysis to find the heuristics with the most explanatory power. Finally, they 

arrived at a list of seven heuristics which later developed into ten heuristics. This 

technique’s disadvantage is that literature on the usability of the targeted product might 

be limited or not reported in detail. Also, Brown (2009, p.17) criticized this technique by 

stating ‘’…the usability problems have to be discovered before heuristics can be created’’. 

The second technique uses expert opinion and then develops heuristics from their opinion. 

For example, Federoff (2002) collected several heuristics from different sources and used 

expert opinion to choose those most useful for game design. The disadvantage of this 

technique is that it relies only on the expert opinion and ignoring the opinion of the real 

users of the targeted product. Also, Brown (2009, p.17) criticized this technique by stating 

‘‘this method is difficulty in selecting the ‘best’ heuristics. Using experts will create the 

same biases as expert created heuristics and most end users will not have sufficient 

knowledge to assess the heuristics’’. Thus, this leads to the development of specific 
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heuristics that are not efficient for the chosen domain. Also, they are not valid to all 

products on the same domain, and they rely on expert opinions and do not necessarily 

linked to users’ needs (Pinelle et al., 2008). The third technique uses a questionnaire to 

obtain users’ feedback on the targeted products and then develops heuristics from their 

feedback. For example, Brown (2009) investigated the user’s interaction through a web 

questionnaire to find the main usability issues in computer games. The data collected 

from the questionnaire was analysed using the content analysis method and the result was 

used to produce categories and themes that describe the main computer game usability 

issues. After that the results produced from users and the previous studies were drawn 

together to form focused heuristics. This technique is good but also has limitations, which 

are that the discovered problems might not cover all usability problems for the targeted 

product, or these problems might suffer from the lack of user input, and finally the 

targeted product does not represent the main product genres or non-traditional games in 

the same domain (Dykstra, 1993). 

Considerations have been given to certain aspects, all of which are related to the roadmap 

designed to develop the adaptive framework in this research. Firstly, the researcher 

believes that it is important to understand the meaning of usability in both general and 

contextual terms before proposing any usability framework. The general meaning of 

usability refers to the usability attributes of a product that are classified from a ‘software 

quality’ perspective, and are defined by the International Organization for 

Standardization ISO ( 2011) as, “a set of attributes of software which bear on the effort 

needed for use and on the individual assessment of such use by a stated or implied set of 

users”. The contextual meaning of usability refers to ‘quality in use’, which is defined by 

the International Organization for Standardization ISO (2010) as, “the extent to which a 

product can be used by specified users to achieve specified goals with effectiveness, 

efficiency and satisfaction in a specified context of use”. Secondly, ‘quality in use’ is 

reliant upon ‘context of use’, and a successful level of quality in use will rely on the 

specific contextual circumstances in which a product is used; this refers to users, tasks 

and social environments. These circumstances were identified in the process of User 

Centered Design (UCD) (Bevan and Azuma, 1997). Accordingly, Maguire (2001a, p.457) 

developed from the above contextual circumstances another usability definition: “the 

usability of a product is affected not only by the features of the product itself, but also by 

the specific circumstances in which a product is used”. Thus, these circumstances are 

essential for considering any usability framework. Thirdly, the researcher believes that 
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mixed methods are the most effective approach to find the root cause of interface 

problems for a new product, to discover usability problems for a new product, to propose 

changes for a new design for a new product, to provide recommendations for improving 

the user experience, and to understand and make the new approach successful (Sauro, 

2012b). Sauro (2011c) states, “there is not a single silver bullet technique or tool which 

will uncover all problems. Instead, practitioners are encouraged to use multiple 

techniques and triangulate to arrive at a more complete set of problems and solutions.” 

Also, Hornbæk (2010, p.106) asserts, “it is quite difficult to identify a single best UEM 

because none of the studies has looked at evaluators using combinations of methods”. 

Hence, he argues in favour of not looking at individual techniques, but at combinations 

of techniques. Additionally, Hornbæk and Frøkjær (2008) and Hornbæk (2010, p.108)  

conclude, “usability testing by itself can’t develop a comprehensive list of defects. Use 

an appropriate mix of methods”. Finally, a multiphase design is one that uses common 

mixed-method designs to provide an overarching methodological framework in order to 

develop an overall programme of research. Tashakkori and Creswell (2007, p.4) defined 

the mixed-method as “research in which the investigator collects and analyzes data, 

integrates the findings, and draws inferences using both qualitative and quantitative 

approaches or methods in a single study or programme of inquiry”. Creswell and Clark 

(2011, p.100) defines multiphase designs thus, “they occur when an individual researcher 

or team of investigators examines a problem or topic through an iteration of connected 

quantitative and qualitative studies that are sequentially aligned, with each new approach 

building on what was learned previously to address a central programme objective”. Also, 

Sandelowski (2000, p.247) defines multiphase designs thus, “multiphase designs occur 

when the researcher alternates the quantitative and qualitative methods across three 

phases, such as qualitative then quantitative and then qualitative”. Moreover, the core 

phases of development in a method presented by Cairns and Cox (2008) are taken into 

account. These phases are: 1) identification of an opportunity or need; 2) development of 

more detailed requirements (optional); 3) matching opportunities, needs and 

requirements; 4) development of the method; and 5) testing the method. 

The above definitions and concepts, the problem statement, the research questions, the 

review of current issues on UEMs, and the researcher’s experience; all together are 

adopted to represent a roadmap for researchers to devise an adaptive framework (Figure 

3.1). It offers different perspectives (users and usability experts) and corroboration of 
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findings across techniques, thereby leading to more rigorous and defensible findings.  The 

following is briefly explanation for the justifications of these components. 

1. Development Step One (D1: Familiarization) 

The literature review is the first step that is adopted in the adaptive framework. This step 

is started because it is most helpful to understand the chosen domain broadly. Also, to 

gather more data on the chosen domain from different angles that can help in scoping of 

the chosen domain (Janesick, 2000); (Lazar et al., 2010). There are some studies in 

literature review that have low external validity and/or low internal validity which they 

can not be sufficient resource for understanding  the chosen domain (Gray and Salzman, 

1998). Then, the next step is adopted by involving the real users of the chosen domain in building 

the new DSI method. 

2. Development Step Two (D2: User Input) 

This step helps in increasing the external validity for the new method through using random 

sampling to select participants during conducting the mini-user testing. Also, to develop more 

detailed requirements than that were found in the literature review (Cairns and Cox, 2008). To 

make the new DSI method applicable on many websites in the chosen domain through 

covering all features and areas in that domain, the experts should be involved as the third 

step.  This step cannot be used to be the third step in the adaptive framework due to that 

this step should be completed and verified by perspectives of experts (Pinelle et al., 2008). 

3. Development Step Three (D3: Expert Input) 

This step is adopted to be after the previous steps to cover any missing information for 

supporting the development process for the new DSI method through taking advantage 

of their expertise. This step can not be used to be the second step in the adaptive 

framework due to that the essential requirements and needs for the real users are unknown 

yet. Also,  the aim of the expert's step is to develop more detailed requirements that are 

linked to users’ needs (Brown, 2009). Moreover, this step will help in the data revision 

of the previous steps to exclude any related data to the research domains that have been 

excluded due to that they are out of scope this research. 

4. Development Step Four (D4: Draw up the DSI Method: data analysis): 

This step aims to analyse the massive data that will obtain from the previous three steps 

(Ling and Salvendy, 2005a). This step can not be used to be the second step or the third 

step due to that the data will be analysed for example from the first step, however, a new 
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data will be obtained from the second or third steps which they need to be analysed and 

revised.  

To sum up, the steps of the adaptive framework are fixed. Thus, the importance of this 

framework is not just its generated method, it is also the existence of the adaptive 

framework for use. The next section explains in detail the adaptive framework’s 

components.   

Figure 3.1: The adaptive framework for generating the DSI method 

  

3.3 Components of the adaptive framework 

The adaptive framework consists of four development steps, as outlined below, for 

gathering together suitable components to develop a domain context-specific inspection 

method (DSI). There is an adopted method in each step, and the limitations of each 

method are complemented by the strengths of the others, as follows, and see Figure3.2; 

 Development Step One (D1: Familiarization): This step starts from the desire to 

develop a method that is context-specific, productive, usable, reliable and valid, and 

that can be used to evaluate a product. The literature review is an essential step to start 
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understanding, examining, and gathering data on the product that is under 

investigation. The literatures related to  the usability for the chosen product in the 

chosen domain are examined. Also, published works related to developing heuristics 

for the chosen product are reviewed. If there is very limited literature or not enough 

information to build on (e.g. new product), a content analysis method is a good method 

in this situation. Lazar et al. (2010, p.289) describe the process to develop new 

information by using an emerging coding approach in the content analysis thus 

“multiple researchers first examine a subset of the data independently and each 

develops a list of key coding categories based on their interpretation of the data. The 

researchers compare their category list, discuss the differences, and reach a 

consolidated list that all agree upon. Then each of them applies coding independently 

using the consolidated list. In the next step, the codes of multiple coders are compared 

and reliability measures are compared‘’. In general, the content analysis is defined as 

using a quantitative method and/or qualitative method for an in-depth analysis of 

media content and audience content to generate new knowledge. This method entails 

reviewing the published material (e.g. book, journal papers, websites, video, and 

audio), interaction design, and more deeply in a specific focus on knowledge of the 

chosen product. Also, it helps to gain a high level of understanding of the chosen 

product and the reason behind its development. It seeks to examine the stated purposes 

in the selected product and the relationship between that purpose and the users’ 

requirements (Lazar et al., 2010). Lazar et al. (2010) recommend three steps for coding 

in the published material which are: 1) look for specific items; 2) ask questions 

constantly about the data; and 3) making comparisons constantly at various level. 

Overall, this step helps to identify usability problem areas for the chosen product and 

to formulate specific heuristics for each usability problem area (see Figure3.2). The 

results of this step can be used as the starting point for next step.  

 

 Development Step Two (D2: User Input): This step consists of mini-user testing which 

includes a context meeting, context task scenarios, the Think Aloud (TA) protocol and 

questionnaires. The context meeting is conducted with a number of stakeholders, 

developers, designers and user representatives of the chosen product to understand the 

context of use, to specify the usability requirements, and to define the user types and 

tasks. Then, a number of users are recruited for mini-user testing; these individuals are 

chosen based on the result of the context meeting, and are asked to perform a set of 

context tasks that are formulated based on the results of the context meeting, to ‘think 
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aloud’ whilst so doing and then to fill out a questionnaire. The broad aim of this is to 

elicit feedback on a product from the real users in order to appreciate user perspectives, 

to identify user requirements, to establish extra user requirements for the benefit of 

user experience, to give an overview of how the product will be used, to provide 

reliable results, to set the overall usability goals, to learn from the errors made by the 

users. This allowed the identification of usability problem areas, and also the 

formulation of specific heuristics from the usability problems that were found for 

developing or designing an efficient product (that helps them to be highly productive 

in their business). Understanding the users in their contexts has long been a key part 

of user design, which can support designers in designing interactive and usable 

products. Consequently, this step in the adaptive framework directly benefits from 

including the advantages of user testing (UT), and helps to develop new knowledge if 

there is limited literature available on a new product (see Figure3.2). The results of 

this step can be used as the starting point for next step. 

 

 Development Step Three (D3: Expert Input): This step of focus group aims to consider 

what resources are available for addressing the various needs. These resources, such 

as any issues arising from the mini-UT results and the literature review, require a 

discussion amongst experts (in the domain ‘double’ and/or usability ‘single’), who 

have a good knowledge of the product, in order to obtain a broader understanding of 

the specifics of the prospective domain. Conducting a focus group session with 5 to 

10 people is considered a valid sample size for this method (Rogers et al., 2011). This 

step offers the participants (who were involved in the previous step) the opportunity 

to talk about the experiment, and it allows various or sensitive matters to be raised that 

might otherwise be missed. This can lead to a better design or to presenting new ideas 

for the new method. Furthermore, it entails garnering more information through 

conversations with experts to discuss the results of the literature review and mini-user 

testing. This allows the researcher to identify the areas of usability problems related to 

the selected domain from the overall results, identify DSI heuristics, and ultimately 

glean a coherent picture of the usability of the selected product. A reliability evaluation 

of these usability areas is computed until a satisfactory level is achieved. These areas 

provide designers and developers with insights into how interfaces can be designed to 

be effective, efficient and satisfying; they also support more uniform problem 

descriptions, can guide evaluators in finding real usability problems (classifying them 

by type), and can facilitate the problem-matching process, thereby facilitating the 
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evaluation process by judging each area and page in the target product. Also, this step 

helps to formulate specific heuristics for each usability problem area. Substantially, 

this step in the adaptive framework directly benefits from including the advantages of 

heuristic evaluation (HE), and can be used to develop new knowledge if there is limited 

literature available or feedbak from the users; it also benefits from the expertise of 

experts, thereby strengthening and supporting the results of the pervious mini- user 

testing (see Figure3.2). 

 

Figure 3.2: The adaptive framework process for generating the DSI method 
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Development Step Four (D4: Draw up the DSI Method: data analysis): The aim of this 

step is to compile the results that have been collected from the previous three steps. Then, 

the identified DSI heuristics are classified according to the agreed usability problem areas. 

Thus, the DSI method is created to be closely focused on the targeted domain. 

Furthermore, the DSI checklist is established in order to address each area of the selected 

domain, facilitating the use of the DSI method (see Figure 3.2). In other words, the DSI 

checklist aims to provide guidelines to facilitate the process of evaluation by using the 

DSI method. It includes most elements of the chosen domain in order to provide a wide 

range of evaluation of websites in the chosen domain.These elements are classified under 

the appropriate heuristics. This checklist allows anyone to adopt any usability area with 

its heuristics and checklists to evaluate a specific part of the targeted domain. This 

checklist should be piloted befor using in a real experiment.    

 

3.4 The chosen domain 

The first step in an initial preparation phase is selecting the websites. Having proposed 

the adaptive framework, it was decided to evaluate its practicality by applying it to a real-

life experiment. From the literature review, it was found that the evaluation of free 

educational websites and social network websites is a subject area that has not yet been 

fully explored, nor have any context-specific methods been generated for these domains 

based on the researcher’s knowledge (to overcome the shortcomings of HE and UT); this 

is an important area of research because these websites are now essential to many users 

and companies. 

 

3.5 Conclusion  

This chapter has introduced the adaptive framework that is to be used as the main tool for 

generating the DSI method, which is implemented later in this research. This adaptive 

framework focuses on the product’s usability, so the steps of the adaptive framework are 

fixed. The next chapter provides a review of the main qualitative and quantitative research 

methods, illustrating the advantages and drawbacks of each method and the justification 

behind their selection for this research. Furthermore, it reviews the sampling techniques, 

highlighting the techniques employed here and justifying their use. The chapter concludes 

by identifying the testing methods for the adaptive framework, and the processes and 

procedures employed to collect the research data. 



Chapter 4: Research Methodology  

 

69 

 

Chapter 4: Research 

Methodology 

 

4.1 Introduction  

This chapter aims to overview the research philosophy, to describe the research 

methodologies used to investigate the problem statement, and to highlight the methods 

employed in this comparative study in order to achieve the aims and objectives of this 

research; this is followed by an explanation of the research design. Also covered are the 

approaches adopted for the first and second experiments as well as their overall design, 

explaining the selected methods for testing the adaptive framework and how they are utilised, 

describing in detail all the factors, conditions and measures that were considered when 

preparing the experiments and during the procedure of the evaluation and testing sessions. 

Furthermore, this chapter illustrates how the data were collected, analysed and presented for 

each method. Finally, it discusses the validity and reliability of the research.  

 

4.2 Research philosophy 

The starting point for any researcher is to choose a topic in order to solve a specific problem; 

this entails careful consideration of the aim and objectives, the methodology and the 

philosophy to conduct the research. In this regard, the meaning of the word ‘research’ 

requires clarification. Sekaran and Bougie (2010, p.1) defined the meaning of research as “an 

organized, systematic, data-based, critical, objective, scientific inquiry or investigation into 

a specific problem, undertaken with the purpose of finding answers or solutions to a definite 

inquiry”. Consequently, research requires specific methodologies to meet the study’s 

objective (Bhattacharyya et al., 2010). The meaning of ‘philosophy’ in this context was 

defined by Collins and Hussey (2013, p.46) as “the progress of scientific practice based on 

people’s philosophies and assumptions about the world and the nature of knowledge”. They 

and Easterby-Smith et al. (2012) emphasised the advantages of understanding the 

philosophical issues inherent within the research study as these can assist in answering the 

research questions through developing or designing a framework, theories and methods.  
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There are two types of research philosophy, which are positivism/scientific and 

interpretivism. The former uses quantitative research methods. It adheres closely to the 

hypothetico-deductive approach, which includes systematic observation, description of 

phenomena contextualized within a model or theory, the presentation of research question, 

conducting controlled experimental study, the use of inferential statistics to test hypotheses, 

and, finally, the explanation of the statistical results in light of the original theory (Cacioppo 

et al., 2004); (Ponterotto, 2005). The latter uses qualitative research methods. It was 

developed in reaction to criticism of the positivism/scientific approach. It is an alternative to 

the “received view” or positivist philosophy, and it is based on the study of phenomena in 

their natural environment, distinguishing people from objects. Knowledge is achieved in 

interpretivist philosophy by using an inductive or empiricist approach (Walliman, 2006); 

(Hasan, 2009); (Bryman, 2012).  

 

Furthermore, both quantitative and qualitative methods are often used by researchers as this 

complementarity can be used to support the research in achieving its goals and in analysing 

its data in order to answer its questions in more depth. The quantitative approach helps to 

make comparisons between the various research factors, identifying their impacts and finding 

correlations amongst them, whereas the qualitative approach helps to deepen our 

understanding of the factors affecting the phenomenon and to clarify the underlying reasons 

for any correlations. The quantitative method (e.g. survey methods, laboratory experiments, 

and mathematical modelling) was developed in the natural sciences to study natural 

phenomena. The qualitative method (e.g. action research, interview, questionnaire, case 

study) was developed in the social sciences for studying social and cultural phenomena 

(Myers and Avison, 1997). In this regard, the scientific philosophy tends to produce 

quantitative data, and the interpretivist philosophy tends to produce qualitative data (Howe, 

1988). However, the quantitative and qualitative methods can be combined, which is known 

as multi-method research or mixed-method research; this approach benefits the collection 

and analysis of data, and assists in finding correlation relationships and in interpreting the 

data or variables, thereby providing a more complete set of findings, ultimately increasing 

the credibility and validity of the results. Also, it has been recommended that adopting several 

methodologies increases the confidence of the research output and clarifies the phenomena 

under investigation (Myers and Avison, 1997); (Ponterotto, 2005); (Punch, 2013); (Chen and 

Hirschheim, 2004); (Ritchie et al., 2013).  
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In this study, the positivism/scientific philosophy approach and mixed methods have been 

adopted in terms of the above explanations to satisfy the aim and objectives mentioned in 

Chapter 1. Specifically, this research aims to construct and evaluate a methodological 

framework adaptable across domains for generating the domain specific inspection (DSI) 

method in order to assess and improve the quality of the chosen product in relation to specific 

areas. The knowledge obtained from the adaptive framework has been used by the researcher 

to generate the new DSI methods; the framework was constructed by way of controlled 

experiment, observation and interpretation of the users’ actions while interacting with the 

chosen product, learning from their errors and discovered usability problems, and also 

involving and understanding the comments of expert evaluators during focus group 

discussions. Then, the adaptive framework was evaluated experimentally by applying the 

DSI methods against two well-known evaluation methods to determine which usability 

evaluation methods are good in evaluating each of the usability problem areas in the chosen 

product (other measurements are also used). Finally, the results of the three methods will be 

analysed and compared analytically, empirically and statistically to examine the research 

hypothesis. Thus, a mixture of both quantitative and qualitative methods was adopted due to 

the nature of the present study; the next section explains in detail the research methods chosen 

in this study. The reason for employing a blended method is to offer a solid framework for 

rigorous research and to construct and test the adaptive framework, as explained in Chapter 

3 and Section 4.4.8. 

 

4.3 Research methods: review and selection  

Research methods ensure that the data are collected with the most appropriate instruments. 

Bryman (2012, p.27) defined a research method thus, “it is simply a technique for collecting 

data. It can involve a specific instrument, such as a self-completion questionnaire or a 

structured interview schedule, or participant observation whereby the researcher listens to 

and watches others”. In the field of Information System (IS), the scientific and interpretative 

paradigms have different methods, as they were divided by (Galliers, 1992) as shown in 

Table 4.1. The most well-known examples for the scientific paradigm are experimental 

research and surveys, and for the interpretative paradigm are action research, interview and 

focus group. The following sections offer more explanation on the methods that were adopted 

or rejected for this study.  
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Table 4.1: Research methods: overview 

Scientific Interpretative 

Experimental research Action research 

Surveys Focus group and interview 

Case studies (Hasan, 2009) Case studies (Collins and Hussey, 2013) 

Questionnaire Descriptive/Interpretive research 
 

 

4.3.1  Experimental method (Exploratory Experiments) 

An experimental method or laboratory experiment is the most conclusive of scientific 

methods. This method is designed to take place in the laboratory, and it is used to elicit 

variables of subjects that exist outside the laboratory. This method has certain characteristics, 

such as control and manipulation that are not evident in most non-experimental methods. 

This research is experimental research as a new method is proposed and then compared with 

other existing methods. This research is not driven by any pre-existing theories and hence is 

not “hypothesis driven”. Thus, the exploratory approach is adopted in this study as it is better 

suited to the type of research that uses a research question, as is the case with this study 

(Vassar, 2012). There is set of processes that should be taken into account before starting and 

during the experiment; for example, preparing the experiment of materials such as an 

introduction script, consent and withdrawal forms, and instruments. Another example is a 

pre-test process, which includes a set of procedures, such as a training session for the 

participants, conducting a pilot for the experiment and its instructions, and improving some 

aspect of the experiment if required. Also, the participant recruitment process should be 

considered in the early stages of the experiment, and they should be chosen in terms of certain 

characteristics; they should also agree to be participants to avoid any ethical or legal risk, etc. 

Furthermore, conducting a debriefing meeting is generally considered to be the conclusion 

of the experiment; it may be through a focus group, interviews or a questionnaire with the 

participants, before finally closing the experiment. This method does not aim to judge the 

participants or to measure so-called intelligence, but to explore for relationships between 

their performance and other factors. Without a doubt, this method has advantages and 

drawbacks, as do other methods. The main advantage is that it generates quantitative data, 

which the investigator can analyse by using inferential statistical tests, for instance, to 

measure the significance difference or any correlation between the variables. Also, it can be 

easily replicated by using accurate measurements such as observation and user behaviours, 
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and the researcher can isolate and control a small group of variables. However, it is criticised 

for recruiting ‘unreal’ participants of a targeted product, for not having enough control over 

experimenter bias, and for the ‘environment effect’, which might produce results that cannot 

be transferred to real usage (Reips, 2000); (Harrison et al., 2004); (Beynon-Davies, 2002); 

(Fraenkel and Wallen, 2012); (Denscombe, 2010); (Lazar et al., 2010).  

5  

In spite the above and due to the aim of the current research study, this method has been 

adopted. This is largely because usability studies tend to adopt this approach for measuring 

the usability of a product (Kirk, 1982); (Oehlert, 2000); (Lazar et al., 2010). Consequently, 

it is used in this research during the building of the adaptive framework, during the testing of 

the generated methods (DSI) on the targeted products, during the testing of the research 

hypothesis. 

 

4.3.2 Observation research  

Observing the behaviour of users in a controlled environment is most often used within user 

testing in laboratory experiments. It aims to measure how users interact with the product. 

Data recording techniques, such as video-recording or screen-capture photographs, are 

employed but the way in which these techniques are used is different. The Think Aloud 

technique is useful for understanding what the users are thinking, and so it is commonly used 

with observation and testing methods. There are two kinds of observation for tracking users’ 

activities: direct observation and indirect observation. The former occurs when the observer 

is seated with the users in the same environment, where s/he can conduct interviews or 

questionnaires with the users after the experiment, whereas the latter occurs when the 

observer cannot be present for the duration of the study. There are two methods to assist in 

conducting indirect observation, which are diaries and interaction logs (Rogers et al., 2011). 

Accordingly, direct observation is adopted in this research in order to understand every error 

and difficulty for every user during the experiments.
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4.3.3 Case study 

A case study is an empirical inquiry that helps in an intensive investigation, an in-depth 

examination and observation of events and phenomena within a real-life context to 

understand, gather information and analyse why and how these are occurring in social science 

settings or natural settings (Gerring, 2007); (Bryman, 2012). Crowe et al. (2011, p.1) defines 

case study as “a research approach that is used to generate an in-depth, multi-faceted 

understanding of a complex issue in its real-life context”. This method has advantages and 

disadvantages; for example, (Benbasat et al., 1987) outlined two advantages of this method, 

which are that it helps to study the phenomenon of interest in its natural setting, and helps to 

find answers of more questions through observing actual practice. However, Meredith (1998) 

refuted these advantages because it requires direct observation in the actual contemporary 

situation, which in turn leads to an increase in access hurdles, and it entails greater costs and 

demands more time than other methods. Also, it is necessary to use multiple methods, tools 

and entities for triangulation, which can help in comprehensively grasping the nature and 

complexity of the complete phenomenon. Moreover, it suffers from complications of context 

and lack of control; there is also lack of understanding of its procedures (Meredith, 1998). 

Due to the nature of the current research study, this method would be appropriate to use in a 

narrow range when three websites were chosen from educational and social network 

domains. 

 

4.3.4 Action research 

This approach is a subset of the case study and field study (Antill, 1985). It is context specific 

and it involves direct action on the part of the users and the researcher, as a collaborative 

process, for the investigation and diagnosis of a problem (locally, in a specific case) when 

evaluating and improving a product (Fraser, 1998). Somekh (2005, p.34) defined action 

research as “the study of a social situation, involving the participants themselves as 

researchers, with a view to improving the quality of action within it”. The advantages of this 

method are that it can be set within a specific context or phenomenon, it includes continuous 

evaluation and modifications that can be made as the project progresses, and it allows theory 

to emerge from the research, rather than always following an earlier formulated theory. 

However, it has limitations, such as it depends on research ability in determining the 

parameters of the study at the start (Koshy, 2005). Also, it has been criticised for ethical 
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reasons because it introduces the researcher as an extra factor during the data manipulation 

(Galliers, 1992). Also, Bennett (2004) pointed out another drawback, which relates to the 

inherent relationships that external researchers have with the local individuals that are hired 

to assist in the research process. For above reasons and for its similarity to the idea of case 

study, it too used in a narrow range when the researcher was involved in the research process 

to create the DSI method for each domain.   

 

4.3.5  Descriptive/interpretive research 

This method focuses on reading the available literature, past developments and actual current 

happenings on the topic under investigation. It can be seen as an in-depth review, which can 

assist a researcher in becoming familiar with previous knowledge and in obtaining new 

information that can contribute to his/her knowledge, thereby giving him/her the ability to 

further understand a research problem and to develop a theory. The advantage of this method 

is that it has the ability to represent reality; however, it depends on the researcher’s skills and 

their ability to identify their biases and assumptions (Punch, 2013). In this research, this 

method is adopted to review the literature related to the topic being dealt with.  

 

4.3.6 Interview and questionnaire  

The interview method can be used as a quantitative research tool if its questions are designed 

as closed, and can be used as qualitative if its questions are designed as open. This method 

can be used with a single person or with small groups (e.g. a focus group). This method needs 

an appropriate environment and an interviewer who has good knowledge and skill in guiding 

the session. The questionnaire is another method that consists of set of mixed question types 

(e.g. closed and open). The types of questions employed in the interview and the 

questionnaire can be determined based on the aim of the research. In this research, both 

methods are employed at differing steps, including closed and open questions (e.g. context 

meeting interview, focus group, pre-test or post-test questionnaires). 

 

4.3.7  Triangulation  

Triangulation refers to employing more than one data-gathering approach to tackle a goal, or 

using more than one data analysis method to investigate the research question in order to 

enhance confidence in the subsequent findings. It has synonyms such as integration, blend 

combination or mixed method (Rogers et al., 2011). Shih (1998, p. 632) defined triangulation 
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as “combination of two or more theories, data sources, methods, or investigation in one study 

of a single phenomenon”. Webb et al. (1966, p.35) suggested that “once a proposition has 

been confirmed by two or more independent measurement processes, the uncertainty of its 

interpretation is greatly reduced. The most persuasive evidence comes through a triangulation 

of measurement processes”.  Also, Elliott and Timulak (2005, p.151) describe it thus, “it can 

yield a richer and more balanced picture of the phenomenon, and also serves as a cross-

validation method”. There are many forms of triangulation (e.g. investigator triangulation, 

theoretical triangulation and methodological triangulation), and methodological triangulation 

is the one adopted here. It refers to the use of more than one method for collecting data 

(Bryman, 1992). The advantages of this method are that it enhances the validity and 

reliability of the findings, it examines and investigates the phenomenon from different 

perspectives, and it constructs a wider and clearer picture of the phenomenon under study 

(Gall et al., 2009). In this study, the researcher employs a blend of quantitative and qualitative 

methods (as triangulation) in order to check the validity of the DSI findings by cross-

checking them with other methods.  

 

4.3.8 Content analysis 

There are many methods to analyse qualitative data. The thementic analysis method is one 

example. Braun and Clarke (2006, p.79) defined thematic analysis as “a method for 

identifying, analysing and reporting patterns (themes) within data”. Braun and Clarke (2006, 

p.97) pointed out a disadvantage of this method when they stated “it makes developing 

specific guidelines for higher-phase analysis difficult, and can be potentially paralysing to 

the researcher trying to decide what aspects of their data to focus on” . Another method is 

grounded theory. Engward (2013, p.37) defines grounded theory as “a systematic research 

approach involving the discovery of theory through data collection and analysis”. This 

method produces large amount of data which makes it difficult to manage, and there are no 

standard guidelines for the identification of categories. Also, it requires high skills on the part 

of the researcher using it (Olesen et al., 2007). Content analysis is another method. Downe-

Wamboldt (1992, p.314) defined content analysis as “a research method that provides a 

systematic and objective means to make valid inferences from verbal, visual, or written data 

in order to describe and quantify specific phenomena”. This method has been used as a 

quantitative and/or qualitative method. It can be used in deep interviews, focus group 
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interviews, one single written question, open-ended questions, questionnaires, observations, 

pictures, and films (Bengtsson, 2016). Bengtsson (2016, p. 10) points out that “in quantitative 

content analysis, facts from the text are presented in the form of frequency expressed as a 

percentage or actual numbers of key categories. In qualitative content analysis, data are 

presented in words and themes, which makes it possible to draw some interpretation of the 

results”. This method is useful for generating new knowledge, and it is commonly used in 

the HCI field (Lazar et al., 2010). In this research, content analysis is adopted. Thus, the data 

collected from the questionnaire, focus group, mini-user testing, user testing, structured 

usability problem report, and literature review was analysed using the content analysis 

method and the result was used to produce usability areas, heuristics and checklists.  

 

4.4 Research design and procedures 

Research design is a part of research methodology; it refers to the whole strategy or structure 

that is chosen to integrate the various components of the research in a coherent and logical 

manner. It includes addressing the research problem, research question, explaining data 

collection, measurement methods, and the analysis of data (De Vaus and de Vaus, 2001). It 

is defined by Punch (2013) as “the fundamental plan for a piece of research, which contains 

major ideas of the research, such as the framework of the research, and presents which tools 

and procedures the researcher will use to collect and analyse the research data. It simply 

describes the research from its problem to reporting the research results”. Collins and Hussey 

(2013) pointed out that the research philosophy should assist the researcher in choosing the 

correct research design. Lazar et al. (2010) highlights the research design procedures that are 

typically used in the lifecycle of an HCI experiment, which are; 1) Identify a research 

hypothesis; 2) Specify the design of the study; 3) Run a pilot study to test the design, the 

system and the instruments; 4) Recruit participants; 5) Run the actual data collection sessions; 

6) Analyse the data; and 7) Report the results. In this regard, there are different kinds of 

research design, and the experimental design is adopted here based on the research aim and 

question. It refers to a written plan of the procedure that allows the researcher to maintain 

control over all the factors that may affect the results of an experiment. The above points of 

Lazar et al. (2010) are adopted, and the figure below (Figure 4.1) illustrates the research 

design of this study; each stage will be explored in detail. It is kept updated in case of any 

deviation or enhancement in the design. It includes all the stages from familiarisation to 

http://www.businessdictionary.com/definition/plan.html


Chapter 4: Research Methodology  

 

78 

 

conclusion, but is divided into three reliable research stages as proposed by Janesick (2000), 

such that the research design refers to the development stage and the application stage, and 

that the data collection and data analysis refer to the evaluation stage. The research progresses 

in the manner designated by the small dark arrows in Figure 4.1, meaning that each stage is 

initiated after the previous stage is completed. The double arrows show the feedback process 

and the possible backtracking process, for example, to compare the findings with others 

studies in the literature. Another example is that the researcher might need to enhance the 

instruments according to the pilot study findings. 

 

4.4.1 Literature review 

A literature review is fundamental to the current research as it helps to understand the 

previous and present contributions in the HCI field, and to identify the areas that still require 

further research attention, in order to fully grasp the usability of dynamic websites, to 

enhance and understand more deeply the topic under investigation, to define the key terms 

and definitions, to establish frameworks, models, instruments and theories, to select the 

appropriate research methodology for collecting and analysing the data, and (last but not 

least) to develop the research instruments. The literature review, particularly on the current 

usability issues that are presented for discussion on the Internet and in books, online database, 

conferences and journals, assisted the researcher in identifying a specific problem that is in 

need of more investigation and in concentrating on this in order to formulate the research 

questions, aim, objectives and research question, and to construct the proposed adaptive 

framework; the researcher was also assisted through consultation with specialists (Doctoral 

Consortium) (Oppenheim, 2000); (Janesick, 2000); (Lazar et al., 2010).
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Figure 4.1: Research design 
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4.4.2 The target product 

In this research, the free educational websites and social network websites have been chosen 

as the targeted product. These websites have been chosen as good examples of dynamic 

websites. The researcher sought to ensure that the selected websites represented each domain 

to make the validation experiments for the adaptive framework more valid. The selection 

process was criteria-based, based on six aspects that were determined and verified for each 

website, and these were: 1) representative of the chosen domain based on clear definition and 

classification in the literature; 2) popularity based on the number of users based on the 

statistical studies in the literature (for easy recruit the sampling) ; 3) free to join website; 4) 

the website is relevant to the subject of study and direct to the scope of the chosen domain; 

5) rich functionality and different features, for example, at least four modules and four 

features for free educational websites, and four features for social networks websites; and 6) 

not familiar to the users in the testing session. In order to achieve a high level of quality in 

this study, the researcher selected five websites for each domain based on the above aspects 

and classification in Table 1.1. These websites are  CosmoLearning, SchoolsWorld, Skoool, 

AcademicEarth and BBC KS3 Bitesize in the domain of free educational websites, and 

MySpace, Flickr, LinkedIn, Google+ and Ecademy in the domain of social network websites. 

Then, a consultation session was conducted with two experts in each domain to make sure 

that the chosen websites were appropriate and representative. The aim and objectives of this 

study, the above six aspects, the classification in Table 1.1, and the selected websites were 

sent to the experts before the consultation sessions. During the session, each website was 

checked with each aspect to make sure all aspects were met. Finally, all experts agreed on 

the selected websites. 

 

CosmoLearning is a non-profit educational website and it is designed for developing the 

quality of homeschooling, teaching and student distinction ( CosmoLearning, 2012). 

SchoolsWorld is a free online and it is designed to for everyone involved with or wanting to 

be involved in schools (SchoolsWorld, 2012). Skoool is an Intel driven initiative that delivers 

highly innovative and interactive learning resources via cutting-edge technologies and 

devices (Skoool, 2012). AcademicEarth is an organization founded with the aim of giving 

everyone on earth access to a world-class education (AcademicEarth, 2012). BBC 

KS3bitesize helps school students from 11 to 14 with their coursework, homework and test 



Chapter 4: Research Methodology  

 

81 

 

preparation (KS3bitesize, 2012). Wikipedia (2016) defines MySpace thus “a social 

networking website offering an interactive, user-submitted network of friends, personal 

profiles, blogs, groups, photos, music, and videos’’. Flickr is a social networking website 

where people can upload images and videos and share these images and videos around the 

world (Flickr, 2012). O'Murchu et al. (2004, p.4) defined LinkedIn as, “it was founded in 

May 2003; it focuses on professional users creating networks of co-workers and other 

business associates. It allows members to look for jobs, seeking out experts in a particular 

area, or to make contact with other professionals through trusted connections. It is probably 

the site with the least potential for social purposes”. Magno et al. (2012, p.159) define 

Google+ as “a new generation of social network and includes several new features, such as 

“circles’’ that allow users to share different content with different people and “hangouts’’ 

that let users create a video chatting session and invite up to nine people from their circles of 

friends to share the environment”. O'Murchu et al. (2004, p.3) defined Ecademy as “a 

business-networking site built up of trusted business connections for people to share contacts 

and business opportunities. It is free to join, however membership can be upgraded for a 

monthly fee. It provides a catalogue of Ecademy clubs, and calendar functionality for 

meetings and events. It provides a geographical list of networking regions globally for 

arranging meetings and events offline”.  

 

In addition, these websites were discussed with two experts in each domain to make sure that 

the chosen websites represents the above aspects. Thus, all of these websites have all the 

aspects mentioned above; this should make the research more focused and ensure that the 

results are representative. In this regard, CosmoLearning and SchoolsWorld in the domain 

of free educational websites, and MySpace and Flickr in the domain of the social networks 

websites, were chosen for the mini-user testing in step two (User Input) of the adaptive 

framework. Furthermore, Skoool, AcademicEarth and BBC KS3 Bitesize in the domain of 

free educational websites, and LinkedIn, Google+ and Ecademy in the domain of the social 

networks websites, were chosen for the validation experiments. Contact was made with each 

of the website owners in order to obtain their permission to subject their websites to an 

evaluation. 
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4.4.3 .Dependent and independent variables 

Lazar et al. (2010, p.25) defined the dependent and the independent variables thus, 

“independent variables refer to the factors that researchers are interested in studying, and 

dependent variables refer to the outcome or effect the researchers are interested in”. In the 

HCI field, independent variables are usually related to methods, users and the context of use 

(of the technologies under investigation). Also, dependent variables are frequently used to 

measure efficiency, accuracy, subjective satisfaction, learning and retention rate, and 

physical or cognitive demand (Lazar et al., 2010). In this research, the independent variables 

are methods with three levels which are ‘HE, DSI and UT’. The dependent variables are time 

spent and number of problems encountered. 

4.4.4 Design with subjects or between subjects 

A fundamental characteristic of experimental approaches is employing three designs based 

on the research questions. The first one is within-subjects, the second design is a between-

subjects design, and the third design is a mixed factorial. The first indicates that each 

participant performs under all sets of conditions. For example, a study that focuses on 

conducting comparisons between three websites and that allows the same participants to use 

all three websites would be within-subjects. However, if it allows each participant to use only 

one website, that would be a between-subjects design. The last one means that one 

independent variable is within-subjects and another between-subject (Cairns and Cox, 2008). 

There are advantages and disadvantages to each approach. For example, within- subjects may 

lead to spurious effects, also known as a ‘demand effect’ or ‘carryover effect’, such as 

improving or decreasing performance. An improvement in performance can happen as a 

result of practice (learning effect), whereas a decrease in performance can happen because of 

fatigue. These can occur because the participants repeat very similar procedure multiple 

times, and also these can affect any other independent variables. On the other hand, it has 

three advantages, which are that their internal validity does not depend on random 

assignment, they offer a substantial boost in statistical power in many frameworks, and they 

are more naturally aligned with most theoretical mindsets. Also, this approach requires small 

sample sizes, easing participant recruitment and thus reducing the cost of the experiment. 

Additionally, observing a small sample size helps to isolate the effect of individual 

differences because each participant is being compared with himself/herself in respect of a 
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number of experiment conditions. Furthermore, the between-subjects design is described as 

a cleaner one because each participant is only exposed to one condition, and thus there are 

minimal learning effects. It is also claimed to include more external validity and it is 

statistically simple to perform. Furthermore, it is not overly time-consuming and this leads 

to the effective control of confounding factors such as fatigue or frustration, which may affect 

participants after performing many tasks on different websites. Furthermore, it removes the 

carryover effects that can happen if two groups evaluate the same website. However, it 

requires a large sample size to exclude the effect of noise and to deliver significant results 

(Cairns and Cox, 2008); (Charness et al., 2012); (Albert and Tullis, 2013).  

 

For user testing in both experiments in this research, the between-subjects design is used. 

This means that each group participated in one condition only, and this helps to avoid order 

effects, for example, practice or fatigue. Thus, in the first experiment there were three user 

groups assigned to the three educational websites. The users in each group were randomly 

assigned. This was the same for the second experiment in which three user groups were 

assigned to the three social network websites. The users in each group were randomly 

assigned. For comparison between heuristic evaluation (HE) and DSI methods (in both 

experiments), the within-subjects design was used. Accordingly, the expert evaluators in the 

first experiment evaluated three educational websites. This was the same for the second 

experiment in which three social networking websites were evaluated by other evaluators. 

To reduce the effects of order, the evaluators in both experiments were randomly assigned 

into two sequences, which were DSI, HE, DSI in the first time and HE, DSI, HE I the second 

time. Furthermore, extraneous variables were controlled at an optimum level to eliminate 

their effect on the dependent variables. For example, the situational variables were controlled 

by using standardised instructions, standardised procedure, and standardised environmental 

conditions for all of the participants. 

 
 

4.4.5 Research ethics approval  

The most important step in scientific research is to obtain ethical approval or to consider the 

ethical dimension prior to commencing a study and collecting data or recruiting participants. 

The relationship between the participants who provide the data and the researcher who 

collects those data should be clear and professional in order to clarify the nature of the study, 
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and this is achieved through ethics Rogers et al. (2011). McDaniel and Gates (2004) argue 

that the researcher must “identify the ethical principles related to personal and corporate 

behaviour in specific business situations and explain the potential consequences”. Thus, 

research ethics aim to clarify the research objectives and protect the participants by respecting 

their rights and dignity in expressing their desire to participate (or to reject), which should 

result in potential benefit and in minimizing the risk of harm; the participants should also be 

fully informed as to who has access to their information (Denscombe, 2010). If a researcher 

wants to gather private or sensitive information from participants, they must be reassured that 

their data will be kept confidential and safeguarded from publishing; they must also be 

promised anonymity (Corti et al., 2000). 

  

Blandford and Green (2008) summarized important aspects of the ethical dimension, which 

are vulnerable participants, informed consent, privacy, confidentiality and maintaining trust. 

Vulnerable participants refer to young, old and infirm groups, but also to any participant who 

is unable to refuse the invitation to avoid upsetting his/her friend or supervisor. So, the 

participants should be clearly informed that the study is going to assess the system and not 

them. Furthermore, the participants should be informed that they are volunteers and they have 

the full right to withdraw from an experiment under any circumstances and at any time 

without giving a reason. The participants’ data should be stored securely and systematically. 

For the important reasons mentioned above, research ethics were included as a step in the 

research design (as in Figure 4.1). 

 

4.4.6 Developing Research Instrument 

Developing the test materials requires careful consideration because these materials will 

support the goal of the testing sessions and thus will collect the data needed to answer the 

research questions (Rubin and Chisnell, 2008). In this regard, the test materials were prepared 

based on the research aim and objective. These materials for evaluation (DSI/HE) and testing 

(UT) are explained in detail below 

 

4.4.6.1 Orientation script and consent form 

This step, also known as the introduction script, is very important; it includes the following 

points: introduces the researcher, describes the aim of the research study for the participants, 
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details what they will do during each test/evaluation session, describes what is expected from 

them, explains the testing procedures, emphasizes that the product is being tested (not them), 

encourages the participants by telling them that they are the right people in the right place, 

informs them how long each test session will take, tell them that they have the right to stop 

completing a task if they feel that they are unable to accomplish it, and confirms that they 

may withdraw from the testing session at any time. Finally, the researcher must ask the 

participants to read and sign the consent form prior to the testing sessions, which confirms 

that a participant agrees to be involved in the testing session and is aware of any risks that 

might be involved (Rubin and Chisnell, 2008). Accordingly, these materials were developed 

and used, as shown in Appendix A1, A2, A3 and A4.   

 

4.4.6.2 Pre-test questionnaire 

The pre-test questionnaire was used after the participants (evaluators and users) had agreed 

to participate and had signed the consent form. It was developed to provide historical 

information about the participants in order to better understand their behaviour and 

performance; it includes data on their profile and experience. Also, it asks the participants 

about their impression of the target product, to establish their level of experience and then to 

distribute them into specific groups in an equitable manner. This information can influence 

their results positively or negatively. Consequently, collecting and understanding that 

information will help to interpret the testing results based on their performance and 

behaviour. It was designed to include two sections, which are background experience and 

experience of educational/social network websites, as adopted and modified from Brinck et 

al. (2001) and Rubin and Chisnell (2008), as shown in Appendix B1, B2, B3 and B4. 

 

4.4.6.3 Post-test questionnaire 

The post-test questionnaire was developed to gather feedback from the evaluators on the 

methods (DSI and HE) and on the structured report (Sauro, 2010), as shown at Appendix B5. 

For UT, it was developed to gather preference information from the participants after they 

had finished a testing session, including identifying the problem areas on the target websites 

(Sauro, 2011b), as shown at Appendix B6. Also, it consists of a satisfaction scale from 1 to 

7, where 1 refers to ‘highly unsatisfactory’ and 7 indicates ‘highly satisfactory’. This scale 

has been suggested to truthfully measure the levels of satisfaction that are felt by users on a 
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website interface following a test (Nielsen and Loranger, 2006). Also, some open questions 

were developed to encourage the participants to answer in detail using their knowledge and 

feelings, rather than choosing from a predetermined list, as recommended by Rubin and 

Chisnell (2008).  

 

4.4.6.4 Observer and data recording 

The most commonly used method with user testing is to observe people interacting with 

websites. It is usually conducted in a controlled environment through taking notes, and 

through audio- and video-recording, which can be used separately. It needs an observer who 

is able to manage different tasks, such as helping participants to solve a problem, knowing 

what they are doing and what difficulties they face (and how they can succeed), writing down 

all the participants’ comments, monitoring their behaviours, and understanding the users’ 

contexts and goals. There are a number of tools that can be used to facilitate these tasks, such 

as videotape, data logging and Google Analytics. Taking notes is adopted in this study, 

depending on the time, context and the sensitivity of the situation. Therefore, all the testing 

sessions were observed by the researcher, who used a prepared observation sheet and 

recording permission form, as shown in Appendix B7 and B8 (Rubin and Chisnell, 2008); 

(Rogers et al., 2011).  

 

4.4.6.5 Context meeting 

Thomas and Bevan (1996, p.2) stated, “analysis of context is an essential prerequisite for any 

work on usability”. Maguire (2001a, p.458) summarized the benefits of ‘context meeting’ 

thus, “provides an understanding of the circumstances in which a product will be used, helps 

to identify user requirements for a product, helps address issues associated with product page 

usability, provides contextual validity of evaluation findings, and it also provides a system 

focused approach which leads to a shared view among the design team”. In this regard, the 

context meeting aims (in this study) to glean a coherent picture of usability in the given 

context by collecting information on how the selected products are used, by defining the 

users’ characteristics for selected products, identifying the usability requirements for these 

targeted products, and specifying what tasks are to be performed by the users on the targeted 

product (to create the tasks that will be used in the mini- user testing and UT experiments). 

Thomas and Bevan (1996) listed the people who should be involved in a context meeting: 
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user representatives, designers, stakeholders and human factor professionals. In terms of the 

time and money for this research, user representatives and designers were invited to be 

involved in the context meeting as shown in Table 4.2. The context meeting was conducted 

with five participant, all participant were willing to take the time to be involved after 

receiving a recruiting email (see Appendix G). Also, an email was sent to the owners of the 

targeted products, as in Appendix B9. After gaining their approval to take part in this 

meeting, the brief materials were sent to them to increase their knowledge and to reduce the 

time needed for the meeting, including the agenda for the context meeting, as shown in 

Appendix B10.   

Table 4.2: Distribution of participant profiles for context meeting  
 Focus group  Participant 

identification 

Participant 

type 

Participant 

characteristics 

Level of 

education 

Years of 

experience of 

work/ (using 

websites for 

user only) 

 

Context meeting 

group in the first 

experiment   

1 Expert Designer Master 6 

2 Expert Designer Bachelor 4 

3 Expert Designer Master 7 

4 User Real user Master              5 

5 User Real user Master 10 

 

Context meeting 

group in the second 

experiment  

1 Expert Designer Master 7 

2 Expert Designer Bachelor 4 

3 Expert Designer Bachelor 6 

4 User Real user Master 9 

5 User Real user Master              8 

Total 10   Mean (years)   

   

4.4.6.6 Task scenarios 

This step is the backbone of the user testing method. The tasks should be constructed in terms 

of the aim of the UT sessions and must also be appropriate and realistic for the end–users; 

there should be a minimum of 3 to 5 task scenarios (Sauro, 2010). The task scenarios were 

developed as typical tasks for each of the ten studied websites as shown in Appendix C, D, 

K, and O. These tasks are representations of the actual work that is typically performed by 

participants when they are using the target websites, based on the result of the context 

meeting. There are different ways to develop tasks such as user observation, user story, and 

use case. However, the context meeting approach was used with experts and real users as 

mentioned in Section 4.4.6.5. The recommendations of some scholars were taken into 

consideration during the task design phase, as mentioned in the literature review chapter 

(Nielsen, 1993); (Dumas and Redish, 1999); (Snyder, 2003); (Sauro, 2010). Consequently, 
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the tasks were built based on the website’s goals, and covered all the main functions of the 

target website, including searching features, interactivity and participation features, and 

display of records. Also, they were designed to be short and clear, and in the users’ language. 

Sauro (2011c) emphasizes the importance of defining the task scenarios based on the context 

of use. So, the context meetings were conducted with user representatives and designers of 

the target websites in order to gather information on those websites and their intended context 

of use, as mentioned previously. Understanding this information can help to build realistic 

task scenarios based on the users’ context of use (Thomas and Bevan, 1996). Furthermore, 

the tasks were simple and involved limited cognitive processing to avoid the individual 

differences in the between-group design, as recommended by (Lazar et al., 2010).    

 

4.4.6.7 Usability problem report description 

The structured report was developed to help the evaluators and the observer to report their 

results in a professional manner. It was designed, as shown in Appendix E, to solve the 

problems discussed in the literature review. Its components were adopted from a few 

distinguished studies that discussed this issue, such as (Lavery et al., 1997); (Cockton and 

Woolrych, 2001); (Cockton et al., 2004b); (Hertzum, 2006); (Hornbæk and Frøkjær, 2008). 

It consists of five attributes. The first is a numeric identifier of the problem; it ascribes 

identification numbers to the discovered problems. The second attribute is a heuristic name; 

it refers to the heuristic that discovered the problems that were violated by the design in each 

circumstance, in the judgment of the evaluator (Nielsen, 1995a). The third attribute is the 

problem description; it describes what is wrong and what needs repairing, justifying why it 

is problematic (Lavery et al., 1997). The fourth attribute is the problem context; it describes 

the context of the discovered problem, such as when the problem occurs and where, its 

impact, and its solution. Impact refers to the discovered problem being easy or difficult for 

the users to overcome. Hertzum (2006) assessed the impact of discovered problems based on 

the proportion of users who would experience them, thus “(1) No problem, (2) Minor 

problem, causing a brief delay, (3) Serious problem, causing a significant delay (but users 

eventually complete their task), and (4) Disaster, causing the users to voice strong irritation 

(unable to solve the task, or solve it incorrectly)”. Hertzum (2006) used a ranking on a three-

point scale, thus “(1) Users quickly learn to get around the problem; (2) Users only learn to 

get around the problem after encountering it several times; and (3) Users never learn how to 
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get around the problem”. The fifth attribute is the problem area; it determines how the 

discovered problem relates to any usability problem areas, based on the DSI method (5 

usability problem areas in educational domain, and 7 usability problem areas in social 

network domain) and the ten usability heuristics method. Also, it aims to assist in the problem 

matching phase (Hornbæk and Frøkjær, 2008). The sixth attribute is problem severity; it aims 

to classify and prioritize the severity of each discovered problem (by the evaluators) by using 

Nielsen’s scale as mentioned in the literature review. This report was submitted by each HE 

and DSI evaluator to the evaluation manager, who is the researcher in this study.  

 

Furthermore, this report was used by the expert evaluators during the evaluation sessions, but 

they were not allowed to fill in the sixth attribute. Also, the observer in the UT session was 

not allowed to fill in the second, fifth and sixth attributes. Moreover, Nielsen (1992a) 

recommended to use two or three raters to rate the usability problems, and he justified this 

by stating that ‘’as more evaluators are asked to judge the severity o f usability problems, the 

quality of the mean severity ratings increases rapidly, and ratings from three evaluators would 

seem to be satisfactory for many practical purposes’’. In line with these recommendations, 

two independent evaluators were used in this research. They were involved to rate the 

problems reported by the evaluators, and also were involved in analysing, classifying and 

rating the problems reported by the observer. This technique was adopted based on 

recommendations to reduce the evaluator effect, to improve the reliability of the merged 

usability problems as well as the reliability of the ranked and matched predicted problems to 

the actual problems (not by the evaluators who made the predictions or the observer who 

reported the users problems); these steps increase the overall internal validity of the usability 

evaluation results (Lavery et al., 1997); (Cockton et al., 2004b); (Hertzum et al., 2014).   

 

4.4.7 Pilot Study 

The materials above need to be tested before using them, and in this regard, conducting a 

pilot study is crucial in any research; it is also known as a feasibility study. A pilot study is a 

relatively small experiment, usually no longer than an hour, and is conducted before the 

actual experiments with a very small number of participants (from the target population); 

they are given breaks at realistic intervals. It has many advantages, for instance, it improves 

the quality of the proposed experiment, checks the experiment of procedures and instructions 
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given to participants, ensures the environment and equipment are functional and safe, refines 

the research question, tests logistical issues and collects data, using those data in statistical 

tests to check for reliability and validity (Lancaster et al., 2004). Also, the suggestions 

obtained from the pilot study should be incorporated into the main study design, in particular 

if the pilot study does not lead to any modification of the materials or procedures (Cairns and 

Cox, 2008). The pilot study could be conducted twice to assess the revised main study 

(Ruxton and Colegrave, 2011). In this research, this step was adopted in the research design 

to verify that the new method is viable before starting on the real study, with all the materials, 

instruments, measures and procedures (see Figure 4.1). In this pilot, two independent 

evaluators and fifteen users were involved in each experiment. All the materials were 

checked by them to make sure that there were no spelling or grammatical errors and no 

ambiguous words or phrases, and that all of the sentences in the instruments (method 

descriptions, check-lists, time taken completing the task scenarios, questionnaires and 

procedures) were sufficiently clear to be used by the evaluators and users. Furthermore, to 

assess the time needed for testing, the fifteen users were divided into three groups (five users 

in each). Each group performed its tasks. The users’ behaviour was monitored, and all the 

usability measures were assessed as they would be in real testing. All of these steps resulted 

in useful corrections and adjustments to the real test. Also, it attempted to identify what 

equipment the users regularly use and set it up for them before the test, for example, using 

the same type of machine and browser. 

 

4.4.8 Components for testing the adaptive framework 

Having constructed the adaptive framework, it tests intensively through rigorous validation 

methods (triangulation) to verify the extent to which it achieves the identified goals, needs 

and requirements that the method was originally developed to address. The testing methods 

for the adaptive framework were chosen here based on website usability, as the chosen 

products. In other words, the steps of the adaptive framework, that are stated in Chapter 3, 

are fixed; however, the testing methods are changeable, depending on the product being 

evaluated. For example, for mobile applications, the testing methods should be field studies 

or hands-on measurements alongside user testing. Thus, the triangulation method is used to 

check the validity of the DSI findings by cross-checking them with other methods (HE and 

UT). These methods have been chosen because they complement each other, they have been 
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commonly used in the evaluation of website usability, and they are able to identify usability 

problems from two different perspectives (Chen and Macredie, 2005). This validation 

process is outlined in Figure 4.2; the testing components of the adaptive framework consist 

of four steps, as outlined below. 

 T1: Experiment Preparation stage (for DSI, HE and UT): Before the actual evaluation 

formally starts, the following initial preparative steps are needed: 1) Select a number of 

websites that are directed to the scope of the chosen domain; 2) Recruit expert evaluators 

and users; 3) Plan the sequence for conducting the evaluations (for each group) in such a 

way as to avoid any bias; and 4) Prepare the experimental documents (e.g. context meeting, 

task scenarios and questionnaires). This initial experiment preparation stage is concluded 

with a pilot experiment to make sure that everything is in place and ready for the actual 

evaluation. 

 

 T2: Heuristic Validation stage (Expert Evaluation (HE)): The aim of this stage is to validate 

the newly generated DSI method by conducting a heuristic evaluation (HE). This method 

has been chosen because it is the most common inspection method used in evaluation 

testing. Expert evaluators need a familiarization session before the actual evaluation. The 

expert evaluation is then conducted using the newly generated DSI method alongside HE. 

The aim of this process is to collect data ready for analysis (analytically), as explained in 

stage 4. 

  

 Testing Validation stage (User Evaluation (UT)): The aim of this stage is to complement 

the results obtained from the expert evaluation, by carrying out usability lab testing (UT) 

on the same product. Jeng (2005) pointed out that there is a need for benchmarks in order 

to compare the methods, and the results of the user testing (UT) method represent the best 

means for comparison. Also, Nielsen (1992a) recommends conducting UT with HE because 

each one is complementary to the other. Hartson et al. (2003, p. 385) stated, “it is best to 

combine the lab test with expert review to eliminate some of the problems considered not 

real, thus improving the quality of the usability problem set to be used as the actual 

criterion”. Also, they added that UT is the gold standard for comparison, as it is used 

overwhelmingly in evaluating studies conducted on the performance of UEMs (Hartson et 

al., 2003). In this regard, the performance of the newly generated DSI method is compared 
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with the lab testing to identify which problems have been identified by UT and not 

identified by DSI and/or HE, and vice versa. The aim of this process is to collect data ready 

for analysis (empirically) in the final stage.  

 

 T3: Data Analysis stage: This stage aims to analyse all the results and to answer all the 

questions raised from the above steps in a statistical manner. It is conducted in two steps; 

one focused on HE vs. DSI and the other on UT vs DSI and HE. The researcher extracts the 

problems discovered by the experts from the checklists of both DSI and HE. Then, they 

conduct a debriefing session with the same expert evaluators and two users to agree on the 

discovered problems, and to remove any duplicate problems or subjective problems. Then, 

the problems approved upon are merged into a master problem list for each of them, and 

any problems upon which the evaluators disagree are removed. After that the independent 

evaluators are involved to rank the severity of the problems derived from the HE and DSI. 

Ultimately, the researcher conduct a comparison on the results of both methods (DSI and 

HE) in terms of the number of problems discovered (unique and overlapping), their severity 

ratings, which problems are discovered by HE and not discovered by DSI and vice versa, 

the areas of the discovered problems, the UEM performance metrics, evaluator reliability 

and experience, and the relative costs entailed in employing the two methods.  

 

In the second step, the researcher conduct a debriefing session with independent evaluators 

to rank the severity of the problems derived from the UT and to remove any duplicate 

problems. Following this, they establish a master list of usability problems for UT. 

Subsequently, a single unique master list of usability problems are consolidated from the 

three methods. After that, the falsification test will be conducted on the not matching 

predicted problems from HE and DSI to the UT problems. This test aims to investigate 

whether all HE and DSI problems are real problems or false problems through conducting 

falsification test based on these problems. If they are real problems, they will be moved to 

the single unique master lists of HE and DSI; otherwise, they will be removed permanently 

(see Section 4.4.9.2). Next, a comparison of the results of the three methods is conducted 

in terms of the number of problems discovered (unique and overlapping), their severity 

ratings, and the areas of the discovered problems; this is to identify which problems were 

discovered by HE and DSI and not discovered by UT, and vice versa. Also, the UEM 
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performance metrics of each method are measured, together with other measures, which are 

their relative costs, reliability, efficiency, effectiveness, validity, thoroughness.  Moreover, 

this final step seeks to prove or refute the efficacy of conducting UT and HE with DSI, and 

vice versa. 

Figure 4.2: Testing stages of the adaptive framework 

 

 

 

 

 

 

 

 

 

 

 

 
 

4.4.9 The first and second experiments 

In order to achieve the aims of this research, a series of experiments must be conducted. The 

first experiment examines practically the efficiency of the adaptive framework in generating 

the domain specific inspection (DSI) method for evaluating the educational domain. Then, 

this method is evaluated analytically and empirically to measure its efficacy, effectiveness 

and satisfaction. This step aims to reveal whether or not the DSI method is better than UT 

and/or HE in discovering real usability problems as well as against different usability metrics. 

The second experiment is the second practical validation experiment for the adaptive 

framework. This experiment aims to generate a DSI method for evaluating the social network 

domain. Then, this method is also evaluated analytically and empirically for the same aim as 

the first experiment. Overall, the two experiments investigate any correlations between the 

number of users or evaluators on the one hand, and the time spent and number of usability 

problems identified (and their severity) on the other. Within the context of this experiment, 

correlations between usability metrics are also inspected. Chapters 5 explain these 

experiments in full detail.
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4.4.9.1 The approach taken for both experiments 

Numerous evaluation methods that can be used to validate the adaptive framework were 

explained in depth in the literature review chapter. However, the approach taken for both 

experiments is similar. For both validation experiments in this study, user testing (UT) and 

heuristic evaluation (HE) were chosen to compare the efficacy and effectiveness of the newly 

developed method (DSI) for the educational and social network domains. The reasons behind 

choosing UT and HE as validation methods for the adaptive framework (and its resultant DSI 

method) are: firstly, they are the most commonly used usability methods employed for 

evaluating dynamic website usability and for identifying as many usability problems as 

possible; secondly, they complement each other (combining their results should provide a 

better picture for measuring the effectiveness of both the adaptive framework and the newly 

developed DSI methods for the educational and social network domains); and thirdly, UT 

and HE identify the usability problems from two different perspectives (expert and user) 

(Molich and Nielsen, 1990); (Jeffries and Desurvire, 1992); (Law and Hvannberg, 2002); 

(Rubin and Chisnell, 2008). Consequently, this mixture of three methods (triangulation) will 

help to maximize the opportunities for measuring the performance of each one, and to 

intensively test the DSI method through rigorous validation methods in order to verify the 

extent to which DSI achieves the identified goals, and satisfies the needs and requirements 

that they were originally developed to address. Also, the effectiveness of these methods is 

one of the research questions, and so a solid and comparable benchmark is needed. To further 

support and achieve the research aim, the following framework is utilized in all experiments 

(Figure 4.3). 
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Figure 4.3:  Design for both experiments 

 

 

 

 

 

 

 

 

 

 

 

 

 Heuristic evaluation (HE) and Domain specific inspection (DSI) 
 

Heuristic evaluation (HE) is a usability inspection method that has been described as fast and 

widely used; it was explained in detail in the literature review chapter. This method was 

chosen to be one of the validation methods for the adaptive framework and for its ability to 

generate a DSI method for both domains (educational and social networks). Here, the 

requirements of this method are highlighted below. 

 

o The need for heuristic evaluation 
 

In order to evaluate the selected domains/websites (educational and social networks) and to 

obtain the best possible picture for the research results, the traditional ten heuristics were 

employed, as were developed by Molich and Nielsen (1990). These ten heuristics have been 

extended to various versions such as HE-Plus and HE++ (Chattratichart and Brodie, 2004); 

(Chattratichart and Lindgaard, 2008). However, Nielsen’s heuristics are now widely adopted 

as the available tool; they are good heuristics for used in the early stages of website 

development, they identify more usability problems than most, and they are still widely 

taught and practiced in different areas (Gamber and Valent, 2001); (Manzari and Trinidad-
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Christensen, 2013). For these reasons, Nielsen’s heuristics and their explanations are adopted 

as shown in Appendix F. The following is an explanation for the components needed to 

conduct this method. 

 

o Number and characteristics of recruits and evaluators 
 

In fact, that there is no agreement on how many evaluators are enough to conduct this 

experiment. However, in order to quantify the number of evaluators needed for HE, Molich 

and Nielsen (1990) pointed out that evaluator experience plays a vital role in determining 

their number and in influencing the evaluation results. For example, there are three kinds of 

expert evaluators. One is non-specialist evaluators, who need training and a set of tasks to 

develop their skills and to minimize their influence on the result. The second is ‘single’ 

evaluators, who can be defined as persons with general usability experience. The third is 

‘double’ evaluators, who can be defined as persons with both general usability experience as 

well as experience in a specific application area being investigated (Hertzum and Jacobsen, 

2001); (Tan et al., 2009). In this regard, Molich and Nielsen (1990) recommended, from 

previous work on heuristic evaluation, that between five and fourteen non-specialist 

evaluators are necessary to find between 51% and 75% of all problems. Also, between three 

and five single expert evaluators are necessary to find a reasonably high proportion of the 

usability problems (between 74% and 87%). For the double expert evaluators, it is sufficient 

to use between two and three evaluators to find most problems (between 81% and 90%). 

However, besides the effect of the evaluators’ skills and level of experience, there are other 

factors that can also affect the evaluation results, such as any vagueness in the evaluation 

procedure, problem report, analysis, and problem criteria (Hertzum and Jacobsen, 2001).  

 

In this research, there were limitations in terms of time, money and resources in recruiting 

ideal evaluators. Five people were recruited for the focus group for each domain (ten people in 

total), eight evaluators were recruited for the first experiment, and six evaluators were 

recruited for the second experiment. The recommendation of Tan et al. (2009) was considered 

with regard to involving double evaluators with single evaluators in order to increase the 

discovery of usability problems. Therefore, the eight evaluators of the first experiment 

included four single evaluators and four double evaluators, whereas the six evaluators in the 

second experiment included two single evaluators and four double evaluators. For the focus 
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group, The five people in each focus group were three experts in usability (i.e. having a 

certificate in the HCI field) and in the targeted websites (i.e. having certificate in the HCI 

field and targeted domain), and two users who were involved in the mini-user testing (real 

users for the chosen domains), see Table 4.3. The expert evaluators were invited to participate 

based on their availability and experience (convenience sampling). They were chosen 

carefully after emailing them to ask them to be involved in these experiments, as shown in 

Appendix A1. Some of them were recommended by my supervisor and are working at the 

University of East Anglia, and the others are from usability groups in LinkedIn and the Aviva 

life insurance company. All of them have knowledge of usability evaluation through teaching 

or studying HCI courses, and some of them have evaluated many websites for usability. 

These combined facts confirmed that the experienced evaluators were chosen in the hope of 

maximising the benefits of using expert evaluators in an efficient manner. Once they had 

agreed to be involved in this study (see Appendix A3 and A4), the pre-evaluation 

questionnaire, as shown in Appendix B1 and B2, was sent to obtain more information about 

them and thus to divide them into equal and balanced groups in terms of experience.   

 

Table 4.3: Distribution of participant profiles for focus group  
 Focus group Participant 

identification 

Participant 

type 

Participant 

characteristics 

Level of 

education 

Years of 

experience of 

evaluation/ 

(using websites 

for user only) 

 

Focus group in the 

first experiment   

1 Expert Double PhD 5 

2 Expert Single PhD 3 

3 Expert Single Master 4 

4 User Real user Master 5 

5 User Real user Bachelor 7 

 

Focus group in the 

second experiment  

1 Expert Double PhD 8 

2 Expert Single PhD 5 

3 Expert Single Master 3 

4 User Real user Master 6 

5 User Real user Bachelor 5 

Total 10   Mean (years)  5.1 

 

o Evaluation procedure  
 

A formal procedure should be clearly described to inform the participants what they are to 

do during an experiment. Also, it is important to conduct all the evaluations under similar 

sets of conditions, including environment, equipment and tools (Hertzum and Jacobsen, 

2001); (Chen and Macredie, 2005). In this regard, there are two benefits to preparing a formal 
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procedure; firstly, it ensures that each evaluator has the same documents (giving them 

different procedures would create a confounding variable); and secondly, it allows the other 

evaluators to replicate the same experiment, which can give more confidence to the research 

findings. For this method and prior to an actual evaluation, each evaluator undertook a 

training session and a certain task to become familiar with the chosen system and instruments 

(HE and DSI) after having conducted the pilot study with them. Also, each evaluator was 

asked to focus their inspections in the training session on the user tasks, as recommended by 

Hertzum (2006). Thus, these instruments should be the same for all the evaluators. After that, 

the actual evaluation session should be conducted under the same set of conditions and with 

the same instruments (Hertzum and Jacobsen, 2001). Therefore, the evaluation procedure 

was carried out as Nielsen (1995a) recommended on his website (Nielsen Norman Group). 

Therefore, the expert evaluators conducted their evaluations independently, and they were 

not allowed to communicate with each other until they had finished their evaluations. These 

steps were justified by Nielsen (1995a) “to ensure independent and unbiased evaluations 

from each evaluator”. After that, they may join the debriefing session to aggregate and 

discuss their findings, generating a list of usability problems. At the beginning of each 

session, the evaluation procedures and instructions were explained to each evaluator as 

recommended by Nielsen (1995a). Consequently, the method sheet was given and explained 

to the evaluators, and they were asked to visit the interfaces of the targeted websites twice. 

The reason behind this is that the first visit helps the evaluators to gain a feel for the flow of 

the interaction as well as the general scope of the targeted websites. The second visit helps 

the evaluators to concentrate on particular interface features whilst comprehending how they 

fit into the larger whole (Nielsen, 1995a). Overall, this training time (to become familiar with 

the targeted website or methods) is used to reduce the so-called learning effect during the 

actual testing sessions (Lazar et al., 2010). After the exploration, the evaluators were asked 

to read and sign the consent form if they were happy to continue, or to sign the withdrawal 

form if they were not. Then, they were divided into two groups: one group for the first 

experiment and another group for the second experiment. Then, each group was divided into 

two groups. The evaluators in each experiment employed two methods, namely DSI and HE, 

to evaluate the three different websites. They were assigned randomly to two prescribed 

sequences (DSI, HE, DSI in the first time and HE, DSI, HE in the second time). The 

researcher adopted this technique to avoid any bias in the results and also to avoid the risk of 
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any expert reproducing his/her results in the second session through over-familiarity with 

one method, i.e. each evaluation was conducted with a fresh frame of mind. This technique 

also helps to control and reduce the learning effect and order effect on the within-group 

design. In this regard, the evaluators were not allowed to start the second or third evaluation 

until they had finished their evaluation of the previous website and had submitted their report. 

This technique also helps to reduce the potential problem of fatigue, which can happen in the 

within-group design. Both techniques were recommended by Lazar et al. (2010). 

 

During the evaluation, the evaluators use the structured report developed by the researcher 

to help them report their results in a professional manner, as mentioned previously. After 

that, the post-evaluation questionnaire is filled out by each evaluator; it includes a rating scale 

questionnaire for measuring their satisfaction on methods, and an open-ended questionnaire 

for writing down their comments and feedback on the methods used. Finally, the researcher 

extracts the problems from the reports and removes all duplicate problems. After that, the 

debriefing session is conducted to agree on the problems found in order to create a master 

list of unique problems, and to discuss the results of the post-evaluation questionnaire. Then, 

the independent evaluators are involved in ranking the severity of the problems in the master 

list.  

 User Testing (UT) 
 

The user testing method represents the second validation method; it is used for evaluating the 

output of the adaptive framework, which is the DSI method. It is another important evaluation 

method for ensuring system quality, in particular for websites. It needs real end-users to 

perform a set of tasks. It can be defined as a procedure for integrating several distinct 

variables (for recognizing a website’s defects in terms of design and usability), such as 

problem numbers, time spent and user satisfaction (Lindgaard and Chattratichart, 2007). 

Thus, UT needs clearly structured and organized test materials to be prepared to facilitate the 

test (and ultimately to support the goals of the test) and to obtain the data needed to answer 

the research questions effectively (Rubin and Chisnell, 2008). The following is an 

explanation of the components needed to conduct this method 
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o  Number of users and their characteristics 
 

The issue of determining the number of users to perform user testing is a controversial issue, 

as mentioned in the literature review (Section 2.4.1). Estimating the required sample size is 

important, particularly when the cost of a sample is expensive. In this study, the user numbers 

are identified based on the recommendations of certain pioneers and on the requirement of 

this study. For example, Dumas and Redish (1999) suggested that to conduct UT it is 

necessary to recruit from 5 to 12 users. Molich and Nielsen (1990) confirmed this number 

and they justified it by arguing they were able to reveal 85% to 90% of the usability problems. 

However, Nielsen (2006) recommended recruiting 20 users for each group in quantitative 

studies that need benchmarking in terms of factors such as efficacy, number of problems and 

errors, and subjective satisfaction. Also, Sauro (2010), based on the results of 120 usability 

tests, mentioned using 20 users because this number typically leads to a margin of error of 

approximately (+/-) 20%, and this is less than using 5, 10 and 15 users. Furthermore, Rubin 

and Chisnell (2008) recommended using more than 5 users to obtain statistically valid results. 

On the other hand, difficulties in recruiting users and lack of time, resources and budget 

during a study should also be considered (Rubin and Chisnell, 2008). 

 

Based on the above clarifications, this study recruited 5 users for the context meeting for each 

domain (ten users in total as shown in Section 4.4.6.5); 10 users were recruited for mini-user 

testing for each domain (20 users in total as shown in Table 4.4); 20 users for each of the 

three groups in the first validation experiment (60 users in total as shown in Table 5.1); and 

25 users for each of the three groups in the second validation experiment (75 users in total as 

shown in Table 5.2). These users were chosen carefully to reflect the real users of the targeted 

websites in each domain. The majority of the users were students and employees, and they 

were mixed across the three user groups in terms of gender, age, education level and 

computer skills. The criteria that were considered to recruit these users were: 1) real users for 

the targeted websites based on the context meeting result; 2) willingness to participate; 3) 

having good experience in the targeted websites by using similar websites in their daily life; 

and 4) for the context meeting, the participants should belong to a certain group of people, 

as identified by Thomas and Bevan (1996). These groups are user representatives, designers, 

stakeholders and human factor professionals. In this regard, user representatives (real users) 

and designers (in the chosen domain) were invited to be involved in the context meeting in 



Chapter 4: Research Methodology  

 

101 

 

both domains, as mentioned in Section 4.4.6.5. Moreover, Sauro (2010) recommends 

encouraging users to participate and then thanking them after closing the debriefing sessions 

through offering vouchers as incentives for taking part in the experiment; thus this was 

adopted in the UT sessions in this study.   

 

In terms of the users’ characteristics, this issue is critical because recruiting unrepresentative 

users for the target product would lead to incorrect results (Rubin and Chisnell, 2008). 

Consequently, a context meeting was conducted with the representative users and with 

designers on the target websites, and also emails were sent to the website owners, all of these 

to obtain information that describes the prospective users of the websites they are working 

on and thus to determine the users’ characteristics. This method was used by Thomas and 

Bevan (1996) and Rubin and Chisnell (2008). In conclusion, all users were willing to take 

the time to be involved after receiving a recruiting email (see Appendix G). Also, an email 

was sent to the owners of the targeted products, as in Appendix B9. After gaining their 

approval to take part in this meeting, the brief materials were sent to them to increase their 

knowledge and to reduce the time needed for the meeting, including the agenda for the 

context meeting and the targeted websites, as shown in Appendix B10.   

 

Table 4.4: Distribution of participant profiles for mini- user testing  
Question Frequency Percentage 

Years using a computer Less than 1 

year 

1 to 4 

years 

More 

than 4 

years 

Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

2 4 14 10% 20% 70% 

Daily hours on computer Less than 1 

hour 

1 to 4 

hours 

More 

than 4 

hours 

Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

1 3 16 5% 15% 80% 

Browser Internet 

Explorer 

Google 

Chrome 

Firefox 

Mozilla 

Internet 

Explorer 

Google 

Chrome 

Firefox 

Mozilla 

7 11 2 35% 55% 10% 

Years using the Internet Less than 1 

year 

1 to 4 

years 

More 

than 4 

years 

Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

3 8 9 15% 40% 45% 

Daily hours on the Internet Less than 1 

hour 

1 to 4 

hours 

More 

than 4 

hours 

Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

2 7 11 10% 35% 55% 

Daily hours visiting 

educational websites 

Daily Less often Daily Less often 

9 11 45% 55% 

Total of participant 20 
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o Source of recruitment of users 
 

After gaining an understanding of the characteristics of the end-users for the target websites, 

recruiting the actual users who fit these characteristics is the next step. Rubin and Chisnell 

(2008) listed many sources for recruiting users, such as university campuses, Internet users 

and societies. In this regard, two sources were adopted and used, which are email 

broadcasting (as shown in Appendix G) and advertising on bulletin boards (as shown in 

Appendix H). For the first experiment, emails were sent to students in the School of 

Computing Sciences at UEA, and to King Abdulaziz University (to the Deanship of e-

Learning and Distance Education). Secondly, advertisements were posted on the bulletin 

boards that are scattered around the School of Thager Intermediate Stage, at the Saudi School 

in Norwich, the Union of UEA Students and in the British International School of Jeddah. 

For the second experiment, emails were sent to students in the School of Computing Sciences 

and the Union of UEA Students. Advertisements were also posted on bulletin boards in 

various different places in Norwich ( Appendix H).   

 

After receiving an adequate number of responses, the pre-test questionnaire was designed    

(see Appendix B3 and B4) , based on Rubin and Chisnell (2008), for sending to the volunteers 

who wanted to participate. It aims to gather background information such as education level 

and experience in using the Internet and the targeted domain. Also, it aims to match their 

information to the required characteristics in this research, ultimately for selecting the most 

appropriate users for each website. Furthermore, a confirmation email was sent to the 

participants, as shown in Appendix I, which includes scheduling their testing sessions, based 

on their convenience in terms of date, time and place.     

 

o Test environment 
 

Usability testing requires a realistic and controlled environment that allows the participants 

to perform their tasks under the same conditions. This environment may be determined based 

on availability of a location as well as on the volunteers. There are two environmental factors. 

The first one is physical, and includes noise, temperature, lighting, vibration and humidity. 

The second environmental factor is social, and includes the number of persons in the 

surrounding test environment, and the relationships between the participants and those 

persons. Thus, these environmental factors should be controlled to avoid systematic errors in 

the observed data (Maguire, 2001b); (Lazar et al., 2010). In this research, UT is conducted 



Chapter 4: Research Methodology  

 

103 

 

in a laboratory that is provided with all the necessary equipment; it is a clean, quiet room, 

and has comfortable chairs and desks, appropriate lighting, Internet access, microphones, 

desktop/laptop computers, cameras, and a place for a moderator/observer. The simple single-

room set-up was adopted because it gives the observer an excellent sense of what is going on 

whilst taking notes. Also, it helps the moderator to encourage the users quickly if they are 

struggling in the testing sessions or if they just need assistance. In this regard, all the users 

conduct their testing sessions under the same aforementioned conditions to avoid any 

variations that might lead to failure in the ensuing comparisons. The above instructions are 

recommended by Rubin and Chisnell (2008), Dumas and Loring (2008) and Sauro (2010).  

 

o Testing Procedure  
 

Rubin and Chisnell (2008) listed eight processes for conducting UT, which are: 1) Develop 

the test plan; 2) Set up a testing environment; 3) Find and select participants; 4) Prepare the 

test materials; 5) Conduct the test sessions; 6) Debrief the participants and observers; 7) 

Analyse the data and observations; and 8) Report the findings and recommendations. 

Furthermore, Lazar et al. (2010) highlights specific procedures for experiment sessions, 

which are; 1) Ensure the system being evaluated and the related instruments are ready for the 

experiment; 2) Greet the participants; 3) Introduce the purpose of the study and procedures; 

4) Get the consent of the participants; 5) Assign the participants to a specific experiment 

condition according to the pre-defined randomization method; 6) Participants complete 

training task; 7) Participants complete actual tasks; 8) Participants answer questionnaires (if 

any); 9) Debriefing session; and 10) Payment (if any). Also, Hertzum et al. (2014) proposed 

a simplified model for usability tests, which consists of four points: 1) Users interact with the 

system in order to solve a set of tasks prepared ahead of the test; 2) Users verbalise their 

thoughts while solving the tasks (and to prompt verbalisation, users are reminded to keep 

talking or are asked questions about their behaviour); 3) An evaluator observes the users’ 

behaviour and listens in on their thoughts (and on this basis, the evaluator identifies and 

reports usability problems); and 4) The evaluation takes place in the context of an overall 

relationship between users and evaluator. To obtain reliable evaluation results, the users must 

feel at ease. In this regard, all four of the aforementioned steps are adopted and the evaluation 

procedure for all the UT sessions is to be conducted through following the same protocols.  
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1. Orientation Session: This session entails firstly the researcher/facilitator welcoming 

the user and the user then reading the introduction script, which includes a detailed 

explanation of the aims of this study. The following step entails describing the testing 

procedure in detail, which includes identifying the domains to be tested as well as the 

chosen websites for each domain, explaining the special techniques that are to be 

used, such as how to think aloud whilst performing the tasks (through a training 

session), elucidating the equipment to be used as well as the setup of the environment 

in which the testing is to take place (a quiet room), informing the users that they have 

the right to leave or take a little break from the testing, and clarifying the 

questionnaires and forms to be used, such as the pre-test questionnaire, the post-test 

questionnaire, the consent form and the withdrawal form. Finally, it is explained to 

the users that their behaviour will be observed by the researcher in order to better 

understand their results. 

 

2. Testing Session: Before starting the actual testing, training sessions are conducted for 

each user, including an exploration of each targeted website for a maximum of 10 

minutes. After that, a small number of questions (prepared beforehand) are put to 

them to ensure that they have benefited from this training session, as shown in 

Appendix J. Then, the pre-test questionnaire is completed by each user to gather 

information about his/her background and experience, and to clarify some product-

related information. This is followed by giving each user group the written task 

scenarios (designed for each particular website), and telling them that they will not 

be offered any suggestions or hints, but from time to time, they may ask for 

clarification of what has have said or for information on what the researcher is looking 

for. The researcher plays the role of observer and moderator during all the test 

sessions. Then, the post-questionnaire is completed by each user to obtain his/her 

feedback after completing the tasks. This should be prior to any discussion to reduce 

any effects of bias. 

 

3. Debriefing Session: The researcher, who plays the role of observer, conducts a 

debriefing session with each user by reading the points that were observed and written 

down during the test session. These points are discussed in detail through asking 

questions about the user’s behaviour and anything that happened during the test 
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session, about why the problems occurred and how to fix them, and about the results 

of the post-test questionnaire. This session finishes with preparing the master 

usability problems list. Then, the independent evaluators are involved to rank the 

severity of the discovered problems and classifying them to the appropriate usability 

problem areas and under the appropriate heuristic name. 

 
 

4.4.9.2 Workflow of experiment findings  

Usability inspection methods such as HE and the newly developed method (DSI) can reveal 

potential problems that may also be predicted by evaluators. This issue was considered by 

Gray and Salzman (1998) with regard to improving the construct validity of these predicted 

problems. In this regard, Woolrych et al. (2004) carried out work for four years to investigate 

the reliability of inspection methods, such as HE, in terms of generating false problems. They 

began their investigation by verifying the extent to which researchers can be sure that an 

evaluator’s prediction is really a false positive. In that case, they addressed the issue of false 

positives by employing ‘falsification testing (It means that the evaluator makes a prediction 

of a problem and then the UT reveals whether the evaluator was right?)’. The process of 

falsification testing involves the accurate testing of evaluators’ predictions using UT, as in 

Figure 4.4. It includes three steps which are collecting evaluators’ predictions, translating 

them into tasks, and verifying tasks against predictions. Briefly, fixed UT tasks are designed; 

these are derived from evaluators’ predictions, and they are applied to assess individual 

problems in order to identify any likely user difficulties that may arise in the testing session. 

These tasks should expose these likely difficulties. There is no need to design an individual 

task for each prediction; tasks can be designed to address a set of evaluators’ predictions. 

Consequently, if a prediction is confirmed by UT, it is a real problem. If a prediction is not 

confirmed by UT, it can be confidently coded as a false positive. Woolrych et al. (2004, p.3) 

asserted, “falsification testing ensures that false positive coding of predictions is not a 

consequence of incomplete coverage in user testing” (Woolrych et al., 2004). After analysing 

the evaluators’ predictions, the problems should be merged into a master problem set.  

 

In this research, the falsification testing and a two-way mapping procedure (forward- and 

backward-matching) were adopted (Hvannberg et al., 2007). The experimental workflow was 

designed to verify the results of the newly developed method (DSI) and HE, and thus to 
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identify the real, false positive, false negative, missing, and hit problems as shown  in the 

Figure 4.5.    

 

Figure 4.4: Process of Falsification Testing (Woolrych et al., 2004) 
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Figure 4.5: Experiment workflow 
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4.4.9.3 The problem reduction process 

The problem reduction process technique was adopted in this research and it was proposed 

by Connell and Hammond (1999). It consists of two stages, which are 'within subject' and 

'between subject' as shown in Figure 4.6. The ‘within subject’ stage involves the elimination 

of any problem duplication in each method. The ‘between subjects’ stage investigates the 

way in which a single problem sets an overlap with those problems of other methods. This 

involves identification of any problems which had been discovered by more than one method 

in each experiment. The result of this stage is a single set of non-duplicate problems. The 

single set is later used to measure the efficiency of each method to identify the number of 

unique problems for each method, the number of overlapping problems between methods, 

and to match the predicted problems of HE and DSI against real problems from.  

 

Figure 4.6: The problem reduction process adapted from (Connell and Hammond, 1999)  

 

 

4.4.9.4 Usability measures  

Different types of data can be collected by HE or DSI and UT. However, there are only two 

types of measure in the three methods; the first type is the participants’ performance and the 

second is the participants’ subjective feelings. The former includes time spent and number 

of problems found, whereas the latter includes the participants’ satisfaction level, comments, 

attitude and severity rating (Nielsen, 1992a); (Dumas and Redish, 1999); (Chen and 



Chapter 4: Research Methodology  

 

109 

 

Macredie, 2005). Moreover, efficiency, effectiveness and satisfaction are widely used 

metrics (Sauro and Kindlund, 2005). Also, validity, reliability and thoroughness are other 

metrics that should be considered (Hartson et al., 2003). Accordingly all are considered in 

this study, and the following is an explanation of the above measures in detail. 

 Time spent 
 

Time spent is the metric most often used to measure the efficiency attribute. In HE and DSI, 

it indicates the time spent by an evaluator to complete an evaluation (in minutes). However, 

in UT it indicates the average task completion time for the users to complete their task 

successfully (in second or minutes), the average time spent on failed tasks or on tasks 

completed incorrectly, and the average time taken per task across the users (Sauro, 2011c). 

There are two ways to calculate the time: use a digital stopwatch or use software or automatic 

tools (Law and Hvannberg, 2002); (Albert and Tullis, 2013). In this research and in terms of 

the available resources, digital stopwatches are used with serious consideration being paid to 

accuracy, especially to the start and finish of an evaluation in order to measure the efficiency 

attribute. The task time starts when the user has finished the reading the task scenario and it 

ends once they have finished all the required actions. However, an evaluation time starts 

when the evaluator has finished reading the developed checklist and it ends once they have 

finished all the necessary actions  (Sauro, 2011a). 

 Number of problems 
 

Usability problem has different definitions in the literature, for example, Skov and Stage 

(2005, p.1) defined it thus, “it is a key element in a usability evaluation of an interactive 

system”, whereas Nielsen and Landauer (1993, p.388) stated that “a usability problem is any 

aspect of a user interface that is expected (or observed) to cause users problems with respect 

to some salient usability measure (e.g. learnability, performance, error rate, subjective 

satisfaction) and that can be attributed to a single design aspect”. It can also be defined as a 

difficulty that a user faces during an evaluation that prevents him/her from completing their 

task or that necessitates spending more time on the wrong page of the website (Albert and 

Tullis, 2013). In heuristic evaluation, an expert evaluator inspects pages in a chosen website, 

and finds any errors or confusions that may affect users in completing their task successfully 

or that affect the efficiency and effectiveness of the website (Molich and Nielsen, 1990). On 
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the other hand, each user in UT performs a set of tasks in the presence of an observer who 

notes any difficulties faced by the user and considers them as problems. Also, the observer 

may ask questions to ensure that no problems are missed (e.g. Why are you taking so long to 

perform this task? What problems are you facing? What do you think of the website after 

having used it?). 

 Severity rating  
 

After reporting the discovered usability problems, they need to be rated in terms of their 

priority for fixing. To achieve this task, the independent evaluators read the structured report 

to fully understand each problem, and thereby determine the severity level for each problem 

correctly. In HE and DSI, the severities of the discovered usability problems in the master 

list are classified by independent evaluators after the actual evaluation. Also, other 

independent evaluators are involved in UT to rank the users’ problems, which are reported 

by the observer. In this research, these problems are classified into different groups to which 

a numeric scale is applied in order to measure the severity of each problem, as proposed and 

used by (Nielsen, 1994b) and mentioned in the literature review.   

 Satisfaction ratings 
 

The satisfaction attribute is one measure of usability, and it can be used to measure the feeling 

of an expert evaluator and users about a product. There are several ways to measure 

satisfaction attirbute, but the most commonly used is the System Usability Scale (SUS) 

questionnaire. It is reliable and free tool, and comprises ten items in the form of scale 

questions ranging from 0 to 100 (Brooke, 1996). The original SUS items refer to ‘system’, 

but some researchers have proposed minor changes to the wording of these items. For 

example, Finstad (2006) and Bangor et al. (2008) changed the word of ‘cumbersome’ to 

‘awkward’ in Item 8. Sauro and Lewis ( 2012, p.198) state that “ the original SUS items refer 

to ‘system’, but substituting the word ‘website’ or ‘product’ or using the actual website or 

product name seems to have no effect on the resulting scores. Of course, any of these types 

of minor substituting should be consistent across the items’’.  

As this research designed a DSI as tool to be used for evaluation of the websites, it is 

necessary to measure the satisfaction attribute for this tool against a HE tool. To the best of 

my knowledge, there is no research using an SUS questionnaire as a method to measure 
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satisfaction with evaluation methods themselves. Consequently, the rating scale 

questionnaire was developed as shown in Appendix B5. It consists of nine items with five 

response options for respondents, from ‘strongly agree’ to ‘strongly disagree’. These items 

were adopted from the original SUS questionnaire, but they were modified to measure the 

feeling of satisfaction of evaluators with DSI and HE methods. This feeling of satisfaction 

was taken after the evaluator had finished his/her evaluation session but before the debriefing 

session. After that, the total score for each item was computed so that it would give some 

idea about the differences, and this score is comparable with another method. The rating scale 

questionnaire is used (which was adopted from the original SUS questionnaire) because it is 

quite simply there is no better way to expressing that in this moment but in the future might 

be uses another technique. 

For UT, when the users have finished their tasks, a single question to measure their 

satisfaction should be designed, as recommended by (Hornbæk and Law, 2007). Thus, users 

are asked to rate their level of satisfaction in a questionnaire on a scale of one to seven, where 

one refers to ‘highly unsatisfactory’ and seven indicates ‘highly satisfactory’. This scale has 

been suggested to truthfully measure the levels of satisfaction that are felt by users on a 

website interface after the testing session (Nielsen and Loranger, 2006). 

 Comments, feedbacks and attitude 
 

One of the most important methods in usability testing for gathering users’ comments is the 

Think Aloud protocol (Albert and Tullis, 2013). This method is used during experiments, 

after conducting training sessions with the participants. During the sessions, the participants 

are observed and monitored, and reminded and asked by the observer (researcher) to express 

their thoughts and feelings, but this is done without bias or impacting on the participants. 

Also, other methods can be used after finishing the experiments to capture preference data, 

such as questionnaires and the debriefing session. Sauro (2010) stated that “you need a way 

to collect the 'why' behind the numbers”.  

In this research, the evaluators and users are asked to complete post-test questionnaires, 

writing down their comments and feedback on the methods used, and explaining any reaction 

that was observed during the test.  
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4.5 Data analysis  

The data are analysed to determine which method provides optimal results with regard to the 

identification of comprehensive usability problems and relevant UEM metrics, with 

minimum input in terms of the cost and time usually spent on employing UEMs. However, 

conducting three evaluation methods produces a large number of data, which can be divided 

into two categories: performance data and preference data. The former describes what 

actually happened during the test sessions to measure such aspects as efficiency and 

effectiveness, whereas the latter describes what the participants thought during their sessions 

to measure aspects such as satisfaction. These data include a set of usability problems, 

usability evaluation metrics, participants’ comments and attitudes, observer’s notes, time 

spent, costs incurred, severity rating and satisfaction rate (Jiang, 2009). Indeed, there are two 

kinds of collected data, which are qualitative and quantitative data. The following is an 

explanation in terms of how these data were obtained from the three methods that were 

analysed in each phase. 

4.5.1 Qualitative analysis  

This study gathers the participants’ comments (evaluators and users) and observer’s notes. 

These data help to understand the users’ thoughts and experiences while they perform their 

different tasks on the chosen websites in the different domains. The evaluators’ attitudes are 

also analysed as qualitative data, which can be used to understand how a group of evaluators 

performs, how each method is performed, and the reasons behind the evaluators’ comments. 

Moreover, comparing the results obtained from UT against HE or the new method (DSI), and 

vice versa, may lead to different findings, and it may be that one method outperforms the 

others in discovering certain types of problem. 

 Usability problem report 

The report will be produced at the end of this study. It consists of all the collected data, all 

the important findings, and the recommendations to the website owners. This report will be 

generated from a practical point of view, and will be organised to include the findings of the 

three evaluation methods (HE, DSI and UT), and it will be sent to the website owner. 
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4.5.2 Quantitative analysis  

The quantitative data (performance data) are analysed in three ways: descriptive statistics, 

inferential statistics, and other usability measures.  

o Descriptive statistics 

This technique is used after cleansing the collected data (e.g. questionnaires). It helps to 

understand the nature of a dataset. The most frequently used descriptive measures are mean, 

median, mode, variance, standard deviation, score of frequency, and range (Lazar et al., 

2010). Dumas and Redish (1999) pointed out that most usability studies require only 

descriptive statistics and qualitative data (e.g. participants’ comments and observer’s notes). 

o Inferential statistics 

This analysis technique helps to consider more carefully what features of the data are real 

and what are merely chance variations. It can confirm whether or not there are statistical 

differences and correlations between the groups or whether there is any influence on the part 

of the usability factors on the results (Cairns and Cox, 2008). Cairns (2007, p.1) stated, 

“inferential statistics being the usual understanding of statistics as tests producing p- values 

and significance results, and in doing so provide a clear picture of the quantity and quality of 

statistical methods as used in HCI research”.  

In this research, the selections of the appropriate statistical analysis tools were discussed with 

two experts at the University of East Anglia (UEA). The SPSS 22 software package was used 

as they recommended it and as I learned during the Personal and Professional Development 

(PPD) training courses at UEA. Consequently, descriptive statistics were used and inferential 

statistics were also employed for a number of specific reasons which are, first of all, they 

help to offer interesting findings from diagnosing usability issues. Secondly, they increase 

the validity and reliability of research results. Next, they are commonly used in HCI, so there 

is no valid reason to ignore them. Finally, this research has been designed to investigate any 

correlations or significant differences between the groups and methods used. In this regard, 

a number of statistical tests were used, including Mann Whitney U test, kruskal wallis, 

Cronbach’s alpha, and Person correlation.
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o Usability measures 

There are additional measures that can be used on the gathered data (e.g. efficacy, 

effectiveness, validity, thoroughness, satisfaction, reliability), and that help to achieve the 

goals of this research; for example, participants’ satisfaction, number of discovered usability 

problems (e.g. real, false positive, false negative, miss, hit), and time spent. All those data 

are analysed and compared in terms of the groups’ performance based on the methods they 

used during the evaluation.  

4.6 Reliability and validity  

Conducting reliability and validity tests on what has been done in an experiment is a very 

important part of usability studies in order to achieve the research goals and to strengthen the 

findings. Chen (2006, p.24) stated, “if the research work is valid, it means that the judgment 

is made about the extent to which relevant evidence supports that inference as being true or 

correct”. For instance, a valid experiment in usability studies should remove any potential 

biases, involve the right participants, design good tasks, and consider environmental 

influences (Lazar et al., 2010); (Nielsen, 1993). In this regard, Gray and Salzman (1998) 

mentioned three validity categories, that are the most related to HCI research, which are: 

4.6.1 Internal validity 

In general, there are no certain tests for measuring research validity. Consequently, a well-

conducted usability study, i.e. one that controls all the potential factors that threaten the 

research’s validity, is the main responsibility of any researcher. Seliger (1989, p.95) pointed 

out that “any research can be affected by different kinds of factors which, while extraneous 

to the concerns of the research, can invalidate the findings”. Moreover, there are a number 

of factors which affect internal validity, such as size of sample population, subject variability, 

instrument, time given for performing experimental treatments, allowing the evaluators and 

users to rate the severity of their problems, and setting (Berg and Latin, 2008); (Gray and 

Salzman, 1998).   

 

In this research, the same instruments for the three methods were used in all the experiments. 

Also, the measures for the usability problems were adopted from the valid and reliable 

severity rating that has been used in many usability studies (Nielsen, 1995a). Also, 

independent evaluators were involved for ranking the severity of the discovered problems 
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(from both evaluators and users). The researcher was involved in gathering the data and 

played the role of observer in the UT sessions. This means that the expert evaluators 

discovered the usability problems themselves during their evaluation sessions. Furthermore, 

the users who have been recruited, in terms of all their experiences, represent the real users 

of each website, and they are equal in terms of certain characteristics. Moreover, all the 

evaluators and users in each experiment conducted their tests under the same conditions in 

the same environment and followed the same procedure, and the results of each method in 

each experiment were analysed individually.   

4.6.2 Construct validity  

Construct validity ascertains whether or not the experiments have be measured and carried 

out as planned. Alleva and Branchi (2011, p.290) defined it as “the extent to which a 

procedure appears to measure a higher order, inferred theoretical construct, or trait in contrast 

to measuring a more limited dimension”. In this research, all the experiments were conducted 

and measured as planned. All the methods used are clearly described in detail, and they were 

carefully planned before conducting the actual experiments (Gray and Salzman, 1998).  

4.6.3 Statistical validity 

If the experiment has internal and construct validity, then statistical validity should be 

examined here. As mentioned previously, statistical tests are very commonly used to assess 

validity in any research; for example, validity can be used to examine any different in 

performance between a users’ group and two or more methods. Also, it can be used to 

examine the demographic data to determine whether or not they impact on the results 

achieved. In this research, statistical tests were employed at different stages, and the number 

of users is large enough to allow statistical validation tests to be executed and achieved. The 

following is explanation of how to select the correct statistical test. 

 Selecting a test 

There are a set of statistical tests that can be performed to complement an experiment or to 

find the evidence to prove a point. For this reason, it is important to choose the appropriate 

statistical test. There are two general categorisations of statistical procedures, which are 

parametric tests and nonparametric tests. The former assumes that data are normally 
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distributed in the population and variances are approximately equal (Albert and Tullis, 2013); 

(Sauro and Lewis, 2012). However, the latter is defined by Albert and Tullis (2013, p.33) 

where they state ‘’nonparametric tests are used for analysing nominal and ordinal data. They 

assume that the distribution of the data does not follow normal distributed‘’. In this regards, 

there are many tests for the assessment of normality such as Kolmogorov-Smirnov (K-S) test 

and Shapiro-Wilk test (Ghasemi and Zahediasl, 2012). Many researchers recommend to use 

the ShapiroWilk test for testing the normality of data. This is pointed out by Ghasemi and 

Zahediasl (2012) when they state that ‘’Shapiro-Wilk test provides better power than the 

Kolmogorov-Smirnov test. Power is the most frequent measure of the value of a test for 

normality—the ability to detect whether a sample comes from a non-normal distribution‘’. 

However, there is another point that can affect the result of the normality test. This point is 

the sample size. Ghasemi and Zahediasl (2012) emphasise that ‘‘for small sample sizes, 

normality tests have little power to reject the null hypothesis and therefore small samples 

most often pass normality tests’’. Thus, if the sample size is small, the data should be assumed 

to be not normally distributed. Furthermore, each category has a set of tests based on type of 

the data, the number of groups, the number of independent variable (IV) and the experimental 

design (between and/or within subject designs). For example, a Chi-square test is applied to 

sets of categorical data. A t- test is used for comparing between two groups when the data 

are parametric and between-subject designs. If the comparason is between two groups within 

subject designs, then the paired- samples t-test is used. To analyse variance, one-way 

ANOVA and Repeated measures ANOVA are used for comparing between more than two 

groups when the data are parametric, but the former is between-subject designs and the latter 

is within-subject designs. On the other hand, if the data are not parametric, then, Wilcoxon 

and Mann–Whitney are used. They are like a t-test but the former is for within-subject 

designs and the latter is for between-subject designs. To analyse variance, the Kruskal-Wallis 

test is used for comparing between more than two groups when the data are not parametric 

and between-subject designs. Also, Friedman’s test is used for comparing between more than 

two groups when the data are not parametric and within-subject designs. Furthermore, all the 

above tests are used when there is one independent variable (IV). If there are two or more 

independent variables, the Factorial ANOVA is used between-subject designs, and Repeated 

measures ANOVA is used within-subject designs. If the study is adopted a split-plot design 

that involves both between and within subject designs, then Split-plot ANOVA test is used. 
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In addition, Bonferroni post-hoc test is used when many dependent or independent statistical 

tests are being performed (Napierala, 2012). Napierala (2012, p.1) defines this teas as ‘’ it is  

an adjustment made to P values when several dependent or independent statistical tests are 

being performed simultaneously on a single data set. To perform a Bonferroni correction, 

divide the critical P value (α) by the number of comparisons being made. Also, It is used to 

reduce the chances of obtaining false-positive results (type 1 errors) when multiple pair wise 

tests are performed on a single set of data‘’. Also, Pearson correlation is used to know 

whether there is a relationship between two different things (Cairns and Cox, 2008); (Lazar 

et al., 2010); (Sauro and Lewis, 2012). The aforementioned tests are considered before 

analysing the experiments' results when choosing the appropriate statistical tests in this study. 

In regards to the previous literature reviews, the gathered data in this research has properties 

that it will be discussed in more detail in chapter of results. These properties briefly are; 

  

1. The data of DSI and HE methods are too small in both experiments. Therefore, there is no 

needed to perform the normality tests due to that these tests have little power to reject the 

null hypothesis as it pointed out by Ghasemi and Zahediasl (2012). Consequently, the data 

of the both methods assumed as not normally distributed and the nonparametric tests were 

performed. Mann-Whitney U test was chosen at a significant level of 5% as it is the most 

suitable as pointed out by  Ghasemi and Zahediasl (2012).   

 

2. The data of UT method in both experiments was tested using Shapiro-Wilk test to know 

whether these data are normally distributed or not as the best choice for testing the 

normality of data. The results of Shapiro-Wilk test found that the data is not normall 

distributed, so the nonparametric tests were performed. Kruskal-Wallis test was chosen at 

a significant level of 5% as it is the most suitable as pointed out by  (Lazar et al., 2010); 

(Sauro and Lewis, 2012). 

 

3.  For the multiple comparisons between three methods (DSI, HE, and UT), the Bonferroni 

post-hoc test was used to reduce the chances of obtaining false-positive results (type 1 

errors) on the comparison data as recommended by Napierala (2012).
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 Reliability measurement 

In terms of the reliability in evaluation studies, Rogers et al. (2011, p.99) defined reliability 

as “how well a technique produces the same results on separate occasions under the same 

circumstances”. Furthermore, controlled experiments lead to high levels of reliability, and 

consequently anyone repeating the same procedure for this experiment should in theory 

achieve the same results (Nielsen, 1993); (Rogers et al., 2011). In this regard, it was difficult 

to repeat the same experiment twice in order to examine whether it achieved the same results 

because of the time limitation. However, reliability measures were adopted in this study, as 

mentioned in the literature review; they include Cronbach’s alpha and Any Two Agreement. 

Reliability is considered side by side with internal validity, construct validity and statistical 

validity, which will make this study valid and reliable.  

 

4.7 Conclusion  

This chapter has outlined the chosen research methodology, which is an integral part of study 

planning. The methods adopted are very commonly used in the HCI and IS fields. Also, it 

presented the research design based on the study objectives. It discussed both quantitative 

and qualitative research techniques, employing mixed methods (called triangulation), the 

approaches taken for all the experiments, and the techniques used for gathering and analysing 

the data. Furthermore, it explained the usability evaluation methods that are used in this 

study, and highlighted the usability evaluation metrics used, together with consideration of 

the reliability and validity methods (to eliminate any potential threats in this research). The 

next chapter will discuss the preparation and the results of the both experiment.   
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Chapter 5: Results  

 
 

5.1 Introduction  
 

As earlier mentioned in the introductory chapter, two experiments will be conducted on a 

different domain for more validation the adaptive framework and the method generated from 

this framework. Two domains were chosen which were educational and social networks 

domains. The reason behind choosing these domains is to measure the efficiency of the 

adaptive framework and its generated method (DSI) through applying it in two different 

domains in terms of aim and features. Particularly, The second experiment aims to answer 

this question which is “if the adaptive framework is used to generate a DSI method for 

another domain, will it succeed in generating a perfect method or a fail?’’. This chapter 

details the results of the these experiments. It presents the comparison results derived from 

employing the three different evaluation methods used in this research. These methods are 

Heuristic Evaluation (HE), User Testing (UT), and Domain Specific Inspection (DSI). UT 

and HE were used in both experiments as validation methods for DSI in order not to affect 

the research validity. UT was used to find the real problems in the tested domains and to give 

more validity to the experiment, as its results can be used for benchmarking (Chen and 

Macredie, 2005). HE was used because it is a better method for making head-to-head 

comparisons with DSI’s results; also, HE is similar to DSI, being in the same group 

(inspection methods). Thus, it seems that using both UT and HE may offer and confirm 

different results to those achieved by using the DSI method. Consequently, these methods 

will form a major part of this chapter. This chapter starts with a thorough exploration of the 

experiment’s objectives. It also explains how the steps of the adaptive framework are 

followed to generate DSI methods for the educational and social networks domains. Then, 

the results achieved from HE, UT and DSI will be explored in detail. They include a number 

of quantitative and qualitative data analyses. For example, they include each method’s 

performance in terms of discovering usability problems, discovering unique and overlapping 
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problems, discovering real and false problems, time spent, and set of performance metrics 

and their relationships to the results achieved. Furthermore, the sample sizes for the three 

methods, as well as the different rules for sample size, will be examined. Moreover, a 

statistical analysis will be included in order to find any significance between results obtained. 

Finally, the experimental results will be discussed and summarized.  

 

5.2 The experiment’s objectives 

As mentioned in Chapter 4, two controlled experiments are conducted in order to achieve the 

research objectives.  The main objectives of  two experiments are;  

1. To validate practically the adaptive framework by generating the DSI method for 

educational and social networks websites. 

2. To examine the performance of the three methods (DSI, HE, and UT) in terms of 

discovering the number of real usability problems, time spent, and identifying a set 

of usability evaluation method measures (in both domains). 

3. To find any relationships between the usability measures used. 

4. To explore the effect of sample size and to investigate the role of the number of 

evaluators and users needed in a usability study. 

 

5.3 The targeted websites 

As mentioned in Section 4.4.2, the targeted websites (three websites for free educational 

domain and three websites for social networks domain) were initially chosen by the 

researcher for both experiments based on six aspects and these were: 1) representative of the 

chosen domain based on clear definition and classification in the literature; 2) popularity 

based on the number of users based on the statistical studies in the literature (for easy recruit 

the sampling) ; 3) free to join website; 4) the website is relevant to the subject of study and 

direct to the scope of the chosen domain; 5) rich functionality and different features, for 

example, at least four modules and four features for free educational websites, and four 

features for social networks websites; and 6) not familiar to the users in the testing session. 

Then, two experts in each domain were consulted to make sure that the chosen websites were 

appropriate and representative as mentioned in Section 4.4.2. 
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5.4 Recruiting users and experts 

For evaluating the practicality of the adaptive framework for generating a DSI method, a set 

of users and experts were recruited for step two and three in the adaptive framework, and for 

the validation experiments. These users and experts are chosen carefully based on the set of 

aspects mentioned in Section 4.4.6.5 and Section 4.4.9. 

5.5 Evaluation of the practicality of the adaptive framework 

This process began from the desire of the researcher to validate practically the adaptive 

framework (see Figure 3.1 and 3.2) by generating the DSI methods for educational and social 

networks websites. 

 

  Educational websites  

 

 In the first step: the researcher conducted an extensive literature survey on the materials 

relating to usability of educational websites and UEMs as well as on the requirements of 

the free educational websites such as (Chattratichart and Lindgaard, 2008); (Chattratichart 

and Brodie, 2004);(Chattratichart and Brodie, 2002); (Alsumait and Al-Osaimi, 2009); 

(Tan et al., 2009); (ISO, 1998b); (Triacca et al., 2004); (Stracke and Hildebrandt, 2007); 

(Oztekin et al., 2010); (Lee, 2010); (Squires and Preece, 1996); (Magoulas et al., 2003a); 

(Ardito et al., 2006); (Bernérus and Zhang, 2010b); (Muir et al., 2003); (Abuzaid, 2010); 

(Kukulska-Hulme and Shield, 2004); (Reeves et al., 2002); (Miller, 2005); (Alkhattabi et 

al., 2010). From the literature, it was found that all the developed heuristics are designed 

for evaluating e-learning software and that they were extended from Nielsen's heuristics 

as shown in Appendix L1. There are therefore no focused heuristics that are designed 

exclusively for educational websites. These studies have used varied methods to extend 

Nielsen's heuristics such as extensive literature, survey, and user testing. In regard to 

usability areas, Squires and Preece (1996) identified three categories with their items that 

are concerned with educational issues, which are content, instructional quality and 

technical quality, as shown in Appendix L1 (Table 5). Also, Noiwan and Norcio (2000) 

evaluated four academic websites and they found that most usability problems fall into 

the categories of lack of navigational tools and a site map, old content, and inconsistency 

problems. Furthermore, Kostaras and Xenos (2007) evaluated the usability of the Hellenic 

Open University website and they found that most usability problems are related to 
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inconsistency problems, poor navigational support links, and the inappropriate design of 

the menu. Additionally, Astani and Elhindi (2008) evaluated the usability of 50 websites 

of different colleges and universities. They found that most of the usability problems are 

related to old content and inappropriate layout. Moreover, Du Toit and Bothma (2009) 

evaluated the usability of the website of an academic marketing department in the 

University of South Africa, and they found that the majority of usability problems are 

related to old content, lack of navigation tools, and incomplete information in some 

modules. However, these studies did not give details about specific types of usability 

problems that could be discovered on educational websites. Consequently, these results 

are a starting point for generating specific heuristics and checklist for educational 

websites, and they will be useful for combining with the user input in the next step.   

 

  In step two, a context meeting was held with five users prior to a mini user testing. The 

agenda for the context meeting session was discussed with the five users, as shown in 

Appendix B10. As mentioned in Section 4.4.6.5, the aim of this meeting was to understand 

the aim of educational websites, to design the set of context tasks (see Appendix K for 

tasks that were designed based on the context meeting result) to be used in the mini user 

testing, and to identify the real users to recruit for the mini user testing. After that, the 

mini user testing was conducted on two websites (CosmoLearning and SchoolsWorld) 

with 10 users who were regular educational website users and were recruited based on the 

context meeting result, and the post-testing questionnaire was used to gather users’ 

feedback. Appendix L2 (Table 1) shows the results of the context meeting. It also shows 

the usability problems that were discovered from the mini user testing (Table 2), and it 

lists the results of the post-testing questionnaire regarding the features that should be 

included on educational websites (Table 3). These results were analysed to develop a set 

of heuristics based on the results of the mini-user testing, as shown in Appendix L2 (Table 

4). These heuristics were checked by one independent evaluator. These results were the 

second starting point to generate specific heuristics for educational websites. The results 

from this step will be discussed by experts in the next step in order to establish a set of 

DSI heuristics based on the results of the mini user testing, and are combined with the 

expert discussion results as shown in Appendix L4.  
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 In step three, a focus group discussion was conducted with three experts in usability and 

in the educational domain (single and double experts). The focus group also included two 

users who were involved in the previous step to discuss the results that were obtained from 

the mini user testing. Before starting the focus group, the results of the literature review 

and the mini user testing were analysed for content, and 35 areas were formed, as shown 

in Appendix L2 (Table 5). Then, this result and the results of the literature review and the 

mini user testing were sent to the participants before the focus group discussion with a 

questionnaire that used a five point Likert scale. Bertram (2007, p.1) defines this scale as 

“ranging from ‘Strongly Disagree’ on one end to ‘Strongly Agree’ on the other with 

‘Neither Agree nor Disagree’ in the middle”. The reasons for sending this questionnaire 

to the experts was to rate the discovered areas for further validation, and to elicit input 

from the experts by asking them to add any new areas that they thought should be included. 

They suggested 12 new areas, as shown in Appendix L2 (Table 5). This also enabled the 

researcher to identify the final usability problem areas. During the discussion, the results 

of the questionnaire, the results of the previous steps, and the experts’ points of view were 

discussed. Cohen’s kappa coefficient was used to enable a calculation of the reliability 

quotient on the result of the Likert questionnaire. The intra-observer test-retest using 

Cohen’s kappa yielded a reliability value of 0.8, representing satisfactory agreement 

between the evaluators in the focus group session. Then, the usability problem areas were 

merged and grouped into five usability problem areas, which are user usability, 

motivational factors, content information and process orientation, learning process, and 

design and media usability. Also, a set of DSI heuristics with their explanations were 

identified based on the user and expert inputs. Furthermore, the results of the focus group 

discussion were reported (see Appendix L3) for further analysis in the next step.  

 

 In step four, the identified heuristics were classified according to the agreed usability 

areas. Thus,  the DSI method was created (see Appendix L4), closely focused on the free 

educational websites. Furthermore, the researcher analysed the results of the three steps 

and incorporated the findings. Therefore, the DSI checklist was created based on the 

results of the three steps as detailed in Appendix M2. It includes the most features of free 

educational websites to provide a wide range of evaluation of these websites. These 

elements were classified under the appropriate heuristics. This checklist aims to facilitate 

the process of evaluation and analysis (e.g. matching process), and to help designers and 
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programmers to identify the areas in their website that needed improvement, as 

recommended by Chen and Macredie (2005). Also, it allows anyone to adopt any usability 

area with its heuristics and checklists to evaluate a specific part of free educational 

website. Appendix M1 describes one example of how this checklist was created for one 

heuristic. This checklist was tested during the pilot study as mentioned previously.  

 

 Social networks websites  
 

 In the first step, the researcher conducted an extensive literature review on the materials 

relating to usability of social network websites and UEMs, as well as on the requirements 

of social network websites, such as (Ellison, 2007), (Estes et al., 2009), (Fox and Naidu, 

2009), (Al-Badi et al., 2013), (Fu et al., 2008),  (Hart et al., 2008), (Pessagno, 2010), 

(Preece and Maloney-Krichmar, 2003), (Bahiss et al., 2010), (Preece, 2001), (Stevenson 

and Liu, 2012) and (Wentz and Lazar, 2011). From the literature, it can be seen that a few 

studies have developed heuristics for evaluating particular areas in social network sites 

(SNSs). For example, Jamal and Cole (2009) used privacy heuristics to evaluate the 

interface of Facebook’s advertising tool Beacon. These heuristics were developed from a 

Structured Analysis of Privacy (STRAP) framework (Jensen and Potts, 2007). Appendix 

Q1 (Table 1) shows the privacy heuristics that were used by Jamal and Cole (2009). 

Malinen and Ojala (2011, p.2) introduced a set of heuristics for evaluating sociability (see 

Appendix Q1 ,Table 2). They justified the introduction of the new heuristics thus: 

“traditional usability evaluation methods are not capturing all the important aspects of 

social web use, such as self-expression or social pleasure”. They used an extensive 

literature review and user studies to establish their heuristics. Gallant et al. (2007) 

introduced five heuristics for increasing social interaction in web-based communities by 

studying users of Facebook and MySpace. They developed these heuristics after 

conducting content analysis with three user focus groups of Facebook and MySpace. 

Appendix Q1 (Table 3) shows these heuristics. In this regard, to the best of the researcher’s 

knowledge, no specific heuristics have been developed to design and evaluate social 

network websites (SNSs). This was confirmed by Chinthakayala et al. (2013, p.25) when 

they stated “there is a lack of guidelines on developing social networking applications”. 

Also, they stated that (p.2) ‘’there is no consensus on the guidelines for developing social 

networking sites’’. 
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With regard to usability problem areas, Silius et al. (2011) developed a Web Service 

Quality (WeSQu) evaluation tool to evaluate the quality of social media in an educational 

context. They listed five categories which are privacy and security, information reliability, 

supporting navigation, accessibility and motivating the user. Also, Dwyer et al. (2007) 

made a comparison between Facebook and MySpace using a privacy trust model. They 

found that user profiles and the privacy of the shared information were the most worrying 

aspects for the users of these websites. Furthermore, Al-Badi et al. (2013) evaluated the 

LinkedIn website with user testing and a traditional heuristic evaluation. They found that 

the majority of usability problems were regarding sending feedback and requesting help, 

small difficulties with navigation, and changing the privacy settings. Additionally, 

Chinthakayala et al. (2013) used a user study to evaluate three social networking sites 

based on four criteria which were navigation, interactivity, source credibility and 

intelligence. These were developed from a comparative model, called NICI, which was 

proposed based on two major factors for evaluating the success of online communities, 

i.e. usability and sociability. In addition, Owens et al. (2009) evaluated the usability of 

Twitter with first-time users. They found that most usability issues related to sending and 

replying to messages, terminology and codes, and deciphering captchas. Therefore, they 

provided a list of recommendations on how to improve the usability of Twitter for first-

time users as shown in Appendix Q1(Table 4). Similarly, Fox and Naidu (2009) evaluated 

the usability of three social networking sites (MySpace, Facebook, and Orkut) with first-

time users. They found several usability problems, falling into several categories: 

terminology, colour and font use, feedback and error messages, and login and sign up. 

Thus, they provided a list of recommendations about how to improve their usability, 

shown in Appendix Q1 (Table 5). Moreover, Alam and Ali (2010) used different usability 

testing methods to examine their efficiency from a social network’s point of view, 

particularly Facebook. They found usability problems in Facebook in the profile, 

searching, video tagging, wall, and chatting. However, these studies did not give details 

about specific types of usability problems that could be discovered on social network 

websites. Consequently, these results are a starting point for generating specific heuristics 

for social network websites, and they will be useful for combining with the user input in 

the next step.  
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 In step two, a context meeting was held with five users prior to a mini user testing. The 

agenda for the context meeting session was discussed with the five users, as shown in 

Appendix B10. As mentioned in Section 4.4.6.5, the aim of this meeting was to understand 

the aim of social network websites, to design the set of context tasks (see Appendix P for 

tasks that were designed based on the context meeting result) to be used in the the mini 

user testing, and to identify the real users to recruit them in the mini user testing. After 

that, the mini user testing was conducted on two websites (MySpace and Flickr) with 10 

users who were regular social network website users and were recruited based on the 

context meeting result, and the post-testing questionnaire was used to gather users’ 

feedback. Appendix Q2 (Table 1) shows the results of the context meeting. It also shows 

the usability problems that were discovered from the mini user testing (Table 2), and it 

lists the results of the post-testing questionnaire regarding the features that should be 

included on social network websites (Table 3). These results were analysed to develop a 

set of heuristics based on the results of the mini-user testing, as shown in Appendix Q2 

(Table 4). These heuristics were checked by one independent evaluator. These results were 

the second starting point to generate specific heuristics for social network websites. The 

results from this step will be discussed by experts in the next step in order to establish a 

set of DSI heuristics based on the results of the mini user testing, and are combined with 

the expert discussion results as shown in Appendix Q4.    

 

 In step three, a focus group discussion was conducted with three experts in usability and 

in the social network domain (single and double experts). The focus group also included 

two users who were involved in the previous step to discuss the results that were obtained 

from the mini user testing. Before starting the focus group, the results of the literature 

review and the mini user testing were analysed for content, and 33 areas were formed, as 

shown in Appendix Q2 (Table 5). Then, this result and the results of the literature review 

and the mini user testing were sent to the participants before the focus group discussion 

with a questionnaire that used a five point Likert scale. The reasons for sending this 

questionnaire to the experts was to rate the discovered areas for further validation, and to 

elicit input from the experts by asking them to add any new areas that they thought should 

be included. They suggested 28 new areas, as shown in Appendix Q2 (Table 5). This also 

enabled the researcher to identify the final usability problem areas in the social network 

websites. During the discussion, the results of the questionnaire, the results of the previous 
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steps, and the experts’ points of view were discussed. Cohen’s kappa coefficient was used 

to enable a calculation of the reliability quotient on the result of the Likert questionnaire. 

The intra-observer test-retest using Cohen’s kappa yielded a reliability value of 0.9, 

representing satisfactory agreement between the evaluators in the focus group session. 

Then, the usability problem areas were merged and grouped into seven usability problem 

areas, which are layout and formatting, content quality, security and privacy, business 

support, user usability, sociability and management activities, accessibility and 

compatibility, and navigation site and search quality. Also, a set of DSI heuristics with 

their explanations were identified based on the user and expert inputs. Furthermore, the 

results of the focus group discussion were reported (see Appendix Q3) for further analysis 

in the next step.  

 

 In step four, the identified heuristics were classified according to the agreed usability 

areas. Thus,  the DSI method was created (see Appendix Q4), closely focused on the social 

network websites. Furthermore, the researcher analysed the results of the three steps and 

incorporated the findings. Therefore, the DSI checklist was created based on the results of 

the three steps as detailed in Appendix R2. It includes the most features of social network 

websites to provide a wide range of evaluation of these websites. These elements were 

classified under the appropriate heuristics. Appendix R1 describes one example of how 

this checklist was created for one heuristic. This checklist aims to provide guidelines to 

facilitate the process of evaluation and analysis (e.g. matching process), and to help 

designers and programmers to identify the areas in their website that needed improvement, 

as recommended by (Chen and Macredie, 2005). Also, it allows anyone to adopt any 

usability area with its heuristics and checklists to evaluate a specific part of social network 

website. This checklist was tested during the pilot study as mentioned previously.  

 

5.6 The experiment data analysis 

This section describes the results obtained from the validation methods by using the three 

method adopted in this study (UT, HE, DSI). It starts by detailing the UT results separately. 

Then, the results of the HE and DSI methods will be explained in detail. Finally, all the results 

derived from the three methods are compared in terms of usability evaluation method 

measures, sample sizes, and statistical tests. 
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5.6.1 Quantitative and qualitative UT data analysis 

The results of this method were analysed first because it is considered the gold standard for 

comparison (Woolrych et al., 2004). This section explores the users’ profile data and 

describes the results collected from UT in terms of each group’s performance. The different 

usability measures are also explored. Before starting a deeper analysis, the users’ profiles is 

explored, as follows. 

  

5.6.1.1 Users’ profiles 

 

 Educational websites  

 

For the first experiment, Table 5.1 shows the frequency distribution for the users’ profiles. 

The majority of them are students, according to on the website owners. 51.7% have 

experience of more than 4 years in using computers, and 51.7% use a computer in their daily 

work more than 4 hours. Also, 60% of the users have experience of more than 4 years in 

using the Internet, and 63.3% of them less often visit educational websites.  

Table 5.1: Distribution of user groups in terms of their profile in the first experiment 

  
Question Frequency Percentage 

Years using a computer Less than 1 

year 

1 to 4 

years 

More 

than 4 

years 

Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

6 23 31 10% 38.3% 51.7% 

Daily hours on computer Less than 1 

hour 

1 to 4 

hours 

More 

than 4 

hours 

Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

14 15 31 23.3% 25% 51.7% 

Browser Internet 

Explorer 

Google 

Chrome 

Firefox 

Mozilla 

Internet 

Explorer 

Google 

Chrome 

Firefox 

Mozilla 

15 35 10 25% 58.3% 16.7% 

Years using the Internet Less than 1 

year 

1 to 4 

years 

More 

than 4 

years 

Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

11 13 36 18.3% 21.7% 60% 

Daily hours on the Internet Less than 1 

hour 

1 to 4 

hours 

More 

than 4 

hours 

Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

4 15 41 6.7% 25% 68.13% 

Daily hours visiting 

educational websites 

Daily Less often Daily Less often 

22 38 36.7 63.3 

Total 60 60 
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 Social networks websites 

 

For the second experiment, Table 5.2 shows the frequency distribution for the users’ profiles. 

The majority of them are students, according to their responses with regard to participating 

in this experiment. 94.6% have experience of more than 4 years in using computers and the 

Internet, and 85.4% use a computer in their daily work. Also, 100% of them daily visit social 

network websites. 

Table 5.2: Distribution of user groups in terms of their profile in the second experiment 

 
Question Frequency Percentage 

Years using a computer Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

0 4 71 0% 5.4% 94.6% 

Daily hours on a computer Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

0 11 64 0% 14.6% 85.4% 

Browser Internet 

Explorer 

Google 

Chrom

e 

Firefox 

Mozilla 

Internet 

Explorer 

Google 

Chrome 

Firefox 

Mozilla 

8 44 23 10.6 58.6% 30.8% 

Years using the Internet Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

Less than 

1 year 

1 to 4 

years 

More 

than 4 

years 

0 4 71 0% 5.4% 94.6% 

Daily hours on the Internet Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

Less than 

1 hour 

1 to 4 

hours 

More 

than 4 

hours 

0 11 64 0% 14.6% 85.4% 

Daily hours visiting social 

network websites 

Daily Less often Daily Less often 

75 0 100% 0% 

Total 75 75 

 
 

5.6.1.2 Time spent 

The time on task in minutes and/or seconds is an excellent method to measure the efficiency 

attribute (Albert and Tullis, 2013). In this regard, this section shows the time spent by users 

in both experiments. 

 

 Educational websites 

 

In terms of time measure for the first experiment, Table 5.3 shows the time spent by each 

user on performing the experiment. The Skoool groups spent the longest time, more than the 

BBC KS3bitesize and AcademicEarth groups, with 112, 96 and 88 minutes, respectively. 
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This was probably due to problems in navigation, structure and function in the three websites, 

which caused the users to spend more time in accomplishing their tasks. This was particularly 

so in the Skoool website, as some tasks were abandoned because the users had doubts about 

how to accomplish them. Also, in the BBC KS3bitesize website, the group spent time 

thinking about how to perform some tasks, such as the ‘registration’ task and the ‘post a 

question’ task. The average time spent by each user in all three groups was more than 1.1 

minutes. The efficiency formula was used for UT, in terms of number of usability problem 

discovered over time spent for each group, the mean score was 0.4 (Skoool = 0.1, 

AcademicEarth = 0.1, BBC KS3bitesize = 0.2), as shown in Table 5.4. This result will be 

compared later to the results of HE and DSI in the educational websites. There is one question 

that needs to be examined statistically: is there any correlation between time spent and 

number of problem discovered? The next section (5.6.1.3) answers this question. 

 

Table 5.3:  Time taken on conducting the evaluation in the first experiment 

 
 

 

 

 

Table 5.4:  Total efficiency score for UT in the first experiment 
 

 

 

 

 

 Social networks websites 

 

In terms of time measure for the second experiment, Table 5.5 shows the time spent by users 

on performing the experiment. The Google+ groups spent the longest time, more than the 

LinkedIn and Ecademy groups, with 429, 377 and 372 minutes, respectively. This again was 

probably due to problems in navigation, structure and function in the three websites, which 

caused the users to spend more time in accomplishing their tasks. This was particularly so in 

the Google+ website, as some tasks were abandoned because the users had doubts about how 

to accomplish them, such as Tasks 2 and 4 as shown at Appendix D. Also, in the LinkedIn 

website, the group spent time thinking about how to perform some tasks, such as Tasks 2, 3 

and 4. The average time spent by each user in all three groups was more than 02.48 minutes. 

From the efficiency formula used for UT, in terms of number of usability problems 

Usability measure Skoool AcademicEarth BBC KS3bitesize 

Total time spent by all users (in minutes) 112 88 96 

Average time per user per task (in minutes) 1.4 1.1 1.2 

Average time per user over four tasks 5.6 4.4 4.8 

Method Skoool AcademicEarth BBC KS3bitesize Total 

Efficiency Efficiency Efficiency 

UT 0.12 0.14 0.16 0.4 
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discovered over time spent for each group, the mean score was 0.514 (Google+ = 0.567, 

LinkedIn = 0.556, Ecademy = 0.419), as shown in Table 5.6. This result will be compared 

later to the results of HE and DSI. There is one question that needs to be examined 

statistically: is there any correlation between time spent and number of problems discovered? 

The next section (5.6.1.3) answers this question.  

 

Table 5.5: Time taken on conducting the evaluation in the second experiment 

 

 

 
 

 

Table 5.6: Total efficiency score for UT in the second experiment 

 

 

 

5.6.1.3 Number of usability problems discovered 

The number of usability problems and their severity are the most important measures between 

usability methods (Hertzum and Jacobsen, 2001). Thus; 

 

 Educational websites 

 

In terms of the first experiment, the analysis of the three groups’ performances in this study 

reveals a number of interesting results, and these lead to achieving the main research 

objective. It can be seen that using good task design does indeed play a role in finding 

different usability problems with different types. Table 5.7 explains the total usability 

problems found by UT and their severity rating. It shows that each user group revealed 

different severity levels and numbers of usability problems. All the redundant problems were 

removed. In the Skoool website, the total number of usability problem found is 13; there are 

1 catastrophic, 3 major, 2 minor and 7 cosmetic ones. In the AcademicEarth website, the total 

number of usability problems found is 12; there are 3 major, 2 minor and 7 cosmetic ones. In 

the BBC KS3bitesize website, the total number of usability problem found is 16; there are 2 

major, 5 minor and 9 cosmetic ones. Overall, the total number of usability problems 

discovered by UT is 41; there are 1 catastrophic, 8 major, 9 minor and 23 cosmetic ones. The 

Usability measure Google+ LinkedIn Ecademy 

Total time spent by all users (in minutes) 429 377 372 

Average time per user per task (in minutes) 2.86 2.51 2.48 

Average time per user over six tasks 17.16 15.08 14.88 

Method Google+ LinkedIn Ecademy Mean 

Efficiency Efficiency Efficiency 

UT 0.567 0.556 0.419 0.514 
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usability problems detected in BBC KS3bitesize is 16, higher than in the Skoool and 

AcademicEarth websites (13 vs. 12). These problems are listed in Appendix N. 

Table 5.7:  Number of usability problems discovered in the first experiment 

Problem type 

Skoool AcademicEarth BBC KS3bitesize Total problems 

without 

duplication 
Total usability 

problems 

Total usability 

problems 

Total usability 

problems  

Catastrophic 1 0 0 1 

Major 3 3 2 8 

Minor 2 2 5 9 

Cosmetic 7 7 9 23 

No. of 

problems 
13 (32%) 12 (29%) 16 (39%) 

41 

 
 

There is one question on the above findings that need to be statistically examined. This 

question: is there any relationship between time spent and problems found on the result of 

this experiment? Pearson Correlation was used as mentioned in Section 4.6.3 and the result 

reveals that there is a positive relationship between time spent and problems discovered; the 

p- value is 0.013 (which is less than 0.05) and this means that there is a significant correlation, 

as shown in Table 5.8. This result reveals that the users who spent more time faced more 

problems, and thus they were able to discover more usability problems.   

 

Table 5.8: Pearson Correlation test between time spent and problems found in the first 

experiment 
Relationship Pearson Correlation Sig. (2-tailed) 

Time spent and problems found 0.318 0.013 

 

 Social networks websites 
 

In terms of the second experiment, Table 5.9 explains the total usability problems found by 

UT and their severity rating. It shows that each user group revealed different severity levels 

and numbers of usability problems. All the redundant problems were removed. In the 

Google+ website, the total number of usability problem found is 34; there are 4 catastrophic, 

9 major, 11 minor and 10 cosmetic ones. In the LinkedIn website, the total number of 

usability problems found is 26; there are 2 catastrophic, 5 major, 8 minor and 11 cosmetic 

ones. In the Ecademy website, the total number of usability problems found is 19; there are 

3 major, 6 minor and 11 cosmetic ones. Overall, the total number of usability problems 

discovered by UT is 79; there are 6 catastrophic, 17 major, 25 minor and 32 cosmetic ones. 
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The usability problems detected in Google+ number 34, which is higher than in the LinkedIn 

and Ecademy websites (26 vs. 19). These problems are listed in Appendix S.  

Table 5.9: Numbers of usability problems discovered in the second experiment 

Problem type 

Google+ LinkedIn Ecademy Total problems 

without 

duplication 
Total usability 

problems 

Total usability 

problems 

Total usability 

problems  

Catastrophic 4 2 0 6 

Major 9 5 3 17 

Minor 11 8 6 25 

Cosmetic 10 11 10 31 

No. of 

problems 
34 (43%) 26 (33%) 19 (24%) 

79 

 

There is one question on the above findings that need to be statistically examined. This 

question; is there any relationship between time spent and problems found in this experiment? 

Pearson Correlation was used as mentioned in Section 4.6.3 and the results reveal that there 

is a positive relationship between time spent and problems discovered, where p < 0.05 and 

this means that there is a significant correlation, as shown in Table 5.10. Again,these results 

reveal and confirm that the users who spent more time faced more problems, and thus they 

were able to discover more usability problems.   

Table 5.10: Pearson Correlation test between time spent and problems found in the 

second experiment 
Relationship Pearson Correlation Sig. (2-tailed) 

Time spent and problems found 0.566 0.000 

 
 

5.6.1.4 User Satisfaction 

 

 Educational websites 

 

For the first experiment and after analysing the satisfaction questionnaire, it can be clearly 

seen that, although BBC KS3bitesize has more problems, it delivered the highest overall 

score, at 7, whereas Skoool delivered the second highest score, at 5, and AcademicEarth 

delivered the lowest score among the three websites, at 3. In conclusion, it indicates that there 

were certain factors that influenced the users, which then affected the satisfaction rating for 

the tested website, as evidenced by the critical user comments on the design features of each 

website. These factors are the various activities, such as the test and revise functions that 

each website provided (or the games); also, the users were encouraged by simple and 

attractive designs. 
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 Social networks websites 

 

For the second experiment and after analysing the satisfaction questionnaire, it can be clearly 

seen that, although LinkedIn has more problems, it delivered the highest overall score, at 

5.56, whereas Google+ delivered the second highest score, at 4.52, and Ecademy delivered 

the lowest score among the three websites, at 4.16. These results reveal that the usability 

problems discovered by the users did not affect their level of satisfaction. This may explain 

why LinkedIn delivered the highest satisfaction score, whereas it is the second website in 

terms of high numbers of usability problems found. Google+ is the top website in terms of 

number of usability problem found, whereas it delivered the second highest satisfaction 

score. In conclusion, it indicates that there were certain factors that influenced the users, 

which then affected the satisfaction rating for the tested website, as evidenced by the critical 

user comments on the design features of each website. These factors are the various activities 

that each website provided, such as uploading CV, seeking for jobs, easy posting and 

connection, and simple and attractive designs, as the user comments. 

5.6.2 Quantitative and qualitative HE and DSI data analysis 

The evaluators’ profile data were explored in order to offer a general idea and overview of 

the nature of the types of evaluators involved in this experiment. 

5.6.2.1 Evaluators’ profiles 

 

 Educational websites 

For the first experiment, Table 5.11 shows the evaluators’ frequency distribution for 

evaluator type, level of education and years of experience. Approximately 3 years was the 

mean for their evaluation experience across the two groups. 

   

Table 5.11:  Distribution of evaluator profiles in the first experiment 
 Evaluator group Evaluator 

identification 

Evaluator 

type 

Level of 

education 

Years of 

experience 

 

G1 

1 Double Master 3 

2 Double PhD 5 

3 Single Master 2 

4 Single Master 3 

 

G2 

1 Single Master 2 

2 Single Master 4 

3 Double Master 4 

4 Double PhD 3 

Total 8  Mean (years) 3.25 
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 Social networks websites 

For the second experiment, Table 5.12 shows the evaluators’ frequency distribution for 

evaluator type, level of education and years of experience. Approximately 4 years was the 

mean for their evaluation experience across the two groups.   

Table 5.12:  Distribution of evaluator profiles in the second experiment 
 Evaluator group Evaluator 

identification 

Evaluator 

type 

Level of 

education 

Years of 

experience 

G1 1 Double Master 3 

2 Double PhD 7 

3 Single Master 2 

G2 1 Double PhD 5 

2  Double Master 4 

3 Single Master 3 

Total 6  Mean (years) 4 

 

5.6.2.2 Time spent 

 

 Educational websites 

For the first experiment, time spent was calculated as the time taken by an evaluator to 

complete an evaluation, as shown in Tables 5.13 and 5.14. Table 5.15 shows the average time 

taken for doing the three evaluations using HE was 24.25 minutes with a standard deviation 

of 6.7, whereas the DSI average was 42.58 minutes with a standard deviation of 7.19. In this 

regard, there are two questions. The first one: is there a significant difference between the 

times spent by HE and DSI? To answer this question, the normality test should be conducted 

to choose the correct test (Cairns and Cox, 2008). As mentioned in Section 4.6.3, Ghasemi 

and Zahediasl (2012, p.487) pointed out to ‘’ for small sample sizes, normality tests have 

little power to reject the null hypothesis and therefore small samples most often pass 

normality tests’’. Based on this it can be assumed that the data is not normally distributed. 

Thus, Mann-Whitney was used at a significant level of 5% (0.05) as mentioned in Section 

4.6.3, and it revealed that there is a strong likelihood for a significant difference between DSI 

and HE in terms of time spent because of the p-value = 0.000 (P < 0.05) as shown in Table 

5.15. Then, Bonferroni test was used as mentioned in Section 4.6.3 by multiplying the p-

value by 2, thus the corrected p-value = 0.000 (P < 0.05). The second question: is there any 

impact of the time spent by HE and DSI on the results of number of usability problem found? 

To answer this question, Mann-Whitney was used, and it revealed that there is a strong 

likelihood for a significant difference when p-value = 0.001 (P< 0.05) as shown in Table 

5.16. Then, Bonferroni was used by multiplying the p-value by 2, so the corrected p-value = 
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0.002 (P < 0.05). Thus, the number of usability problem found was impacted by time spent. 

This means that if an evaluator spends more time, the number of problems discovered will 

increase. This assumption was proved; for example, the group who used HE managed to 

evaluate the website more quickly than the other group but discovered fewer usability 

problems. On the other hand, the group that used DSI spent almost double the time evaluating 

the website, but discovered almost three times as many usability problems. On this point, the 

question to confirm this result is: is there any relationship between the time spent by HE and 

DSI and the number of problems found? The Pearson correlation test was employed. The 

result shows that there is a significant positive relationship between time spent and problems 

discovered where the p-value is 0.020 at the 0.05 level, as shown at Table 5.16. This result 

reveals statistically that an evaluator who spent more time was able to discover more usability 

problems. An explanation for the differences in time spent and number of problems located 

is gleaned from the evaluators’ feedback. They said that HE was not particularly helpful, 

understandable or memorable for them. However, DSI helped them to develop their skills in 

discovering usability problems in this application area; also, this set was more understandable 

and memorable during their evaluation. To further analyse these factors of time spent and 

number of problems discovered, efficiency metrics were applied. DSI proved to be more 

efficient than HE in discovering usability problems (DSI = 0.6 vs. HE = 0.4) as Table 5.17 

shows. This result will be compared later against the UT results. 

Table 5.13:  Average time taken and number of problems by Group 1  
 

 

 

 

 

 

 

 

 

              Table 5.14:  Average time taken and number of problems by Group 2 

 

 

 

 

 

 

 

 

 

Website Skoool AcademicEarth BBC KS3bitesize 

Evaluator Time Time Time 

1 25 45 24 

2 30 50 40 

3 25 55 22 

4 20 29 23 

Heuristics HE DSI HE 

# of problems 10 29 2 

Mean time taken 25 45 27 

Website Skoool AcademicEarth BBC KS3bitesize 

Evaluator Time Time Time 

1 42 30 50 

2 40 17 38 

3 38 15 35 

4 45 20 44 

Heuristics DSI HE DSI 

# of problems 33 13 12 

Mean time taken 41 21 42 
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Table 5.15:  Mann Whitney U test on time spent for both methods in the first experiment 
Variable 

Methods N Mean Std. Deviation Std. Error Mean T-test (Sig. (2-tailed)) 

Time spent HE 12 24.25 6.717 1.939 0.000 

DSI 12 42.58 7.192 2.076 

Table 5.16:  Mann Whitney U test and correlations between time spent and problems 

found in the first experiment 
Test  Time Spent No. of problems 

Mann-Whitney U 
6.500 12.500 

Z 
-3.787 -3.455 

Asymp. Sig. (2-tailed) 
0.000 0.001 

Exact Sig. [2*(1-tailed Sig.)] 
0.000 0.000 

Pearson Correlation 
0.473 

Sig. (2-tailed) 
0.020 

Table 5.17: Mann Whitney U of efficiency attribute for two methods in the first 

experiment 
 

 

 

 

 
 

 Social networks websites 

For the second experiment, time spent was calculated as the time taken by an evaluator to 

complete an evaluation, as shown in Tables 5.18 and 5.19. Table 5.20 shows that the average 

time taken for doing the three evaluations using HE was 56 minutes, with a standard deviation 

of 8.81, whereas the DSI average was 72 minutes, with a standard deviation of 10.03. In this 

regard, there are two questions. The first one: is there a significant difference between the 

times spent by HE and DSI? To answer this question, the normality test should be conducted 

by using Shapiro-Wilk test. As mentioned in Section 4.6.3, Ghasemi and Zahediasl (2012, 

p.487) pointed out to ‘’for small sample sizes, normality tests have little power to reject the 

null hypothesis and therefore small samples most often pass normality tests’’. Based on this 

it can be assumed that the data is not normally distributed. Thus, Mann-Whitney was used at 

a significant level of 5% (0.05), and it revealed that there is a strong likelihood for a 

significant difference (P= 0.003), as shown in Table 5.18. Then, Bonferroni was used by 

multiplying the p-value by 2, so the corrected p-value = 0.006 (P < 0.05). The second 

question: is there any impact of the time spent by evaluators using the two methods on the 

results of number of usability problems found? To answer this question, Mann-Whitney was 

again employed. The results show that there is a strong likelihood for a significant difference 

Method Skoool AcademicEarth BBC KS3bitesize Mean 

Efficiency Efficiency Efficiency 

HE 0.4 0.6 0.1 0.4 

DSI 0.8 0.7 0.3 0.6 
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when p= 0.001 (P< 0.05), as shown in Table 5.21. Then, Bonferroni was used by multiplying 

the p-value by 2, so the corrected p-value = 0.002 (P < 0.05).  Thus, the number of usability 

problems found was impacted by time spent. This means that if an evaluator spends more 

time, the number of problems discovered will increase. This assumption was proved; for 

example, the group who used HE managed to evaluate the website more quickly than the 

other group but discovered fewer usability problems. On the other hand, the group that used 

DSI spent almost double the time evaluating the website, but discovered many usability 

problems. On this point, the question is: is there any relationship between the time spent by 

the evaluators and the number of problems found? The Pearson Correlation test was 

employed. The results show that there is a significant positive relationship between time 

spent and problems discovered, where the p-value is 0.041 at the 0.05 level, as shown at 

Table 5.21. This result reveals statistically that an evaluator who spent more time was able 

to discover more usability problems. The explanations for the differences in time spent and 

number of problems located were gleaned from the evaluators’ feedback. They said that HE 

was not particularly helpful, understandable or memorable for them. However, DSI helped 

them to develop their skills in discovering usability problems in this application area; also, 

this set was more understandable and memorable during their evaluations and covered most 

broad areas. To further analyse these factors of time spent and number of problems 

discovered, efficiency metrics were applied. DSI proved to be more efficient than HE in 

discovering usability problems (DSI = 0.6 vs. HE = 0.4). This result will be compared later 

against the UT results. 

Table 5.18: Average time taken and number of problems by Group 1 
 

 

 

 

 

 

 

 

Table 5.19:  Average time taken and number of problems by Group 2 
 

 
 

             

 

 

Website Google+ LinkedIn Ecademy 

Evaluator Time Time Time 

1 90 70 80 

2 60 50 60 

3 70 60 75 

Methods DSI HE DSI 

# of problems 55 13 33 

Mean time taken 73 60 72 

Website Google+ LinkedIn Ecademy 

Evaluator Time Time Time 

1 60 80 60 

2 50 70 50 

3 40 65 60 

Methods HE DSI HE 

# of problems 22 47 12 

Mean time taken 50 72 57 



Chapter 5: Results  

 

139 

 

Table 5.20:  Mann Whitney U test on time spent for both methods in the second 

experiment 
Variable 

Method N Mean 

Std. 

Deviation Std. Error Mean 

Mann Whitney U 

(Sig. (2-tailed)) 

Time spent 
HE 9 56 8.81 2.93 

0.003 
DSI 9 72 10.03 3.34 

 

Table 5.21: Mann Whitney U test and correlations between time spent and problems 

found in the second experiment 
Test  Time Spent No. of problems 

Mann-Whitney U 8.000 4.500 

Z -2.937 -3.189 

Asymp. Sig. (2-tailed) 0.003 0.001 

Exact Sig. [2*(1-tailed Sig.)] 0.003 0.000 

Pearson Correlation -0.541 

Sig. (2-tailed) 0.025 

 

Table 5.22: Mann Whitney of efficiency attribute for two methods in the second 

experiment 
 

 

 

 

 

 

5.6.2.3 Number of usability problems discovered 

The number of usability problems and their severity are the most important measures between 

usability methods (Hertzum and Jacobsen, 2001). Thus, 

 Educational websites 
 

For the first experiment, the analysis of the two methods’ performances in this study reveals 

a number of interesting results, and this leads to achieving the main research objective. The 

usability problems discovered were extracted from the structured usability report and their 

figures are presented in Table 5.23. It can be seen that using different inspection methods 

does indeed play a role in finding different usability problems with different types. Thus, HE 

was able to uncover 25% of the total number of usability problems in the three websites, and 

this result is in line with previous findings which claimed that HE found around 29% of 

usability problems (Nielsen and Landauer, 1993). However, DSI was able to uncover 75% 

of the total number of usability problems in the three websites. In this regard, the main 

statistical question is: to what extent are there statistical differences among the methods’ 

performances, in particular, with regard to the problems found? To answer this question, 

Mann-Whitney was used at a significant level of 5% (0.05) because of using small sample 

Method Google+ LinkedIn Ecademy Mean 

Efficiency Efficiency Efficiency 

HE 0.5 0.29 0.3 0.4 

DSI 1.1 0.8 0.8 0.6 
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sizes (Zahediasl, 2012). Thus, Mann-Whitney shows that there is a strong likelihood for a 

significant difference in terms of number of usability problems found, where P< 0.05 (p= 

0.001) as shown in Table 5.23. Then, Bonferroni correction was used by multiplying the p-

value by 2, so the corrected p-value = 0.002 (P < 0.05). In detail, HE revealed 10 problems 

out of 43 in the Skoool website, representing 23%. However, DSI revealed 33 problems out 

of 43, representing 77% on the same website. In the second website (AcademicEarth), the 

total number of problems was 42, and the biggest number found was for DSI, which revealed 

29 problems (69%), whereas HE revealed only 13 problems (31%). In the third website (BBC 

KS3bitesize), HE revealed 2 unique problems (representing 14%) and DSI revealed 12 

problems out of the 14 unique problems (representing 86%). Overall, the above results 

confirm that there is difference between the groups’ performance in discovering usability 

problems in the same website by using different methods. This is known as the method effect. 

Consequently, DSI method affects positively the the groups’ performance by discovering 

more usability problems. 
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Table 5.23: Summary (numbers and percentages) of usability problems uncovered on 

each website, by each group, each evaluator and each method in the first 

experiment 

+ Double Expert  ^ Single Expert      Ev. = Evaluator 

  

One striking result is that the number of problems identified by each evaluator who used HE 

is always less than the number of problems identified by any evaluator using DSI for the 

same site. An explanation of this was found in the evaluator answers in the questionnaire. 

One of evaluators said that ‘’the HE set was difficult to use, did not remind me of aspects 

they might have forgotten about, and I did not believe that this set encouraged me to be 

%  # of 

problems 

found by 

each 

group 

% of 

problems 

found by 

each 

evaluator 

# of 

problems  

with 

repetition 

between 

groups 

# of 

problems 

without 

repetition 

 # of  

problems 

with 

repetition 

# of   

problems 

found by 

each 

evaluator 

Method 
Expert 

and 
type 

Group Website 

 

23% 

19%  

 

 

 

 

43 

 

 

10 

 

 

19 

 

 

8 HE Ev.1
+
  

 

G 1 

 

 

 

Skoool 

12% 5 HE Ev.2
^
 

2% 1 HE Ev.3
^
 

12% 5 HE Ev. 4
+
 

 

77% 

49%  

 

33 

 

64 

21 DSI Ev.1
+
  

 

G 2 
35% 15 DSI Ev. 2

^
 

30% 13 DSI Ev. 3
+
 

35% 15 DSI Ev.4
^
 

 

69% 

24%  

 

 

 

42 

 

 

29 

 

42 

 

 

 

10 DSI Ev. 1
+
  

 

G 1 

 

  

 

 

 

 Academic 

Earth 

26% 11 DSI Ev. 2
^
 

21% 9 DSI Ev. 3
^
 

29% 12 DSI Ev.4
+
 

 

31% 

14%  

 

13 

 

 

23 

6 HE Ev. 1
+
  

 

G 2 
14% 6 HE Ev. 2

^
 

17% 7 HE Ev. 3
+
 

10% 4 HE Ev. 4
^
 

 

14% 

7%  

 

 

 

14 

 

 

2 

 

 

5 

 

1 HE Ev. 1
+
  

 

G 1 

BBC 

KS3bitesiz

e 

7% 1 HE Ev. 2
^
 

7% 1 HE Ev. 3
^
 

14% 2 HE Ev. 4
+
 

 

86% 

43%  

 

12 

 

 

24 

6 DSI Ev. 1
+
  

G 2 43% 6 DSI Ev. 2
^
 

50% 7 DSI Ev. 3
+
 

36% 5 DSI Ev. 4
^
 

Approx. 

% 

Total number 
Heuristics  

Total number of Usability Problems Discovered by 

each Heuristics  25% 25 HE 

75% 74 DSI  

P-value Z Mann-Whitney U Mann-Whitney U 

 0.001 -3.455 12.500 
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thorough in their evaluation’’. In contrast, he said that ‘’the DSI set was easy to use; it did 

indeed help me to remember all the functions that needed to be tested, it is specific and was 

designed to cover all the aspects needed for educational websites’’. In addition, the reliability 

of DSI and HE was measured and the result reveals that there is a slight difference between 

DSI and HE (0.5 vs. 0.4). Table 5.24 shows a comparison of these results to other published 

results. However, a high reliability score does not guarantee that a method discovers all the 

usability problems in a user interface, as claimed by (Hertzum and Jacobsen, 2001). 

 

Table 5.24: Experiment results for reliability compared with some published results 
 (Law and 

Hvannberg, 2004) 

(Nielsen, 

1992a) 

(Nielsen and 

Molich, 1990) 

This 

experiment 

Reliability of HE 0.32 0.45 0.26 

HE  0.4 

DSI 0.5 
 

 

 

In terms of the performance of each method in discovering unique and overlapping problems, 

Table 5.23 illustrates the total number of problems discovered, which was 99 on the three 

websites, out of which 25 were identified using HE and 74 using DSI. All the duplicated 

problems were removed and compared by two independent evaluators, in order to identify 

the unique and overlapping problems. When the problems from the two evaluation groups 

were consolidated, there were 19 duplicates; thus, we identified a total of 80 problems in all 

websites. The total for uniquely identified problems in all websites was 61 problems. DSI 

identified 55 problems (69% of the 80 problems) that were not identified by HE, and there 

were 6 problems (8% out of 80) identified by HE that were not identified by DSI. 19 problems 

(24%) out of 80 problems were discovered by both methods (as depicted in Figure 5.1). 

 

Figure 5.1: Overlap between both methods (HE and DSI) for the first experiment 

 
 

 

DSI

55

(69%)

HE

6

(8%)

19 

(24%) 
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In regarding to the severity of problems discovered, the two independent evaluators were 

involved to rank the usability problems discovered. Table 5.25 shows the severity rating of 

the problems discovered (cosmetic, minor, major and catastrophic). A great many usability 

problems were discovered with differing levels of severity but the most important results 

were obtained from using the DSI method.  

Table 5.25:  Total number of usability problems with severity ratings and averages 

Website Problem Severity  
Type of Method 

HE DSI 

Skoool 

Cosmetic 

G
ro

u
p

 1
 3 

G
ro

u
p

 2
 12 

Minor 3 11 

Major 2 6 

Catastrophic 2 4 

Severity (average) 2.3 2.1 

AcademicEarth  

Cosmetic 

G
ro

u
p

 2
 2 

G
ro

u
p

 1
 11 

Minor 7 11 

Major 3 4 

Catastrophic 1 3 

Severity (average) 2.2 2 

 

BBC 

KS3bitesize 

Cosmetic 

G
ro

u
p

 1
 2 

G
ro

u
p

 2
 2 

Minor 0 6 

Major 0 3 

Catastrophic 0 1 

Severity (average) 1 1.9 

Overall Severity (average) 1.8 2.1 

No. of discovered problems 25 74 

 

 

 Social networks websites 

 

For the second experiment,  the usability problems discovered were extracted from the 

structured usability report, and their figures are presented in Table 5.26. It can also be seen 

that using different usability methods does indeed play a role in finding different usability 

problems with different severity rating. Thus, HE was able to uncover 30% of the total 

number of usability problems in the three websites, and this result is in line with previous 

findings, which claimed that HE found around 29% of usability problems (Nielsen and 

Landauer, 1993). However, DSI was able to uncover 70% of the total number of usability 

problems in the three websites. The main statistical question is: to what extent are there 

statistical differences among the methods’ performances, in particular with regard to the 

problems found? To answer this question Mann-Whitney again employed at a significant 

level of 5% (0.05). It shows that there is a strong likelihood for a significant difference in 
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terms of number of usability problems found, where P< 0.05 (p= 0.001), as shown in Table 

5.26. Then, Bonferroni correction was used by multiplying the p-value by 2, so the corrected 

p-value = 0.002 (P < 0.05). 

 

Table 5.26: Summary (numbers and percentages) of usability problems uncovered on 

each website, by each group, each evaluator and each method in the second 

experiment 

(+ ) Double Expert  (^) Single Expert    (Ev.) Evaluator 

 

 

The notable result in this experiment is that the number of problems identified by each 

evaluator who used HE is always less than the number of problems identified by any 

evaluator using DSI for the same site. An explanation of this was found in the evaluator 

answers in the questionnaire. One of evaluators said, “HE is general and each heuristic can 

be understood in various ways, which makes the evaluation so difficult and leads to 

discovering fewer problems”. In contrast, he also said, “DSI is designed to be used within 

%  # of 
problems 

found by 

each 
group 

% of 
problems 

found by 

each 
evaluator 

Total # of 
problems in 

each site 

with 
repetition 

Total # of 
problems 

without 

repetition 

Total  # of  
problems 

with 

repetition 

# of   
problems 

found by 

each 
evaluator 

Method 

Expert 

and 

type 

Group Website 

 

69% 

28%  

 

 

69 

 

48 

 

 

66 

 

16 DSI Ev. 1^  

G1 

 

 

Google+ 
48% 33 DSI Ev.2+ 

25% 17 DSI Ev.3+ 

 

31% 

9%  

22 

 

 

22 

 

6 HE Ev.1+  

 

G 2 
7% 5 HE Ev. 2^ 

16% 11 HE Ev. 3+ 

 

31% 

9%  

 

 

67 

 

21 

 

 

21 

6 HE Ev. 1^  

G1 

LinkedIn 

12% 8 HE Ev.2+ 

15% 10 HE Ev.3+ 

 

69% 

35%  

46 

 

 

59 

 

24 DSI Ev.1+  

G 2 12% 8 DSI Ev.2^ 

40% 27 DSI Ev.3+ 

68% 

16% 

37 

25 

 
57 

6 DSI Ev.1^ 
G 1 

 

Ecademy 

75% 28 DSI Ev.2+ 

62% 23 DSI Ev.3+ 

32% 

14% 

12 12 

5 HE Ev.1+  

G 2 8% 3 HE Ev.2^ 

10% 4 HE Ev.3+ 

% 
Total 

number 
Methods 

Total number of usability problems discovered by each 

method 32% 55 HE 

68% 119 DSI 
P-value Z Mann-Whitney U  

 Mann-Whitney U 0.001 -3.189 -4.500 
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the context of social network websites, and their principles were categorised for each feature, 

covering all the aspects needed”. In addition, the reliability of DSI and HE was measured and 

the results reveal that there is a slight difference between DSI and HE (0.38 vs. 0.27). Table 

5.27 shows a comparison of these results to other published results.  

 

Table 5.27: Experiment results for reliability compared with some published results 
 (Law and 

Hvannberg, 2004) 

(Nielsen, 

1992a) 

(Nielsen and 

Molich, 1990) 

This 

experiment 

Reliability of HE 0.32 0.45 0.26 HE  0.27 

DSI 0.38 
 

 

 

In terms of the performance of each method in discovering unique and overlapping problems, 

Table 5.26 illustrates the total number of problems discovered, which was 174 on the three 

websites, out of which 55 were identified using HE and 119 using DSI. All the duplicated 

problems were removed and compared by two independent evaluators, in order to identify 

the unique and overlapping problems. When the problems from the two evaluation groups 

were consolidated, there were 23 duplicates; thus, we identified a total of 151 problems in all 

websites. The total for uniquely identified problems in all websites was 128 problems. DSI 

identified 96 problems (64% of the 151 problems) that were not identified by HE, and there 

were 32 problems (21% out of 151) identified by HE that were not identified by DSI. 23 

problems (15%) out of 151 problems were discovered by both methods (as depicted in Figure 

5.2). 

 

Figure 5.2: Overlap between both methods (DSI and HE) for the second experiment 

 
 

In regarding to the severity of problems discovered, the two independent evaluators were 

involved to rank the usability problems discovered. Table 5.28 shows the severity rating of 

the problems discovered (cosmetic, minor, major and catastrophic). A great many usability 

DSI
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(64%)

NH

32

(21%)
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problems were discovered with differing levels of severity but the most notable results were 

obtained again from using the DSI method.   

 

Table 5.28:  Total number of usability problems with severity ratings and averages 

Website Severity Problems 
Types of Method 

DSI  HE 

Google+ 

Cosmetic 

G
ro

u
p

 1
 16 

G
ro

u
p

 2
 6 

Minor 28 13 

Major 11 3 

Catastrophic 0 0 

 Severity (average) 1.9 1.8 

LinkedIn 

Cosmetic 

 G
ro

u
p

 2
 11 

G
ro

u
p

 1
 8 

Minor 17 8 

Major 6 5 

Catastrophic 5 0 

 Severity (average) 2.8 1.3 

Ecademy 

Cosmetic 

G
ro

u
p

 1
 12 

G
ro

u
p

 2
 4 

Minor 7 8 

Major 6 0 

Catastrophic 0 0 

 Severity (average) 1.7 1.6 

Overall Severity (average) 2 2 

No. of discovered problems 127 55 

 

 

5.6.2.4 Areas of the usability problems found 

 

 Educational websites 

A qualitative assessment was conducted to compare the two methods, in particular, in terms 

of the areas of the usability problems found in this experiment. These areas assisted in 

identifying how each method performed (in each usability problem area or category of 

heuristics). This can be done by matching the discovered problems to their categories in the 

HE list of heuristics or in the DSI checklist, as recommended by (Nielsen, 1995a). This can 

help to identify how each method performs in each category of the guidelines. Also, it can 

be used to compare the results found here with current published work. The eight expert 

evaluators discussed and agreed upon the problem list during the debriefing session. Then, 

the independent evaluators decided on the categories to which the problems should belong 

(in both methods), as Tables 5.29 and 5.30 illustrate. The overall results from both tables 

show that the two groups (and the three websites) revealed more usability problems by using 

DSI in all areas than HE, particularly in ‘Learning process’, ‘Design and Media usability’, 

‘Motivational factors’, ‘User usability’, and ‘Content information and Process orientation’. 
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However, three out of the ten heuristics in HE worked more efficiently than four heuristics, 

and the remaining three failed to expose enough usability problems. This suggests that the 

HE list is rather general, and is unlikely to encompass all the usability attributes of user 

experience and design in interactive learning systems. The above results are in line with 

another study by Alsumait and Al-Osaimi (2009). Furthermore, Table 5.29 illustrates that 

‘Match between the system and the real world’ and ‘User control and freedom’ are common 

weaknesses in dynamic websites as it was clear in one website out of three websites, and this 

in line with Chen and Macredie (2005).  

Table 5.29:  Usability problems found by category through HE in the first experiment 

Heuristic Evaluation Skoool  AcademicEarth 
BBC 

KS3bitesize 

Visibility of system status 1 2 0 

Match between the system and the real world 0 4 0 

User control and freedom 1 3 0 

Consistency and standards 1 0 0 

Error prevention 0 1 0 

Recognition rather than recall 3 1 0 

Flexibility and efficiency of use 1 0 0 

Aesthetic and minimalist design 2 1 0 

Helps users recognize, diagnose and recover 

from errors 
0 0 

0 

Help and documentation 1 1 2 

Total problems 10 13 2 

 

Table 5.30:  Usability problems found by category through DSI in the first experiment 
 
 

 

 

 
 

 

 

 

 

 Social networks websites 
 

A qualitative assessment was conducted to compare the two methods, in particular in terms 

of the areas of the usability problems found in this experiment. The six expert evaluators 

discussed and agreed upon the problem list during the debriefing session. Then, the two 

independent evaluators decided on the categories to which the problems should belong (in 

both methods), as Table 5.31 and 5.32 illustrate. The overall results from both tables show 

Usability problem areas Skoool  AcademicEarth BBC KS3bitesize 

User usability  4 5 2 

Motivational factors 5 6 1 

Content information and 

Process orientation 
4 3 0 

Learning process 11 7 6 

Design and Media 

usability 
9 8 3 

Total problems 33 29 12 
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that the two groups (and the three websites) revealed more usability problems by using DSI 

in all areas than HE, particularly in User usability, Sociability and management activities, 

Content quality, Navigation system and search quality, and Layout and formatting. Both 

methods found the most problems in the area entitled User usability, sociability and 

management activities (DSI) or User control and freedom (HE). These were followed in DSI 

by Content quality, Navigation system and search quality, Layout and formatting, and 

Security and privacy; these areas were not discovered efficiently or sufficiently by HE. This 

suggests that HE is rather general, and is unlikely to encompass all the usability attributes of 

user experience and design. The above results are in line with other studies that find that the 

layout, organization and structure of the buttons and contents are the main problems in social 

websites such as LinkedIn and Google+ (Al-Badi et al., 2013); (Mao et al., 2011). Also, it is 

in line with Chen and Macredie (2005)’s study, which reported that user control and freedom 

is a common weakness in dynamic websites. 

  Table 5.31:  Usability problems found by category through HE in the second 

experiment 
Nielsen’s Heuristics Google+ LinkedIn Ecademy 

Visibility of system status 2 4 5 

Match between the system and the real world 4 3 1 

User control and freedom 5 5 1 

Consistency and standards 3 2 0 

Error prevention 0 1 0 

Recognition rather than recall 2 4 1 

Flexibility and efficiency of use 2 0 0 

Aesthetic and minimalist design 1 0 0 

Helps users recognize, diagnose and recover from 

errors 
1 1 

1 

Help and documentation 2 1 3 

Total problems  22 21 12 

 

Table 5.32:  Usability problems found by category through DSI in the second 

experiment 
Usability problem area Google+ LinkedIn Ecademy 

Layout and formatting 6 2 4 

Content quality 9 11 3 

Security and privacy 1 3 2 

Business support 0 1 3 

User usability, sociability and management 

activities 
21 20 9 

Accessibility and compatibility 1 1 2 

Navigation system and search quality 10 8 2 

Total problems 48 46 25 
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5.6.2.5 Rating scale questionnaire 
 

 Educational websites 

For the first experiment, Table 5.33 shows the numbers of evaluators who answered each 

item for each method. It can be seen that most of the evaluators responded as ‘strongly 

disagree’ and ‘probably disagree’ on HE items (numbers 1, 3, 4, 5, 6 and 7), whereas most 

of the evaluators responded as ‘strongly agree’ and ‘probably agree’ on the DSI items 

(numbers 1, 2, 3, 4, 5, 7 and 8). For further explanations on the above results and Table 5.34, 

the evaluators stated in the post-test questionnaire that they (100%) would now prefer to use 

DSI in future evaluations (only for educational websites) rather than HE. Also, 75% of the 

evaluators said that ‘’the DSI are easier to understand and use than HE. They explained the 

reasons for this: HE did not help them to remember all the functions that they needed to test’’. 

Although the HE set was much faster to use, it did not encourage them to be thorough in their 

evaluations, as ‘’it does not offer any hints’’. On the other hand, ‘’DSI reminded us to the 

most important aspects, and this was useful in building a check-list’’. They (62.5%) also 

liked the way that DSI encourages them to be thorough in an evaluation, as this offers them 

more opportunities for finding usability problems. Furthermore, they (87.5%) concluded that 

‘’a specific method, such as DSI, is better than any general method, such as HE, because 

specific ones can help everyone to focus on those criteria that are important to a particular 

kind of website over any other kind of website, and they integrate all the most suitable 

usability considerations, just as DSI does’’. Table 5.35 shows the average percentages of 

overall responses of the results for HE and DSI for positive items, which are 1, 2, 3, 4, 5, 7 

and 8. It can be clearly seen that 'HE' achieved a lower overall percentage of ‘agree’ 

responses, at 23%, whereas DSI achieved a higher overall percentage of ‘agree’ responses, 

at 76%. This means that the DSI method has a higher satisfaction percentage than the HE 

method.
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Table 5.33: Number of evaluators who answered on each item in the first experiment 
 

Statements 

HE 

Strongly 

disagree 

Probably 

disagree 

Not 

sure 

Probably 

agree 
Strongly 

agree 
I think that I would like to use HE method frequently 

when I evaluate these websites. 

3 3 1 1 0 

I found the heuristic evaluation method unnecessarily 

complex 

0 1 2 2 3 

I think HE  method was easy to use 2 4 1 1 0 

The evaluation of these websites can be performed in a 

straightforward manner by using HE 

2 4 0 1 1 

I found the various principles in HE method to be well 

integrated and specific for these websites 

6 2 0 0 0 

I think there was too much inconsistency in HE  

method 

3 3 1 1 0 

I would imagine that most people would learn to use 

HE  method very quickly 

4 1 2 1 0 

I felt very confident using HE method 0 1 4 3 0 

I needed to learn a lot of things before I could get going 

with the HE method 

0 1 2 0 5 

    
Statements 

DSI 

Strongly 

disagree 
Probably 

disagree 
Not 

sure 
Probably 

agree 

Strongly 

agree 

I think that I would like to use DSI method frequently 

when I evaluate these websites.  

0 0 0 2 6 

I found the DSI method unnecessarily complex 0 1 1 2 4 

I think DSI method was easy to use 0 2 1 2 3 

The evaluation of these websites can be performed in 

a straightforward manner by using DSI 

0 1 2 2 3 

I found the various principles in DSI method to be well 

integrated and specific for these websites 

0 0 1 3 4 

I think there was too much inconsistency in DSI  

method 

3 4 0 1 0 

I would imagine that most people would learn to use 

DSI  method very quickly 

0 1 1 5 1 

I felt very confident using DSI method 0 1 1 3 3 

I needed to learn a lot of things before I could get going 

with the DSI method  

1 1 5 1 0 

 

 

Table 5.34: Percentage representation of the results for HE and DSI per item in the first 

experiment 
 

Statements 

HE 

Strongly 

disagree 

Probably 

disagree 

Not 

sure 

Probably 

agree 
Strongly 

agree 
I think that I would like to use HE method frequently 

when I evaluate these websites.  

37.5% 37.5% 12.5% 12.5% 0% 

I found the heuristic evaluation method unnecessarily 

complex 

0% 12.5% 25% 25% 37.5% 

I think HE method was easy to use 25% 50% 12.5% 12.5% 0% 

The evaluation of these websites can be performed in a 

straightforward manner by using HE 

25% 50% 0% 12.5% 12.5% 

I found the various principles in HE method to be well 

integrated and specific for these websites 

75% 25% 0% 0% 0% 

I think there was too much inconsistency in HE  

method 

37.5% 37.5% 12.5% 12.5% 0% 
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I would imagine that most people would learn to use 

HE  method very quickly 

50% 12.5% 25% 12.5% 0% 

I felt very confident using HE method 0% 12.5% 50% 37.5% 0% 

I needed to learn a lot of things before I could get going 

with the HE method 

0% 12.5% 25% 0% 62.5% 

    
Statements 

DSI 

Strongly 

disagree 
Probably 

disagree 
Not 

sure 
Probably 

agree 

Strongly 

agree 

I think that I would like to use DSI method frequently 

when I evaluate these websites.  

0% 0% 0% 25% 75% 

I found DSI method unnecessarily complex 0% 12.5% 12.5% 25% 50% 

I think DSI method was easy to use 0% 25% 12.5% 25% 37.5% 

The evaluation of these websites can be performed in 

a straightforward manner by using DSI 

0% 12.5% 25% 25% 37.5% 

I found the various principles in DSI method to be well 

integrated and specific for these websites 

0% 0% 12.5% 37.5% 50% 

I think there was too much inconsistency in DSI  

method 

37.5% 50% 0% 12.5% 0% 

I would imagine that most people would learn to use 

DSI  method very quickly 

0% 12.5% 12.5% 62.5% 12.5% 

I felt very confident using DSI method 0% 12.5% 12.5% 37.5% 37.5% 

I needed to learn a lot of things before I could get going 

with the DSI method  

12.5% 12.5% 62.5% 12.5% 0% 

 

 

Table 5.35:  The average percentages of overall responses of the results of the positive 

items for HE and DSI in the first experiment 
   Response 

 

Method 

Strongly 

disagree 

Probably 

disagree 

Not sure Probably 

agree 

Strongly 

agree 

HE 30% 29% 18% 16% 7% 
DSI 0% 11% 13% 34% 42% 

 

 

 Social networks websites 
 

For the second experiment, Table 5.36 shows the numbers of evaluators who answered on 

each item for each method. It can be seen that most of evaluators responsed as ‘strongly 

disagree’ and ‘probably disagree’ on HE items (number 1,3,4,5,6 and 8), whereas most of 

evaluators responsed as ‘strongly agree’ and ‘probably agree’ on DSI items (number 

1,2,3,4,5,7,8 and 9). The evaluators delivered this result because the process of evaluation 

was smoother by using DSI (because it was generated to cover all social network aspects), 

as they mentioned in their comments. For further explanations on the above results and Table 

5.37, the evaluators stated in the post-test questionnaire that they (80.3% of them) would now 

prefer to use DSI in future evaluations (only for social websites) rather than HE. Also, 75% 

of the evaluators said, “DSI covers all functions in these websites, and it can be easy to update 

it, just by following the adaptive framework, to evaluate any new feature in the future”. 
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Although the HE set was much faster to use, it did not encourage them to be thorough in their 

evaluations, as “it was difficult to evaluate some features”. They (66.6%) also liked the way 

that DSI encourages them to be thorough in an evaluation, as this offers them more 

opportunities for finding usability problems. Furthermore, they (100%) concluded, “the DSI 

method encouraged us to evaluate more features than HE, and thus DSI helped us to discover 

more problems; that is, those problems not discovered by HE”. 

Table 5.38 shows the average percentages of overall responses of the results for HE and DSI 

for positive items, which are 1, 2, 3, 4, 5, 7 and 8. It can be clearly seen that 'HE' achieved 

again a lower overall percentage of ‘agree’ responses, at 14%, whereas DSI achieved a higher 

overall percentage of ‘agree’ responses, at 88%. This means that the DSI method has a higher 

satisfaction percentage than the HE method. Also, the percentage for satisfaction achieved 

by HE was because of the short period of time spent on it when it was used by the evaluators 

during the evaluation, not because it was helpful and efficient. On the other hand, the 

satisfaction percentage achieved by DSI was due to its efficiency in discovering more 

problems when it was used by the evaluators during the evaluation, as they mentioned in their 

comments. 

Table 5.36: Number of evaluators who answered on each item in the second experiment 
 

Statements 

HE 

Strongly 

disagree 

Probably 

disagree 

Not 

sure 

Probably 

agree 
Strongly 

agree 
I think that I would like to use HE method frequently 

when I evaluate these websites.  

3 2 1 0 0 

I found the heuristic evaluation method unnecessarily 

complex 

0 2 3 1 0 

I think HE method was easy to use 2 2 2 0 0 

The evaluation of these websites can be performed in 

a straightforward manner by using HE 

0 3 2 1 0 

I found the various principles in HE method to be well 

integrated and specific for these websites 

6 0 0 0 0 

I think there was too much inconsistency in HE  

method 

1 3 1 1 0 

I would imagine that most people would learn to use 

HE  method very quickly 

0 2 3 1 0 

I felt very confident using HE method 1 2 2 1 0 

I needed to learn a lot of things before I could get going 

with the HE method 

0 2 1 3 0 

 

Statements 

DSI 

Strongly 

disagree 
Probably 

disagree 
Not 

sure 
Probably 

agree 

Strongly 

agree 

I think that I would like to use DSI method frequently 

when I evaluate these websites.  

0 0 1 2 3 

I found DSI method unnecessarily complex 0 1 1 2 2 

I think DSI method was easy to use 0 1 1 3 1 
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The evaluation of these websites can be performed in 

a straightforward manner by using DSI 

0 0 0 1 5 

I found the various principles in DSI method to be well 

integrated and specific for these websites 

0 0 0 2 4 

I think there was too much inconsistency in DSI  

method 

4 2 0 0 0 

I would imagine that most people would learn to use 

DSI  method very quickly 

0 0 0 1 5 

I felt very confident using DSI method 0 0 0 2 4 

I needed to learn a lot of things before I could get going 

with the DSI method  

0 0 2 3 1 

 

 

Table 5.37: Percentage representation of the results for HE and DSI per item in the 

second experiment 
 

Statements 

HE 

Strongly 

disagree 

Probably 

disagree 

Not 

sure 

Probably 

agree 
Strongly 

agree 
I think that I would like to use HE method frequently 

when I evaluate these websites.  

50% 33.3% 16.6% 0% 0% 

I found the heuristic evaluation method 

unnecessarily complex 

0% 33.3% 50% 16.6% 0% 

I think HE method was easy to use 33.3% 33.3% 33.3% 0% 0% 

The evaluation of these websites can be performed 

in a straightforward manner by using HE 

0% 50% 33.3% 16.6% 12.5% 

I found the various principles in HE method to be 

well integrated and specific for these websites 

100% 0% 0% 0% 0% 

I think there was too much inconsistency in HE  

method 

16.6% 50% 16.6% 16.6% 0% 

I would imagine that most people would learn to use 

HE  method very quickly 

0% 33.3% 50% 16.6% 0% 

I felt very confident using HE method 16.6% 33.3% 33.3% 16.6% 0% 

I needed to learn a lot of things before I could get 

going with the HE method 

0% 33.3% 16.6% 50% 0% 

 

Statements 

DSI 

Strongly 

disagree 
Probably 

disagree 
Not 

sure 
Probably 

agree 

Strongly 

agree 

I think that I would like to use DSI method 

frequently when I evaluate these websites.  

0% 0% 16.6% 33.3% 50% 

I found DSI method unnecessarily complex 0% 16.6% 16.6% 33.3% 33.3% 

I think DSI method was easy to use 0% 16.6% 16.6% 50% 16.6% 

The evaluation of these websites can be performed 

in a straightforward manner by using DSI 

0% 0% 0% 16.6% 83.3% 

I found the various principles in DSI method to be 

well integrated and specific for these websites 

0% 0% 0% 33.3% 66.6% 

I think there was too much inconsistency in DSI  

method 

66.6% 33.3% 0% 0% 0% 

I would imagine that most people would learn to use 

DSI  method very quickly 

0% 0% 0% 16.6% 83.3% 

I felt very confident using DSI method 0% 0% 0% 33.3% 66.6% 

I needed to learn a lot of things before I could get 

going with the DSI method  

0% 0% 33.3% 50% 16.6% 
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Table 5.38: The mean percentages of overall responses of the results of the positive 

items for HE and DSI in the second experiment 
   Response 

 

Method 

Strongly 

disagree 

Probably 

disagree 

Not sure Probably 

agree 

Strongly 

agree 

HE 26% 31% 29% 12% 2% 
DSI 0% 5% 7% 31% 57% 

 

 
 

5.6.3  Comparative analysis to evaluate the adaptive framework  
 

This section presents a comparative between and comprehensive analysis of three methods. 

5.6.3.1 Determining the realism of usability problems 

As mentioned in the literature review chapter, the discovered problems should be compared 

with UT problems, and falsification testing could be used if needed. 

 

 Educational websites 

 

For the first experiment, when the problems were compared between three methods, 6 

problems were found to have been revealed by HE but not revealed by UT. Also, 55 problems 

were revealed by DSI but not revealed by UT. Furthermore, 22 problems were uniquely 

revealed by UT. Finally, 19 problems were found as overlapping between these methods. 

Subsequently, falsification testing was employed. Thus, the fixed UT tasks were designed 

(see Appendix O); these were derived from the unique problems of HE and DSI. The same 

procedures that were applied for UT were used. Five users were recruited for each website 

as this number of users can discover 80% of usability problems (Nielsen, 2000b). One 

independent evaluator was involved for mapping each of the unique predicted problems 

against the falsification testing result. The testing found that the 6 HE problems were 

confirmed by UT, which means that they are real problems. On the other hand, 42 DSI 

problems were confirmed by UT, which means that they too are real problems. Also, 13 

problems were found by DSI but they are not confirmed by UT, which means that they are 

false positives. The majority of these problems were cosmetic and minor problems. When 

these results were discussed with the evaluators who had discovered these problems, they 

said that these seem to be problems for novice users who have low web-user experience. 

With regard to the unique usability problems found by UT, they were discussed with the 
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independent evaluators; they said that they were missed problems for DSI, and that they could 

be classified under the DSI categories; they were also miss problems for HE but some of 

them could not be classified to the HE heuristics (as will be discussed in section 5.6.3.4). 

Moreover, the unique problems of DSI and HE were miss problems for UT. The reason that 

UT missed these problems is that the expert evaluators visited pages that were not visited by 

the users.  

Table 5.39 shows the performance of the three methods on a unique performance basis for 

the three websites. DSI was able to discover 6 catastrophic, 7 major, 18 minor and 11 

cosmetic problems that were not revealed by the other methods. HE was not able to identify 

any catastrophic problems alone; however, it was able to identify 1 major, 2 minor and 3 

cosmetic problems. UT was not able to discover any major problems; however, it discovered 

1 catastrophic, 5 minor and 16 cosmetic problems. In comparing the results of HE and UT, 

this results are in line with (Virzi, 1992) who found that severe problems are more likely to 

be discovered by UT than HE. The main reason for this result may be because of the 

generality of the HE guidelines. Therefore, these results confirm that both methods (UT and 

HE) should be used together in any evaluation as recommended by Nielsen (1992a). Also, 

the DSI results are in line with (Chattratichart and Lindgaard, 2008) and (Chen and Macredie, 

2005) who claimed that developing a set of detailed guidelines will help expert evaluators 

overcome this inherent flaw within HE. Overall, the three methods were able to discover 8 

catastrophic, 13 major problems, 33 minor and 35 cosmetic problems.  

Table 5.39: Each method’s performance with severity rating in the first experiment 

Problem Types 
HE 

(unique) 

DSI 

(unique) 

UT 

(unique) 

DSI & HE&UT 

(overlapping) 

Total number of  

problems in three 
websites (unique) 

Catastrophic  0 6 1 1 8 

Major  1 7 0 5 13 

Minor  2 18 5 8 33 

Cosmetic  3 11 16 5 35 

Total 6 42 22 19 89 

 

 

Figure 5.3 also shows the overlapping usability problems discovered by the three methods 

before and after the falsification test. In fact, each method revealed different types of problem 

(both unique and overlapping). However, DSI revealed the majority of real usability 

problems, indicating those with high severity ratings, and they also appeared to work 

fruitfully for the expert evaluators, who then revealed more real problems, both unique and 
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overlapping. For example, DSI found 47% uniquely of the total number of real usability 

problems (n = 42 out of 89). HE found only 7% uniquely of the total number of real usability 

problems (n = 6 out of 89), and UT identified 25% uniquely of the total number of real 

usability problems (n = 22 out of 89). 19 (21%) real problems out of 89 were discovered to 

be overlapping by the three methods. The clear outperformance of DSI was due in large part 

to incorporating user inputs whilst drawing up the method in one of the steps of the proposed 

framework, and due to the appropriacy of the DSI method to the characteristics of the 

educational domain as found in evaluators comments. 

Figure 5.3:  Each method’s performance, uniquely and working in pairs in the first 

experiment 
 

Overlapping and unique 

real problems (DSI & HE) 

before falsification test. 

 
Overlapping and unique 

real problems (UT & HE) 

before falsification test. 
Overlapping and unique 

real problems (DSI & UT) 

before falsification test. 

Overlapping and unique 

real problems (DSI, HE & 

UT) after falsification test. 

 
 

 

 Social networks websites 
 

 

For the second experiment, when the problems were compared between three methods, 32 

problems were found to have been revealed by HE but not revealed by UT. Also, 96 problems 

were revealed by DSI but not revealed by UT. Furthermore, 56 problems were uniquely 

revealed by UT. Finally, 23 problems were found as overlapping between these methods. 

Subsequently, falsification testing was employed. Thus, the fixed UT tasks were designed 

(see Appendix T); these were derived from the unique problems of HE and DSI. The same 

procedures that were applied for UT were used. Five users were recruited for each website. 

One independent evaluator was involved for mapping each of the unique predicted problems 

against the falsification testing result. The testing found that the 24 HE problems were 

confirmed by UT, which means that they are real problems. Also, 8 problems were found by 

HE but they are not confirmed by UT. On the other hand, 93 DSI problems were confirmed 

by UT, which means that they too are real problems. Also, 3 problems were found by DSI 
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but they are not confirmed by UT, which means that they are false positives. The majority of 

these problems were cosmetic problems in HE and DSI. When these results were discussed 

with the evaluators who had discovered these problems, they said that these seem to be 

problems for inexperienced users who have low web-user experience. With regard to the 

unique usability problems found by UT, these problems were discussed with the independent 

evaluators, and they said that they were miss problems for DSI, and that these problems could 

be classified under the DSI categories; these problems were also miss problems for HE but 

some of them could not be classified to the HE heuristics (as will be discussed in Section 

5.6.3.4). Moreover, the unique problems of DSI and HE were miss problems for UT.  

 

Table 5.40 shows the performance of the three methods on a unique performance basis for 

the three websites. DSI was able to discover 6 catastrophic, 24 major, 34 minor and 29 

cosmetic problems that were not revealed by the other methods. HE was able to identify 1 

catastrophic problem, 4 major, 11 minor and 8 cosmetic problems. UT was able to discover 

7 catastrophic, 11 major problems, 17 minor and 21 cosmetic problems. In comparing the 

results of HE and UT, these results are in line with (Virzi, 1992) who found that severe 

problems are more likely to be discovered by UT than HE. Therefore, these results confirm 

that both methods (UT and HE) should be used together in any evaluation, as recommended 

by Nielsen (1992a). Also, the DSI results are in line with  Chattratichart and Lindgaard (2008) 

and with Chen and Macredie (2005) who claimed that developing a set of detailed guidelines 

will help expert evaluators overcome this inherent flaw within HE. Overall, the three methods 

were able to discover 14 catastrophic, 43 major problems, 79 minor and 68 cosmetic 

problems.  

 

Table 5.40: Each method’s performance with severity rating in the second experiment 

Problem 

Types 

HE 

(unique) 

DSI 

(unique) 

UT 

(unique) 

DSI & HE & UT 

(overlapping) 

Total number of  

problems in three 

websites (unique) 

Catastrophic 1 6 7 0 14 

Major 4 24 11 4 43 

Minor 11 34 17 10 72 

Cosmetic 8 29 21 9 67 

Total 24 93 56 23 196 

 

Figure 5.4 also shows the overlapping usability problems discovered by the three methods 

before and after the falsification test. In fact, each method revealed different types of problem 
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(both unique and overlapping). However, DSI revealed the majority of real usability 

problems, indicating those with high severity ratings, and they also appeared to work 

fruitfully for the expert evaluators, who then revealed more real problems, both unique and 

overlapping. For example, DSI found 48% uniquely of the total number of real usability 

problems (n = 93 out of 196). HE found only 12% uniquely of the total number of real 

usability problems (n = 24 out of 196), and UT identified 29% uniquely of the total number 

of real usability problems (n = 56 out of 196). 23 (12%) real problems out of 196 were 

discovered to be overlapping by the three methods. The clear outperformance on the part of 

DSI was due in large part to incorporating user inputs whilst drawing up the method in one 

of the steps of the proposed framework, and due to the appropriacy of the DSI method to the 

characteristics of the social network domain, as found in evaluators comments. 

 

Figure 5.4:  Each method’s performance, uniquely and working in pairs in the second 

experiment 

 

 

5.6.3.2 Comparison of UT's and HE's performance to published researches 

The above results were compared to previously published researches, as shown in Table 5.41, 

and the results reveal that the discovered usability problems range from 40% to 68% and 

15% to 61% for HE and UT, respectively. However, in the first experiment, the discovered 

usability problems range from 14% to 31% and 29% to 39% for HE and UT, respectively. 

Also, in the second experiment, the discovered usability problems range from 29% to 36% 

and 24% to 43% for HE and UT, respectively. The differences between these studies are 

related to the number of evaluators and users used as well as their types.
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Table 5.41: Comparison of UT's and HE's performance 
                              Method HE UT Comments 

(Jeffries et al., 1991) 51% 15% 3 evaluators, and 6 users involved 

(Doubleday et al., 1997) 40% 39% Did not report user numbers or evaluator number 

(Law and Hvannberg, 2002) 68% 61% 2 evaluators, 10 users, and 20 tasks 

First 

experiment 

Skoool 23% 32% 
4 evaluators for each website, 20 users for each 

website, 4 tasks for each website. 
AcademicEarth 31% 29% 

BBC KS3bitesize 14% 39% 

Second 

experiment 

Google+ 22 (31%) 34 (43%) 
3 evaluators for each website, 25 users for each 

website, 6 tasks for each website 
LinkedIn 21 (31%) 26 (33%) 

Ecademy 12 (32%) 19 (24%) 

 

In addition, many researchers recommend conducting UT together with HE because they 

have found that each method discovers unique problems (Nielsen, 1992a); (Law and 

Hvannberg, 2002), so when they are conducted together, they can reveal all the problems in 

the targeted website. Again, this experiment may confirm or deny this recommendation, 

depending on the above results. It can also be seen that combining the results of HE with UT 

offers quite good results in terms of cosmetic problems, whereas combining UT results with 

HE offers better results in terms of major, minor and cosmetic problems. Thus, the results of 

the comparison between UT and HE confirms conducting UT with HE in order to overcome 

the shortcomings of each, because each one is complementary to the other, as argued by 

(Nielsen, 1992a). On the other hand, combining the UT results with DSI offers better results 

in terms of cosmetic problems. Thus, DSI, as created from the proposed adaptive framework, 

refutes that recommendation.  

 

5.6.3.3 Usability problem report 

 

 Educational websites 

 

For the first experiment, the recommendation report was prepared and sent to the website 

owners. It includes the usability problems that were found using the three different methods 

(HE, DSI and UT), as in Appendix N. This report aims to share these problems with the 

website owners to help them to improve the usability of their websites. Two independent 

evaluators were recruited and they worked hard to compare these problems and to identify 

the overlapping and unique problems with their severity ratings. After sending the usability 
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problem report to the owners of the websites, these websites were checked whilst writing this 

section. Satisfyingly, all of these websites have been changed and their usability has been 

improved. One of the independent evaluators was asked to check the usability report against 

this improvement to find any remaining usability problems that have not yet been fixed. In 

the Skoool website, the number of the remaining problems is 18 (out of 35 problems). These 

problems are number 2, 3, 5, 8, 9, 10, 26, 29, 32, 33, 36, 37, 68, 69, 70, 71, 72, 73 and 75. 

Some of these problems have been fixed in some pages but ignored in others. For example, 

the ‘Contact us’ link is stuck at the bottom of the page of the Egypt site, whereas it is not in 

the Yemen site (problem number 8). Also, the website has been made compatible with mobile 

devices, except the videos (which are not working). In the AcademicEarth website, the design 

has changed and its usability has been improved. Thus, the number of remaining problems is 

7 (out of 29 problems). These problems are number 19, 43, 45, 48, 51, 56 and 57. For 

example, the website has removed the registration and login process, and so it becomes 

(without these features) the same as the Skoool website. Also, the website uses YouTube for 

showing all its videos except some video electives. In the BBC KS3bitesize, the website has 

changed and they advertise these changes on the homepage by stating “Bitesize has 

changed!”. Thus, the number of remaining problems is 9 (out of 25 problems). These 

problems are number 25, 58, 59, 60, 63, 67, 87, 88 and 89. 

 

 Social networks websites 
 

 

For the second experiment, the recommendation report was prepared and sent to the website 

owners. It includes the usability problems that were found using the three different methods 

(HE, DSI and UT), as in Appendix S. Two independent evaluators were recruited and they 

worked hard to compare these problems and to identify the overlapping and unique problems 

with their severity ratings. These websites were checked whilst writing this section. Happily, 

all of these websites have been changed and their usability has been improved. One of the 

independent evaluators was asked to check the usability report against this improvement to 

find any remaining usability problems that have not yet been fixed. In the Google+ website, 

the number of remaining problems is 22 (out of 85 problems). These problems are number 

1, 3, 4, 5, 29, 49, 56, 67, 70, 106, 107, 108, 110, 114, 115, 117, 123, 124, 125, 128, 137 and 

139. Some of these problems have been fixed in some pages but ignored in others. In the 

LinkedIn website, the design has been changed and its usability has been improved. Thus, 
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the number of remaining problems is 19 (out of 96 problems). These problems are number 

38, 79, 84, 87, 141, 144, 146, 147, 159, 150, 154, 155, 157, 158, 161, 163, 164, 166 and 169. 

In the Ecademy, the website has changed. Thus, the number of remaining problems is 15 (out 

of 46 problems). These problems are number 45, 93, 94, 100, 103, 171, 176, 180, 1 83, 184, 

185, 186, 191,194 and 196. 

 

5.6.3.4 Types of problems found by UT in relation to DSI and HE  

 

 Educational websites 

For the first experiment, the qualitative assessment of the above results for UT was compared 

with the two other methods (DSI and HE), in particular, in terms of the areas of usability 

problems found in this experiment. These areas assisted in identifying how each method (DSI 

and HE) performed in each usability problem area or category of heuristics. This can be done 

by matching the problems discovered by UT to their categories in the HE heuristics or the 

DSI checklist, as recommended by (Nielsen, 1995a). This can help to identify how each 

method (DSI and HE) performs in each category of guidelines. In other word, this can help 

to identify how UT performs in each category of DSI and in each heuristic of HE. Also, it 

can be used to compare the results found here with current published work. Two independent 

expert evaluators were involved in discussing, agreeing and deciding where the UT problems 

should be in HE and to which category they should belong in DSI, as Tables 5.42 and 5.43 

illustrate. The overall results from both tables show that 11 problems out of 16 in the BBC 

KS3bitesize were classified into HE. In the Skoool website, 12 UT problems out of 13 were 

classified into HE. Also, 11 problems out of 13 in the AcademicEarth were classified into 

HE. On the other hand, all the UT problems were successfully classified into DSI. This 

proves that HE is rather general, and is unlikely to encompass all user problems (Thovtrup 

and Nielsen, 1991); (Henninger, 2000), such as usability problems in ‘Learning process’ and 

‘Motivational factors’. Also, this proves that DSI was indeed able to discover users’ problems 

(19), and that the unique problems discovered by UT (22) were miss problems for DSI. 

 

In terms of Table 5.42 for HE, the tasks given to the users during the usability testing seem 

to have walked them through ‘Visibility of system status’ and ‘Help and documentation’ and 

this could have increased the opportunity to discover problems. Few problems were revealed 

in ‘Match between the system and the real world’, ‘Consistency and standards’, ‘Flexibility 
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and efficiency of use’, ‘Aesthetic and minimalist design’, and ‘User control and freedom’. 

This is in contrast to the results, proving that ‘User control and freedom’ is a common 

weakness in dynamic websites, in particular e-shops (Chen and Macredie, 2005). On the 

other hand, Table 5.43 for DSI shows that the tasks given to the users during the usability 

testing seem to have walked them through the quality of learning process and motivation 

factor which could have increased the opportunity to discover problems. Furthermore, the 

findings confirm that ‘Visibility’, ‘Help’, ‘Functionality’, ‘Content quality’, and ‘Interface 

design and media’ are common weaknesses in dynamic websites (particularly for educational 

ones). This finding is in line with Hasan and Abuelrub (2013). In conclusion, UT worked 

better than HE because seven problems were not classified in it. However, all the users’ 

problems were classified in DSI. 

 

Table 5.42: Usability problems found by UT compared with HE in the first experiment 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5.43: Usability problems found by UT compared to the DSI in the first experiment 
  

 

 

 

 

 

 

 

 

Heuristic Evaluation Skoool AcademicEarth 
BBC 

KS3bitesize  

Visibility of system status 7 5 6 

Match between the system and the real world 1 1 1 

User control and freedom 0 1 0 

Consistency and standards 1 1 0 

Error prevention 0 0 0 

Recognition rather than recall 0 0 2 

Flexibility and efficiency of use 1 0 1 

Aesthetic and minimalist design 0 2 0 

Helps users recognize, diagnose and recover 

from errors 
0 0 0 

Help and documentation 2 1 1 

Total problems 12            11           11 

Number of unclassified problems 1 2 5 

Usability problem area Skoool AcademicEarth 
BBC 

KS3bitesize  

User usability 7 8 8 

Motivational factors 0 2 0 

Content information and process orientation  1 1 2 

Learning process  1 0 0 

Design and media usability 5 2 4 

Total problems 13 13 16 
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 Social networks websites 
 

 

For the second experiment, the overall results from Tables 5.44 and 5.45  show that 30 

problems out of 34 in the Google+ website were classified into HE. In the LinkedIn website, 

19 UT problems out of 26 were classified into HE. Also, 12 problems out of 19 in the 

Ecademy were classified into HE. On the other hand, all the UT problems were successfully 

classified into DSI. This proves that HE is rather general, and is unlikely to encompass all 

user problems (Thovtrup and Nielsen, 1991); (Henninger, 2000), such as  usability problems 

in the 'User usability, sociability and management activities', 'Business support', and 'Security 

and privacy' areas. Also, this proves that DSI was indeed able to discover users’ problems 

(23), and that the unique problems discovered by UT (56) were miss problems for DSI. 

 

In terms of Table 5.44 for HE, the results reveal that 'Visibility of system status', 'Match 

between the system and the real world', 'Aesthetic and minimalist design', and 'Helps users 

recognize, diagnose and recover from errors' are common weaknesses in dynamic websites 

(particularly for social network websites) from the perspective of HE. This is in contrast to 

the results, proving that ‘User control and freedom’ is a common weakness in dynamic 

websites (Chen and Macredie, 2005). On the other hand, Table 5.45 for DSI shows that the 

tasks given to the users during the usability testing seem to have walked them through the 

business and management activities, which could have increased the opportunity to discover 

problems. It revealed that ‘Layout and formatting’, ‘Content quality’, ‘User usability, 

sociability and management activities’, ‘Navigation system and search quality’ are common 

weaknesses in dynamic websites (particularly for social network websites) from the 

perspective of DSI. This finding is in line with (Lee and Kozar, 2012) and (Hart et al., 2008). 

In conclusion, UT worked better than HE because 18 problems were not classified in it. 

However, all the users’ problems were classified in DSI.  
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Table 5.44:  Usability problems found by UT compared with HE in the second 

experiment 
Nielsen’s Heuristics Google+ LinkedIn Ecademy 

Visibility of system status 4 2 4 

Match between the system and the real world 5 3 2 

User control and freedom 3 2 0 

Consistency and standards 1 1 2 

Error prevention 2 3 0 

Recognition rather than recall 2 1 1 

Flexibility and efficiency of use 0 2 0 

Aesthetic and minimalist design 6 1 2 

Helps users recognize, diagnose and recover from 

errors 
4 2 1 

Help and documentation 3 1 0 

Total problems  30 19 12 

Unclassified problems 4 7 7 

 

Table 5.45: Usability problems found by UT compared to DSI in the second experiment 

Usability problem area Google+ LinkedIn Ecademy 

Layout and formatting 3 4 3 

Content quality 7 6 2 

Security and privacy 3 1 0 

Business support 5 3 0 

User usability, sociability and management 

activities 
8 5 6 

Accessibility and compatibility 2 0 0 

Navigation system and search quality 6 7 8 

Total problems 34 26 19 

 

 

5.6.3.5 Performance of the three methods (UT, HE, DSI) 

 

5.6.3.5.1 Number of usability problems 

  

 Educational websites 

For the first experiment, Tables 5.46, 5.47 and 5.48 show how UT, HE and DSI revealed 

different types and numbers of usability problems. The main statistical question relates to the 

extent to which there are statistical differences among the methods’ performance in terms of 

problems found. Before performing this test, the normality test was conducted to select the 

correct test. Shapiro-Wilk test was performed, and its p-value is significant (p<0.05) when 

p= 0.000, then the data is not normal distributed. Therefore, Kruskal Wallis test was chosen 

at a significant level of 5% in order to examine whether there are significant differences 

amongst the method’s groups in terms of usability problems found. Table 5.49 shows that  

there is a strong likelihood for a significant difference between the results of the three 
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methods in each website, where p < 0.05. This result can confirm that each method influences 

the results achieved where the method’s performance results differ statistically. The UT, HE 

and DSI methods revealed 64%, 8% and 48% of the usability problems found in the BBC 

KS3bitesize website, respectively. In the Skoool website, UT, HE and DSI revealed 37%, 

29% and 57% of the found usability problems, respectively. Finally, UT, HE and DSI 

revealed 45%, 45% and 100% of the found usability problems in the AcademicEarth, 

respectively. The performance of HE in discovering usability problems during the 

experiment ranged from 8% to 45%. UT discovered usability problems ranging from 37% to 

64%, while DSI discovered usability problems ranging from 48% to 100%.  Also, UT and 

HE performed better in discovering a few major, minor and cosmetic real usability problems, 

but DSI was better in discovering more catastrophic, major, minor and cosmetic real usability 

problems. Thus, it can be seen that DSI was better in discovering real problems; this was 

followed by UT, and then finally HE.  

Table 5.46: Findings in BBC KS3bitesize 
             Method  

Problem type 

UT  HE DSI Total problems (no duplicates) 

Catastrophic  1 (6%) 0 (0%) 2 (17%) 3 

Major  1 (6%) 0 (0%) 0 (0%) 1 

Minor  5 (31%) 2 (22%) 10 (83%) 12 

Cosmetic  9 (56%) 0 (0%) 0 (0%) 9 

No. of problems  16 (64%) 2 (8%) 12 (48%) 25 

 

Table 5.47: Findings in Skoool 
              Method        

Problem type 

UT  HE DSI Total problems (no duplicates) 

Catastrophic  1 (7%) 1 (10%) 3 (15%) 3 

Major  0 (0%) 1 (10%) 3 (15%) 4 

Minor  5 (39%) 5 (50%) 7 (35%) 11 

Cosmetic   7 (54%) 3 (30%) 7 (35%) 17 

No. of problems  13 (37%) 10 (29%) 20 (57%) 35 

 

Table 5.48: Findings in Academic Earth 
            Method 

 Problem type 

UT  HE DSI Total problems (no duplicates) 

Catastrophic  0 (0%) 0 (0%) 2 (7%) 2 

Major  3 (23%) 3 (23 %) 7 (24%) 7 

Minor  5 (38%) 5 (38 %) 11 (38%) 11 

Cosmetic  5 (38%) 5 (38%) 9 (31%) 9 

No. of problems  13 (45%) 13 (45%) 29 (100%) 29 

 
 

Table 5.49:  Kruskal Wallis result for examining the differences amongst the groups in 

terms of usability problems found 
  Chi-Square df Sig. value 

Methods 28.906 2 0.000 
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 Social networks websites 
 

For the second experiment, Tables 5.50, 5.51 and 5.52 show how UT, HE and DSI revealed 

different types and numbers of usability problems. Are there statistical differences among 

the methods’ performance in terms of problems found? To answer this question, the 

normality test was conducted to select the correct test. Shapiro-Wilk test was performed, and 

its p-value is significant (p<0.05) when p= 0.000, then the data is not normal distributed. 

Therefore, Kruskal Wallis test was again chosen at a significant level of 5% in order to 

examine whether there are significant differences amongst the method’s groups in terms of 

usability problems found. Table 5.53 shows that there is a strong likelihood for a significant 

difference between the results of the three methods, where p < 0.05. This result can confirm 

that each method influences the results achieved where the method’s performance results 

differ statistically. The UT, HE and DSI methods revealed 61%, 34% and 84% of the 

usability problems found in the Google+ website, respectively. In the LinkedIn website, UT, 

HE and DSI revealed 42%, 29% and 71% of the found usability problems, respectively. 

Finally, UT, HE and DSI revealed 40%, 21% and 48% of the found usability problems in 

Ecademy, respectively. The performance of HE in discovering usability problems during the 

experiment ranged from 21% to 34%. UT discovered usability problems ranging from 40% 

to 61%, while DSI discovered usability problems ranging from 48% to 84%. Also, HE 

performed better in discovering sufficient major, minor and cosmetic real usability problems, 

but DSI and UT were good together in discovering more catastrophic, major, minor and 

cosmetic real usability problems. Thus, it can be seen that DSI was good in discovering real 

problems; this was followed by UT, and then finally HE.  

 

Table 5.50: Findings in Google+ 
              Method  

Problem type 

UT  HE DSI Total problems in the site from 

three methods (no duplicate) 

Catastrophic  4 (100%) 0 (0%) 0 (0%) 4 

Major  9 (43%) 3 (14%) 11 (52%) 21 

Minor  11 (37%) 10 (33%)  21 (70%) 29 

Cosmetic  10 (46%) 6 (27%) 15 (68%) 22 

No. of problems  34 (61%) 19 (34%) 47 (84%) 56 
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Table 5.51: Findings in LinkedIn 

               Method  

Problem type 

UT  HE DSI Total problems in the site from 

three methods (no duplicate) 

Catastrophic  2 (67%) 0 (0%) 3 (100%) 3 

Major  5 (34%) 5 (34%) 9 (60%) 15 

Minor  8 (27%) 8 (27%) 21 (70%) 30 

Cosmetic   11 (79%) 5 (36%) 11(79%) 14 

No. of problems  26 (42%) 18 (29%) 44 (71%) 62 

 

 

Table 5.52: Findings in Ecademy 
               Method 

 Problem type 

UT  HE DSI Total problems in the site from 

three methods (no duplicate) 

Catastrophic  0 (0%) 0 (0%) 0 (0%) 0 

Major  3 (50%) 0 (0%) 6 (100%) 6 

Minor  6 (50%) 8 (67%) 7 (58%) 12 

Cosmetic  11 (37%) 2 (7%) 10 (33%) 30 

No. of problems  19 (40%) 10 (21%) 23 (48%) 48 

 

 

Table 5.53: Kruskal Wallis result for examining the differences amongst the groups in 

terms of usability problems found 
  Chi-Square df Sig. value 

Methods 18.146 2 0.000 

 

 

 

5.6.3.5.2 Usability problem areas 

In terms of the usability problem areas that were identified from Step 3 from the adaptive 

framework for both experiments; 

 

 Educational websites 
 

For the first experiment, it can be seen in Table 5.54 that DSI helped to identify large numbers 

of real usability problems in all usability areas on the three websites (61). However, HE 

overall worked slightly better in discovering 25 real usability problems relating to three 

usability problem areas. However, it failed in exposing any usability problems in two main 

usability problems areas, which are ‘Motivational factors’ and ‘Learning process’, and it 

failed to identify a sufficient number of usability problems in the ‘Content information and 

process orientation’ area. Furthermore, UT worked better in discovering usability problems 

(41) in three usability areas, but it failed to identify a sufficient number of usability problems 

in ‘Motivational factors’ and ‘Learning process’.  
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 Table 5.54: Number of usability problem areas identified by the three methods in the 

first experiment 

 

 

 Social networks websites 
 

The second experiment, it can be seen in Table 5.55 that DSI helped to identify large numbers 

of real usability problems in all usability areas on the three websites (116). However, HE 

overall worked slightly better in discovering 47 real usability problems relating to four 

usability problem areas. However, it failed in exposing any usability problems in three main 

usability problems areas, which are 'Security and privacy' and 'Business support', and 

'Accessibility and compatibility'. Furthermore, UT worked better in discovering usability 

problems (79 in all usability areas), but it failed to identify more usability problems in the 

'Accessibility and compatibility' area 

 

Table 5.55: Number of usability problem areas identified by the three methods in the 

second experiment 

 

 
 

 

 

 

 

 

 
 
 

5.6.3.5.3 Time spent 

 

 Educational websites 
 

For the first experiment, Table 5.56 shows the time spent by each method; UT scored the 

highest time spent, more than DSI and HE, with 98.60, 42.58, and 24.25 minutes, 

Usability Problem Areas UT DSI HE 

User usability 23 problems 15 problems 15 problems 

Motivational factors 2 problems 3 problems - 

Content information and process 

orientation  
 4 problems 5 problems 2 problems 

Learning process  2 problem 6 problems - 

Design and media usability 10 problems 32 problems        8 problems 

Total number of problems 41 61 25 

Usability Problem Areas UT DSI HE 

Layout and formatting 13 15 9 

Content quality 12 25 4 

Security and privacy 4 8 - 

Business support 8 4 - 

User usability, sociability and management 

activities 
19 40 19 

Accessibility and compatibility 2 4 - 

Navigation system and search quality  21 20 15 

Total number of problems 79 116 47 
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respectively. The main statistical question is: to what extent are there statistical differences 

among the methods’ performance in terms of time spent? Before performing this test, the 

normality test was conducted to select the correct test. Shapiro-Wilk test was performed, and 

its p-value is significant (p<0.05) when p=0.000, then the data is not normal distributed. 

Therefore, Kruskal Wallis test was again chosen at a significant level of 5% in order to 

examine whether there are significant differences amongst the method’s groups in terms of 

time spent. Kruskal Wallis revealed that there is a strong likelihood for a significant 

difference between the three methods in terms of time spent on discovering usability 

problems, where p < 0.001, as shown in Table 5.56. The other statistical question is: to what 

extent is there a relationship between time spent and problems found? The Pearson 

correlation test was used, and it reveals that there is a positive correlation between time spent 

and problems found in this experiment, where the p-value is less than 0.05 (p = 0.000), as 

shown in Table 5.56. 

 

Table 5.56: Time spent by each method in the first experiment 
 

 

 

 

 

 

 

 Social networks websites 
 

For the second experiment, Table 5.57 shows that UT scored the highest time spent, more 

than DSI and HE, with 392.6, 72.3, and 55.6 minutes, respectively. Are there statistical 

differences among the methods’ performance in terms of time spent? The normality test was 

conducted to select the correct test. Shapiro-Wilk test was performed, and its p-value is 

significant (p<0.05) when p= 0.000, then the data is not normal distributed. Therefore, 

Kruskal Wallis test was again chosen at a significant level of 5% in order to examine whether 

there are significant differences amongst the method’s groups in terms of time spent. Kruskal 

Wallis reveals that there is a strong likelihood for a significant difference between the three 

methods in terms of time spent on discovering usability problems, where p < 0.05, as shown 

in Table 5.57. The other statistical question is: to what extent is there a relationship between 

time spent and problems found? The Pearson correlation test was used, and it reveals that 

Website 

Method 

Skoool AcademicEarth 
BBC KS3bitesize 

Mean 

DSI 41 45 42 42.58 

HE 25 21 27 24.25 

UT 112 88 96 98.66 

Kruskal Wallis Chi-Square = 53.206, p = 0.000 

Correlations Pearson Correlation =  0.604, P= 0.000 
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there is a positive correlation between time spent and problems found in this experiment, 

where the p-value is less than 0.05 (p < 0.05), as shown in Table 5.57. 

 

Table 5.57: Time spent by each method in the second experiment 

 

 

 

 
 

 
 
 

 

5.6.3.5.4 Usability evaluation method (UEM) performance Metrics 

After applying the performance metrics that were mentioned in section 2.4.4, it can be seen 

that; 

 

 Educational websites 
 

For the first experiment, Table 5.58 that DSI is more efficient, thorough and effective than 

the other two methods in terms of identifying the total number of real problems relative to 

total time spent, and in terms of its ability to identify real usability problems relating to the 

user interface. UT is the second good method, but it is more reliable than DSI. HE has the 

worst result in identifying real problems; however, it is the cheapest to use, as shown in Table 

5.59. Moreover, DSI is slightly more expensive than HE, but is cheaper than UT. 

 

 Social networks websites 
 

For the second experiment, Table 5.58 that DSI is more efficient than HE and slightly more 

efficient than UT. Also, DSI is more thorough, effective and valid than HE in terms of 

identifying the total number of real problems relative to total time spent, and in terms of its 

ability to identify real usability problems relating to the user interface. UT is the second good 

method in identifying usability problems, and it is more reliable than HE and slightly more 

reliable than DSI. HE has the worst result in identifying real problems; however, it is the 

cheapest to use, as shown in Table 5.59. Moreover, DSI is slightly more expensive than HE, 

but is cheaper than UT.   

Website 

Method 

Google+ LinkedIn 
Ecademy 

Mean 

DSI 73 72 72 72.3 

HE 50 60 57 55.6 

UT 429 377 372 392.6 

Kruskal Wallis Chi-Square = 43.442, p = 0.000 

Correlations Pearson Correlation =  0.432, P= 0.000 
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 Table 5.58: Comparing the metrics between the three methods 
                    Metric 

Method 

Efficiency 

 

Thoroughness Validity Effectiveness Cost 

First experiment HE 0.4 0.3 1 0.3 $ 1,017 

DSI 0.6 0.7 0.8 0.6 $ 1,206 

UT 0.4 0.5 1 0.5 $ 3420 

Second experiment HE 0.84 0.12 0.7 0.1 $706.66 

DSI 1.7 0.5 0.9 0.5 $863,33 

UT 1.67 0.4 1 0.4 $4275 

 

Table 5.59: Costs for employing the three methods 
Mean 

cost 
BBC KS3bitesize AcademicEarth Skoool Method 

T
h
e 

fi
rs

t 
ex

p
er

im
en

t 

$ 1,017 

$ 1,040 

This includes the time 

spent by 4 evaluators 

(1.8 hours),2.6 hours 

collecting data from 

the evaluation sessions 

,6 hours analysing data 

$ 990 

This includes the 

time spent by 4 

evaluators (1.3 

hours), 2.6 hours 

collecting data 

from the evaluation 

sessions, 6 hours 

analysing data. 

$ 1,020 

This includes the time 

spent by 4 evaluators 

(1.6 hours), 2.6 hours 

collecting data from 

the evaluation 

sessions, 6 hours 

analysing data. 

Heuristic 

evaluation (HE) 

$ 1,206 

$ 1,240 

This includes the time 

spent by 4 evaluators 

(2.8 hours), 3 hours 

collecting data from 

the evaluation sessions, 

6.6 hours analysing 

data. 

$ 1,250 

This includes the 

time spent by 4 

evaluators (2.9 

hours), 3 hours 

collecting data 

from the evaluation 

sessions, 6.6 hours 

analysing data. 

$ 1,130 

This includes the time 

spent by 4 evaluators 

(2.7 hours), 3 hours 

collecting data from 

the evaluation 

sessions, 6.6 hours 

analysing data. 

Domain Specific 

Inspection (DSI) 

Mean 

cost 
Ecademy LinkedIn Google+ Method 

$ 3420 

$ 3420 

This includes the time 

spent by 20 users (1.6 

hours), 10 hours 

collecting data from 

the evaluation sessions, 

5 hours analysing data. 

$ 3420 

This includes the 

time spent by 20 

users (1.5 hours), 

10 hours collecting 

data from the 

evaluation sessions, 

5 hours analysing 

data. 

$ 3420 

This includes the time 

spent by 20 users (1.9 

hours), 10 hours 

collecting data from 

the evaluation 

sessions, 5 hours 

analysing data. 

User Testing (UT) 

$706.66 

$710 

This includes the time 

spent by 3 evaluators 

(2.8 hours), 1 hour 

collecting data from 

the evaluation sessions, 

3.3 hours analysing 

data. 

$730 

This includes the 

time spent by 3 

evaluators (3 

hours), 1 hour 

collecting data 

from the evaluation 

$680 

This includes the time 

spent by 3 evaluators 

(2.5 hours), 1 hour 

collecting data from 

the evaluation 

sessions, 3.3 hours 

analysing data. 

Heuristic 

evaluation (HE) 

T
h
e 

se
co

n
d
  

ex
p
er

im
en

t 
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sessions, 3.3 hours 

analysing data. 

$863,33 

$860 

This includes the time 

spent by 3 evaluators 

(3.5 hours), 1.3 hours 

collecting data from 

the evaluation sessions, 

3.8 hours analysing 

data. 

$860 

This includes the 

time spent by 3 

evaluators (3.5 

hours), 1.3 hours 

collecting data 

from the evaluation 

sessions, 3.8 hours 

analysing data. 

$870 

This includes the time 

spent by 3 evaluators 

(3.6 hours), 1.3 hours 

collecting data from 

the evaluation 

sessions, 3.8 hours 

analysing data. 

Domain Specific 

Inspection (DSI) 

$4275 

$4275 

This includes the time 

spent by 25 users (6.2 

hours), 12 hours 

collecting data from 

the evaluation sessions, 

6.30 hours analysing 

data 

$4275 

This includes the 

time spent by 25 

users (6.28 hours), 

12 hours collecting 

data from the 

evaluation sessions, 

6.30 hours 

analysing data. 

$4275 

This includes the time 

spent by 25 users 

(7.15 hours), 12 hours 

collecting data from 

the evaluation 

sessions, 6.30 hours 

analysing data. 

User Testing (UT) 

 
 
 

5.6.3.6 Sample size  
 

One of the objectives of this research is to investigate the issue of sample size. Also, it is to 

examine further the impact of sample size on the findings of usability tests, thus to determine 

an appropriate sample size for HE and UT. Moreover, another objective is to quantify the 

sample size required for DSI. As mentioned in section 2.4.1, the numbers of users for UT 

and evaluators for HE is still a debatable point, and this has led to the establishment of many 

rules such as the 10±2 rule (Hwang and Salvendy, 2010) or 4±1 (Nielsen and Molich, 1990). 

The rules of 10±2 and 4±1 will be examined in the first experiment (educational domain). In 

the second experiment (social network domain), the rule of 3 evaluators (including double 

and single) and the rule of 20 users and 5 users (the ‘magic number’) will be examined.  

 

 Educational websites 
 

As previously mentioned in the methodology chapter, 20 users were recruited for UT for 

each website’s group (total 60 users) and 4 evaluators for each method’s group (total 8 

evaluators). Therefore, the UT results for each group were divided into two teams. The first 

team consists of the results of 8 users, whereas the second team consists of the results of 12 

users for the same group. This means that there are 6 teams overall, three teams consisting 

of 8 users, and the other three teams consisting of 12 users for each website. The users in 
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each team were chosen according to pick one after every five users. Each team was given the 

name A, B, C, D, E and F, as shown the Table 5.60. 

  

Table 5.60: Sample size for UT according to the probability level of problem discovery 

in the first experiment 
Website Team 

name 

# Users # Issue 

found 

Mean 

found 

Problem 

discovery 

rate (P) 

Percentage of 

problems discovered 

Skoool Team A 8 46 5.75 0.23 88% 

Team B 12 92 7.66 0.31 98.9% 

AcademicEarth Team C 8 39 4.88 0.18 80% 

Team D 12 91 7.58 0.37 99.7% 

BBC KS3bitesize Team E 8 50 6.25 0.27 92% 

Team F 12 88 7.33 0.34 99.4% 

 

For UT, the figures in Table 5.60 show that, in the Skoool website, Team A reported 46 

issues, whereas Team B reported 92 issues. In AcademicEarth, Team C reported 39 issues; 

however, Team D reported 91 issues. Finally, Team E in BBC KS3bitesize reported 50 

issues, but Team F reported 88 issues. The maximum overlap was 122 issues; it occurred 

between Team E, which tested 8 users and reported 50 issues, and Team F, which tested 12 

users and reported 88 issues. The minimum overlap was 114 issues; between Teams A and 

B. The whole study identified 41 critical issues, 2 catastrophic issue, 4 major issues, 15 minor 

issues and 20 cosmetic issues. Moreover, when the problems of both groups were classified 

according to the five problem areas in DSI for this domain, the group of 8 users was more 

efficient in discovering problems relating to two particular areas, which were ‘User usability’ 

and ‘Content information and process orientation’. However, the group of 12 users was more 

efficient in discovering problems relating to three areas, which were ‘Design and media 

usability’, ‘Learning process’ and ‘Motivational factors’. Furthermore, the problem 

discovery rate (p) was used (as mentioned in section 2.4.1) to determine the number of users 

needed in order to achieve satisfactory results. It has been calculated by Lewis (2006) and 

Turner et al. (2006), and they reported that the p-value usually ranges from 0.16 to 0.42. In 

this experiment the probability value (p) ranges from 0.18 to 0.37. Table 5.60 shows that 8 

users can find percentages of problems ranging between 80% and 92%. 12 users can find 

percentages of problems ranging between 98.8% and 99.4%. Also, Sauro (2006) proposed 

an online system called the Sample Size Calculator to compute the sample size needed for 

discovering problems in a user interface. This calculator is based on a binomial probability 

formula and it uses the Good-Turing and Normalization procedure as outlined by Lewis 
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(2001). Thus, Table 5.61 was produced after determining the calculator (p) value (from Table 

5.60, the p average = 0.28) and the targeted percentages (P). This calculator suggests that 14 

users are needed to discover 99%, and from 5 to 6 users are needed to discover from 80% to 

85% of the total usability problems. The result in this experiment is in line with Nielsen’s 

claim that 5 users are enough to discover from 80% to 85% of usability problems (Turner et 

al., 2006, Nielsen, 2000b). Furthermore, the 10±2 rule provides optimal results, and this 

finding in line with (Hwang and Salvendy, 2010) and it proves their rule.  

Table 5.61: User number and problems discovered (percentage) for UT in the first 

experiment 
The targeted percentage The required number of users 

99% 14 

95% 10 

90% 7 

85% 6 

80% 5 

 
 

In terms of the 4±1 rule, each evaluator group was given a name (G, H, I, J, K and L) and 

their results were analysed individually, as shown the Tables 5.62 and 5.63.  For HE, the 

figures in Table 5.62 show that, Teams G and J reported 10 and 13 issues, respectively, 

whereas Team K reported 2 issues. The probability value (p) ranges from 0.29 to 0.37. Thus, 

the percentage of problems is ranging between 75% and 85%. The result of this experiment 

proves and is in line with previous studies that claim 4 evaluators can discover 80% of 

usability problems (Nielsen and Molich, 1990); (Turner et al., 2006); (Hwang and Salvendy, 

2010). For DSI, the figures in Table 5.63 show that Teams H and I reported 33 and 29 issues, 

respectively, whereas Team L reported 12 issues. The probability value (p) ranges from 0.59 

to 0.71. Thus, the percentage of problems is ranging between 98% and 99%. This result is in 

line with Henninger (2000, p.228), which is that “contextualized guidelines are better than 

abstract or decontextualized ones’’. 
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Table 5.62: The performance of the sample size of HE evaluators according to the 

probability level of problem discovery in the first experiment 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(+) Double expert (^) Single expert (EV) Evaluator 

 

Table 5.63: The performance of the sample size of DSI evaluators according to the 

probability level of problem discovery in the first experiment 

 

 

 

 

 

 

 

 

 

 

(+) Double expert (^) Single expert (EV) Evaluator 

 

Moreover, the effects of the evaluators’ characteristics (double or single) have been 

confirmed in this study. The single expert evaluators were more efficient in discovering 

usability problems relating to design navigation and layout, whereas the double expert 

evaluators were more efficient in discovering usability problems relating to content quality, 

learning process and motivational factors; this is because they have expertise in this domain. 

In fact, the double evaluators discovered more problems than the single evaluators in each 

% of 

problems 

discovered 

Problem 

discovery 

rate (P) 

# of 

problems 

without 

repetition 

# of   

problems 

found  

 

Method 

Expert 

and 

type 

Group Website 

75%  

0.29 

 

10 

8 HE Ev. 1+  

G 

 

 

Skoool 

 

5 HE Ev. 2^ 

1 HE Ev. 3^ 

5 HE Ev. 4+ 

85%  

0.37 

 

13 

6 HE Ev. 1+  

J 

Academi

cEarth 6 HE Ev. 2^ 

7 HE Ev. 3+ 

4 HE Ev. 4^ 

83%   

0.35 

 

2 

1 HE Ev. 1+  

K 
BBC 

KS3bites

ize 

 

1 HE Ev. 2^ 

1 HE Ev. 3^ 

2 HE Ev. 4+ 

% of 

problems 

discovered 

Problem 

discovery 

rate (P) 

# of 

problems 

without 

repetition 

# of   

problems 

found  

 

Method 

Expert 

and 

type 

Group Website 

98%  

0.59 

 

33 

21 DSI Ev. 1+  

H  

Skoool 

 15 DSI Ev. 2^ 

13 DSI Ev. 3+ 

15 DSI Ev. 4^ 

98%  

 

0.64 

 

 

 

29 

11 DSI Ev. 1+  

I 

 

Academi

cEarth 

 

10 DSI Ev. 2^ 

9 DSI Ev. 3^ 

12 DSI Ev. 4+ 

99%  

0.71 

 

12 

6 DSI Ev. 1+  

L 

BBC 

KS3bites

ize 

 

6 DSI Ev. 2^ 

7 DSI Ev. 3+ 

5 DSI Ev. 4^ 
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method and overall. This in line with Nielsen (1992a) when he stated, “usability specialists 

with expertise in the specific kind of interface being evaluated did much better than regular 

usability specialists without such expertise, especially with regard to certain usability 

problems that were unique to that kind of interface”. Furthermore, Table 5.64 shows that the 

double evaluators discovered more problems by using two methods. It can be seen that four 

double evaluators found proportions of usability problems of between 42% and 72%. The 

result of this experiment is not dissimilar to the results of previous studies that have found 

double evaluators discovering between 74% and 87% of usability problems (Nielsen and 

Molich, 1990); (Nielsen, 1992a). Moreover, it can be seen that four single evaluators found 

proportions of usability problems of between 26% and 66%. This result also is in line with  a 

previous study that found five single evaluators finding 51% of the known usability problems 

(Nielsen, 1992a). It was concluded  from Table 5.64 that the results of the single experts, 

who used DSI method, provided results approaching or outperforming effectiveness of the 

double experts, who used HE. This mean the DSI improves the evaluator’s performance.  

 

 

Table 5.64: Results of effecting double evaluators in the first experiment 
  # Evaluator  Method type # problems found Total average proportion  

E
d

. 

D
o

m
ai

n
 4 double HE 29 42% 

4 single HE 18 26% 

4 double DSI 70 72% 

4 single DSI 60 66% 

 
 

For more examination this issue, the Sample Size Calculator was used for HE and DSI 

methods. Table 5.65 was produced after determining the calculator (p) value (from Tables 

5.62 and 5.63, the p average = 0.33 for HE and 0.64 for DSI) and the targeted percentages 

(P). This calculator suggests that 11 evaluators are needed to discover 99% for HE but only 

4 evaluators for DSI, and from 4 to 5 evaluators for HE and 1 to 2 evaluators for DSI are 

needed to discover from 80% to 85% of the total usability problems. This result agrees and 

is in line with Nielsen’s claim that 4±1 users are enough to discover from 80% to 85% of all 

usability problems (Nielsen and Molich, 1990); Nielsen, 2000; (Turner et al., 2006, Nielsen, 

2000b); (Hwang and Salvendy, 2010). In conclusion, the effects of the evaluators’ 

characteristics (double or single) have been confirmed in this study. This result is in line with 

a previous study when Nielsen (1992a) stated that the “effectiveness of HE can be 

substantially improved by having usability specialists as evaluators”. Also, the effect of using 
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different methods by evaluators (i.e. HE and DSI) has been confirmed in this study, and this 

result is in line with a previous study (Hertzum and Jacobsen, 2001) . 

Table 5.65: The required number of evaluators for both methods based on Sample Size 

Calculator in the first experiment 
The targeted percentage The required number of 

evaluators for HE 

The required number of 

evaluators for DSI 

99% 11 4 

95% 7 3 

90% 6 2 

85% 5 2 

80% 4 1 
 

 

 

 Social networks websites 
 

 

In the second experiment, 25 users were recruited for UT for each website’s group (total 75 

users) and 3 evaluators for each method’s group (total 6 evaluators). Consequently, the UT 

results for each group were divided into two teams. The first team consists of the results of 

20 users, whereas the second team consists of the results of 5 users for the same group. This 

means that there are 6 teams overall, three teams consisting of 20 users, and the other three 

teams consisting of 5 users for each website. The users in each team were chosen according 

to pick one after every five users. Each team was given the name M, N, O, P, Q and R, as 

shown the Table 5.66. To investigate the 3 evaluators rule, each evaluator group was given a 

name (S, T, U, V, W and X) and their results were analysed individually, as shown the Tables 

5.68 and 5.79.   

 

 Table 5.66: Sample size for UT according to the probability level of problem 

discovery in the second experiment 
Website Team name # Users # Issue 

found 

Mean 

found 

Problem 

discovery 

rate (P) 

Percentage of 

problems discovered 

Google+ Team M 5 43 7 0.03 15% 

Team N 20 198 9.9 0.1 88% 

LinkedIn

  

Team O 5 48 9.6 0.06 26.7% 

Team P 20 159 7.95 0.21 99.2% 

Ecademy

  

Team Q 5 35 8.6 0.09 37.6% 

Team R 20 123 6.5 0.18 98.2% 
 

 

For UT, the figures in Table 5.66 show that, in the Google+ website, Team M reported 43 

issues, whereas Team N reported 198 issues. In LinkedIn, Team O reported 48 issues; 

however, Team P reported 159 issues. Finally, Team Q in Ecademy reported 35 issues, but 
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Team R reported 123 issues. The highest overlap was 207 issues; it occurred between Team 

M, which tested 5 users and reported 43 issues, and Team N, which tested 20 users and 

reported 198 issues. The lowest overlap was 139 issues, between Teams Q and R. The whole 

study identified 79 critical issues, 6 catastrophic issues, 17 major issues, 25 minor issues and 

32 cosmetic issues. Furthermore, Nielsen (2000b) proclaims that 5 users are enough to catch 

80% of the problems on practically any website. However, our data in this experiment 

provide evidence to the contrary. When analysing samples of 5 users, in the best cases only 

37.6% of the total problems are found, i.e., not near the 80% objective. Moreover, when the 

problems of both groups were classified according to the 7 problem areas in this domain, the 

group of 5 users were more efficient in discovering problems relating to three areas, which 

were 'Layout and formatting', 'Content quality' and 'Accessibility and compatibility'. 

However, the group of 20 users were more efficient in discovering problems relating to four 

areas, which were 'User usability, sociability and management activities', 'Navigation system 

and search quality', 'Security and privacy' and 'Business support'. Furthermore, the problem 

discovery rate (p) was used again. The probability value (p) ranges from 0.03 to 0.21. Table 

5.66 shows that 5 users can find percentages of problems ranging between 15% and 37.6%. 

20 users can find percentages of problems ranging between 88% and 99.2%. Also, Sauro 

(2006) proposed an online system called the Sample Size Calculator to compute the sample 

size needed for discovering problems in a user interface as outlined by Lewis (2001). Thus, 

Table 5.67 was produced after determining the calculator (p) value (from Table 5.66, the p 

average = 0.11) and the targeted percentages (P). This calculator suggests that 40 users are 

needed to discover 99%, and from 14 to 16 users are needed to discover from 80% to 85% 

of the total usability problems. This result is not in line with Nielsen’s claim that 5 users are 

enough to discover from 80% to 85% of usability problems (Turner et al., 2006, Nielsen, 

2000b). Furthermore, the rule of 20 users provides optimal results, and it was able to discover 

90% of the total usability problems, and this finding in line with Faulkner (2003).  

 

 

Table 5.67: User number and problems discovered (percentage) for UT in the second 

experiment 
The targeted percentage The required number of users 

99% 40 

95% 25 

90% 20 

85% 16 

80% 14 
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For HE, the figures in Table 5.68 show that, Teams G1-S and G2-T reported 22 and 13 issues, 

respectively, whereas Team G3-U reported 12 issues. The probability value (p) ranges from 

0.08 to 0.1. Thus, the percentage of problems is ranging between 23% and 27%. This result 

is not in line with previous studies that claim 3 to 5 evaluators can discover 80% of usability 

problems (Nielsen and Molich, 1990); (Turner et al., 2006); (Hwang and Salvendy, 2010). 

For DSI, the figures in Table 5.69 show that Teams G1-V and G2-W reported 55 and 47 

issues, respectively, whereas Team G3-X reported 33 issues. The probability value (p) ranges 

from 0.55 to 0.97. Thus, the percentage of problems is ranging between 90% and 99%.  

 

Table 5.68: The performance of the sample size of HE evaluators according to the 

probability level of problem discovery in the second experiment 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

 (+) Double expert (^) Single expert (EV) Evaluator 
 

 

Table 5.69: The performance of the sample size of DSI evaluators according to the 

probability level of problem discovery in the second experiment 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

(+) Double expert (^) Single expert (EV) Evaluator 
 

% of 

problems 

discovered 

Problem 

discovery 

rate (P) 

# of 

problems 

without 

repetition 

# of   

problems 

found  

 

Method 

Expert 

and 

type 

Group Website 

 

27% 

0.1  

22 

 

6 HE Ev.1+  

G1-S 

 

Google+ 5 HE Ev. 2^ 

11 HE Ev. 3+ 

 

25% 

0.09  

13 

 

2 HE Ev. 1^  

G2-T 

 

LinkedIn 8 HE Ev.2+ 

6 HE Ev.3+ 

23% 

0.08 

12 

5 HE Ev.1+  

G3-U 

 

Ecademy 3 HE Ev.2^ 

4 HE Ev.3+ 

% of 

problems 

discovered 

Problem 

discovery 

rate (P) 

# of 

problems 

without 

repetition 

# of   

problems 

found  

 

Method 

Expert 

and 

type 

Group Website 

 

99% 

0.97  

55 

 

16 DSI Ev. 1^  

G1-V 

 

Google+ 33 DSI Ev.2+ 

17 DSI Ev.3+ 

 

98% 

0.73  

47 

 

24 DSI Ev.1+  

G2-W 

 

LinkedIn 8 DSI Ev.2^ 

27 DSI Ev.3+ 

90% 

0.55 
33 

 

6 DSI Ev.1^  

G3-X 

 

Ecademy 28 DSI Ev.2+ 

23 DSI Ev.3+ 
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Another interesting observation is that, the single expert evaluators were more efficient in 

discovering usability problems relating to layout, formatting, navigation and search, and 

content quality, whereas the double expert evaluators were more efficient in discovering 

usability problems relating to business support, user usability, sociability and management 

activities; this is likely to be  they know, based on their expertise, the factors that lead to the 

success of websites in this domain. In fact, the double evaluators discovered more problems 

than the single evaluators in each method and overall. This in line with Nielsen (1992a) when 

he stated, “usability specialists with expertise in the specific kind of interface being evaluated 

did much better than regular usability specialists without such expertise, especially with 

regard to certain usability problems that were unique to that kind of interface”. Furthermore, 

Table 5.70 shows that the double evaluators discovered more problems using each method. 

It can be seen that two double evaluators found proportions of the usability problems of 

between 65% and 85%. This result is in line with previous studies that found double 

evaluators discovered between 74% and 87% of usability problems (Nielsen and Molich, 

1990); (Nielsen, 1992a), and is stated in Nielsen (1992a)  (Nielsen, 1992a) thus, “for the 

double specialists, it is sufficient to use between two and three evaluators to find most 

problems between 81% and 90%”. It was concluded from Table 5.70 that the results of the 

single experts, who used DSI method, provided results approaching or outperforming 

effectiveness of the double experts, who used HE. This mean the DSI improves the 

evaluator’s performance. This is also the case when Nielsen and Landauer (1993) found that 

“evaluators with usability expertise found many more problems in a heuristic evaluation than 

evaluators without such expertise and then evaluators with double expertise”.Consequently, 

the effects of the evaluators’ characteristics (double or single) have been also confirmed in 

the second experiment. 

 

Table 5.70: Results of effects of double evaluators in the second experiment 
  # Evaluator  Method type # problems found Total average proportion  

S
o

ci
al

. 

D
o

m
ai

n
 2 double HE 44 65% 

1 single HE 16 17% 

2 double DSI 152 85% 

1 single DSI 30 48% 

 

 

With regard to the Sample Size Calculator, Table 5.71 was produced after determining the 

calculator (p) value (from Tables 5.68 and 5.69, the p average = 0.09 for HE and 0.75 for 
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DSI) and the targeted percentages (P). This calculator suggests that 17 evaluators are needed 

to discover 80% for HE but only 1 evaluator for DSI, and from 20 to 24 evaluators for HE 

and 2 to 3 evaluators for DSI are needed to discover from 85% to 90% of the total usability 

problems. Again, this result is not in line with Nielsen’s claim that 4±1 evaluators are enough 

to discover from 80% to 85% of all usability problems for HE (Nielsen and Molich, 1990); 

(Turner et al., 2006, Nielsen, 2000b); (Hwang and Salvendy, 2010).  

 

Table 5.71: The required number of evaluators for both methods based on Sample Size 

Calculator in the second experiment 
The targeted percentage The required number of 

evaluators for HE 

The required number of 

evaluators for DSI 

99% 48 4 

95% 31 3 

90% 24 2 

85% 20 2 

80% 17 1 

 

 

5.7 Discussion and findings 

In this section the results of both experiments are explored, and the key outcomes highlighted. 

Also, the lessons learned will be outlined.  

5.7.1  Results and outcomes  
 

The key outcomes resulting from this experiment are as follows: 

1- The second, third and fifth objectives of this research are to construct the adaptive 

framework and to generate the domain-specific inspection (DSI) method for two domains 

by using the adaptive framework. For educational websites, steps of the adaptive 

framework were followed, and the DSI method and its checklist were built (see Appendix 

L4 and M2). It consists of five usability problem areas that were developed through the 

results of the users and experts in steps two and three. For social network websites, the 

steps of the adaptive framework were followed, and the DSI method and its checklist were 

built (see Appendix Q4 and R2). It consists of seven usability problem areas that were 

developed through the results of the users and experts.    

 

2- The forth objective of this research is to examine the performance of the DSI method in 

terms of discovering real usability problems and in terms of a set of UEM measures. 
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Another two methods, which were UT and HE, were involved in order to compare their 

results with DSI. The result of the first experiment has been clearly shown that DSI was 

able to find 76% of the real problems that were discovered by HE, and it was able to find 

46% of the real problems that were discovered by UT. DSI was able individually to reveal 

47% of the total number of real usability problems in this experiment, whereas UT and 

HE were able to reveal only 25% and 7% of the total number of real usability problems, 

respectively. The HE method did not perform as well as either DSI or UT, based on the 

number of usability problems discovered during this experiment. In terms of the second 

experiment, DSI was able to find 48% of the real problems that were discovered by HE 

and UT, and HE was able to find 12% of the real problems that were discovered by UT 

and DSI. UT was able to find 29% of the real problems that were discovered by DSI and 

HE. The HE method in the second experiment did not perform as well as either DSI or 

UT, based on the number of usability problems discovered. Consequently, this result 

between HE and UT in both experiments is in line with other studies (Jeffries and 

Desurvire, 1992); (Thyvalikakath et al., 2009). Also, DSI in both experiments was better 

at discovering catastrophic, major, minor and cosmetic real problems. The methods’ 

performances are statistically different; the statistical tests show that there is statistical 

significance in terms of the number of problems discovered and time spent. Thus, this 

finding confirms that UT is more powerful than HE. DSI improves these methods and the 

effort to propose the adaptive framework and create DSI could be a valuable contribution 

to the field of usability evaluation.  

 

     In terms of the performance metrics in both experiments, DSI was more efficient, 

thorough and effective in terms of identifying real problems relative to total time spent 

and in its ability to identify real usability problems relating to user interfaces than the other 

methods. UT is the second good method. HE delivered the worst result in identifying a 

sufficient number of real problems; however, it is the cheapest to use. Moreover, DSI is 

slightly more expensive than HE, although it is cheaper than UT. One expert commented 

that “DSI helps me to guide my thoughts in judging the usability of the website through 

clear guidelines that included all aspects of the social network/educational websites’ 

quality”.  As a result, it is unsurprising that the DSI method revealed a number of problems 

not discovered by the other two methods. The experts that used HE seemed to have their 
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confidence undermined whilst performing the evaluation; for example, one expert 

commented that “ when I performed the evaluation, I found no readily applicable heuristic 

within HE for performing some of the main functions in these social network websites, 

such as sociability, management activities, business support, and security and privacy”. 

Another said “ HE is no readily applicable heuristic for evaluating the main functions in 

educational websites, such as Educational process and management”. Consequently, HE 

performed poorly in discovering problems. The UT method performed modestly against 

DSI, and well against HE, based on the number of problems identified. Thus, the findings 

indicate that it is essential to conduct UT in conjunction with HE, in order to address the 

shortcomings of these methods; rather, to avoid wasting money, an alternative that is well-

developed, context-specific and capable, such as the one generated here for the social 

network domain and educational domain, should be employed. Furthermore, the adaptive 

framework provided optimal results regarding the identification of comprehensive 

‘usability problem areas’ on the educational and social network websites, with minimal 

input in terms of cost and time spent in comparison with the employment of the other two 

usability evaluation methods. The framework was used here to generate DSI, which 

helped to guide the evaluation process as well as reducing the time that it would have 

taken to identify these usability issues through current evaluation methods. In terms of the 

definition of missed problem given by Cockton and Woolrych (2002), we can consider 

that the problems found by any one method and not found by the others as being missed 

problems. From this standpoint, DSI missed discovering 28 real usability problems in the 

first experiment. However, HE and UT missed 77 and 56 real usability problems, 

respectively. In the seconed experiment, DSI missed discovering 80 real usability 

problems. However, HE and UT missed 149 and 117 real usability problems, respectively. 

The above findings facilitate decision-making with regard to which of these methods to 

employ, either on its own or in combination with another, in order to identify usability 

problems on educational websites or social network websites. The selection of the method 

or methods will depend on the types of problem good identified by each of them. In 

conclusion, DSI improves usability evaluation methods (UEMs) and the effort to propose 

the adaptive framework and hence to create DSI for a particular area could be a valuable 

contribution to the field of usability evaluation. 
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3- The sixth objective is to investigate the role of the number of evaluators and users needed 

in usability studies. In the first experiment, two rules were examined, which were the 10±2 

rule for UT and the 4±1 rule for HE and DSI. For user sample size (UT), the 8 users found 

percentages of usability problems ranging between 80% and 92%, whereas the 12 users 

found percentages of usability problems ranging between 98.8% and 99.4%. The average 

of the probability value for UT was calculated (p = 0.28), and the Sample Size Calculator 

was used. The results reveal that 14 users are needed to discover 99%, and from 5 to 6 

users are needed to discover from 80% to 85% of the total usability problems. This result 

is in line with Nielsen’s claim that 5 users (the magic number) are enough to discover 

from 80% to 85% of all usability problems. For evaluator sample size (HE and DSI), it 

was difficult to recruit 5 evaluators for each group. So, 4 evaluators were recruited. The 

results show that the percentage of problems for four evaluators with HE ranges between 

75% and 85%. However, the percentage of usability problems found by four evaluators 

with DSI ranges between 98% and 99%. Again, the average probability value for HE was 

calculated (p = 0.33), and the Sample Size Calculator was used. The results reveal that 11 

evaluators are needed to discover 99% for HE, and that 4 to 5 evaluators are needed to 

discover from 80% to 85%, of the total usability problems. On the other hand, the average 

probability value for DSI was calculated (p = 0.64), and the Sample Size Calculator was 

used. The results reveal that 4 evaluators are needed to discover 99% for DSI and 1 to 2 

evaluators are needed to discover from 80% to 85%, of the total usability problems. Thus, 

these results confirm Nielsen’s claim that 4±1 evaluators are enough for HE to discover 

from 80% to 85% of usability problems (Nielsen and Molich, 1990).   

 

     In the second experiment, two rules were examined, which were the 5 and 20 rule for UT 

and the 3 rule for HE and DSI. For user sample size (UT), the 5 users found percentages 

of usability problems ranging between 15% and 37.6%, whereas the 20 users found 

percentages of usability problems ranging between 88% and 98.2%. For more 

examination of this issue, the average of the probability value for UT was calculated (p = 

0.11), and the Sample Size Calculator was used. The results reveal that 20 users are needed 

to discover 90%, and from 14 to 16 users are needed to discover from 80% to 85% of the 

total usability problems. This result is not in line with Nielsen’s claim that 5 users (the 

magic number) are enough to discover from 80% to 85% of all usability problems. For 
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evaluator sample size (HE and DSI), the results show that the percentage of problems for 

three evaluators with HE ranges between 23% and 27%. However, the percentage of 

usability problems found by three evaluators with DSI ranges between 98% and 99%. For 

more examination of this issue, the average probability value for HE was calculated (p = 

0.09), and the Sample Size Calculator was used. The results reveal that 24 evaluators are 

needed to discover 90% for HE, and that 17 to 20 evaluators are needed to discover from 

80% to 85% of the total usability problems. On the other hand, the average probability 

value for DSI was calculated (p = 0.75), and the Sample Size Calculator was used. The 

results reveal that 2 evaluators are needed to discover 99% for DSI, and 1 evaluator is 

needed to discover 80% of the total usability problems. Thus, the results of the Sample 

Size Calculator are in line with the results in this experiment. Also, the results in this 

experiment for the both methods refute Nielsen’s claim that 4±1 evaluators are enough to 

discover from 80% to 85% of usability problems (Nielsen and Molich, 1990).   

 

In conclusion, it can be seen that the sample size can impact on evaluation results and so 

it should be considered before starting any usability studies. However, it is difficult to 

identify specific sample size for finding all usability problems. 

 

4- The seventh objective is to investigate the relationships amongst the usability measures 

used. This study confirms statistically that there is a relationship between number of 

usability found and time spent by the users or evaluators. This means that when 

participants spend more time, they will discover more problems.  

 

5- In terms of evaluator effect, the types of evaluator (single and double) played a role in 

affecting the evaluation results. In the first experiment, the single evaluators in HE 

discovered 18 problems, but the double evaluators discovered 29 problems. Furthermore, 

the single evaluators in DSI discovered 60 problems, whereas the double evaluators 

discovered 70 problems. In the second experiment, the single evaluators in HE discovered 

16 problems, but the double evaluators discovered 44 problems. Furthermore, the single 

evaluators in DSI discovered 30 problems, whereas the double evaluators discovered 152 

problems. Another effect is the methods that were used by the evaluators. The results show 

that the performance of the evaluators in discovering problems was affected, so there were 

differences in terms of problem discovered between the evaluators’ groups who evaluated 



Chapter 5: Results  

 

186 

 

the same website (but they used different methods). Thus, the effect of using different 

methods on the part of the evaluators (or recruiting different evaluator types) has been 

confirmed in this study, and these results are in line with previous studies (Nielsen, 

1992a); (Hertzum and Jacobsen, 2001).  

 

5.8   Conclusion 

This chapter analysed and discussed the collected data for the both experiments. Contrary to 

most efforts to construct and test enhanced usability methods, our work here has made 

explicit the process for so doing. The adaptive framework includes the views of users and 

usability experts to help generate a context-specific method. The work presented here 

illustrates and evaluates this process for the generation of the DSI method to assess the 

usability of educational and social network websites. DSI outperformed both HE and UT, 

even when taken together. This clearly represents a step in the right direction. The next 

chapter will discuss and compare the findings of the two experiments in more detail. Also, 

the research question will be answered.  
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Chapter 6: Discussion and 

Recommendations 
 
 

6.1 Introduction  

This chapter explores and discusses the results of the research presented in Chapters 5. It 

commences with the aims and objectives of the research referred to in Chapter 1 followed by 

a comparison of the results achieved in Chapters 5 with those of the Literature Review 

presented in Chapter 2. As far as the researcher is aware, this is the first study of its kind to 

develop the adaptive framework to generate the domain specific inspection (DSI) method. 

Throughout the thesis a combination of research methods were used to build the adaptive 

framework and to validate practically this framework by generating a DSI method for 

assessing the usability attribute. In addition, two evaluation methods were employed to 

validate the generated DSI method for both educational domain and social networks domain 

in terms of a set of measurements.  

 

This research has achieved its aim by answering the research question and developing and 

testing the adaptive framework for evaluating the usability of a selected product, as presented 

in Chapter 3, to address a specific gap in the literature regarding the lack of a methodological 

framework that can be used systematically to generate a domain-specific evaluation method, 

which can help to improve the current usability evaluation methods and usability assessment 

process. Significant knowledge has been gained in this research within the context of its 

results and outcomes, which can be categorised into four important sections. The first area is 

the effectiveness of the chosen usability evaluation methods, as shown in Section 6.2. In this 

section, the research question will be answered. The second area is the usefulness of the 

adaptive framework (Section 6.3). The third area is identification the sample size required 

for DSI, HE, and UT based on the result of this research (Section 6.4). The fourth area is the 

set of recommendations (Section 6.5). These four areas will be discussed below in further 

detail. 
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6.2 The Effectiveness of the chosen usability evaluation 

methods 

This research has employed three evaluation methods, namely, heuristic evaluation (HE), 

usability testing (UT) and domain specific inspection (DSI). The HE and UT methods have 

been employed in different research contexts with a view to measuring website usability, and 

has found strengths and weaknesses for each method (as mentioned in sections 2.3.2.1 and 

2.3.2.2). Briefly, previous studies recommend conducting UT with HE, as each complements 

the other (Nielsen, 1992a);  other studies emphasise the importance of developing UEMs as 

a matter of priority in order to increase their effectiveness and to identify the most acceptable 

approach for assessing such interactions (Hertzum, 2006). Also, Nielsen (1992a) pointed out 

that the best way to improve the HE is by using a double evaluator when he noticed that the 

number of usability problems uncovered is significantly greater than with a regular specialist. 

However, this will make using HE more difficult and expensive regarding to the struggle 

recruiting sufficient number of double evaluators and the cost of hourly work rate.  

Furthermore, other studies recommend using certain methods to reveal certain types of 

problems (Doubleday et al., 1997). The lack of an adaptive methodological framework that 

can be used to generate a domain-specific evaluation method, which can then be used to 

improve the current usability methods, represents an area lacking in usability testing. 

Therefore, this research aims to improve UEMs through developing adaptive framework. In 

the context of this research, the two experiments have produced a number of interesting 

results in terms of the set of measurements associated with each method. In order to provide 

greater detail, the following section will discuss and compare the research findings with a 

number of findings from the current literature. 

 

6.2.1 Time spent 

Time spent is the metric most often used to measure the efficiency attribute. It indicates the 

time spent by evaluators or users to complete their work (in minutes or hours). In this 

research, two experiments were conducted; the first on three educational websites and the 

second on three social network websites. In terms of employing the three methods in the first 

experiment, the average time taken for undertaking the three evaluations were: using HE, 

24.25 minutes, and, using DSI, 42.58 minutes; whereas the UT average was 99.33 minutes. 
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Statistically, the differences among the methods’ performance in terms of time spent was 

examined. The kruskal wallis test was used; this revealed a significant difference between 

the three methods in terms of time spent on identifying usability problems where p < 0.05, 

as shown in Table 5.56. Furthermore, the cost of employing the formula was applied, as 

mentioned in Chapter 2, which included time spent on evaluation, testing, collecting and 

analysing the data, as shown in Table 5.59. The results showed that HE cost $1,017, DSI cost 

$1,206 and UT cost $3420. In this regard, the research question is answered when the results 

show that there are differences between DSI, HE and UT in terms of time spent and 

employment costs. Based on the above results HE less time consuming and is cheaper than 

DSI and UT. However, DSI consumes less time and is cheaper than UT.  

In terms of the second experiment, the average time spent conducting the three evaluations 

using HE was 56 minutes and using DSI was 72 minutes, whereas the UT average was 392.66 

minutes. Statistically, the differences among the methods’ performance in terms of time spent 

were examined. The kruskal wallis test was used, which revealed a significant difference 

between the three methods in terms of time spent on discovering usability problems, where 

p< 0.05, as shown in Table 5.57. Furthermore, the cost of employing the formula was applied, 

as mentioned in Chapter 2, which included time spent on the evaluation, testing, collecting 

and analysing the data as shown in Table 5.59. The results showed that HE cost $706.66, DSI 

cost $863.33, and UT cost $4275.  In this regard, DSI is less time consuming and cheaper 

than UT. However, the HE is less time consuming and is slightly cheaper than DSI. Then the 

research question is clearly answered in both experiments.  

With regard to comparing the above findings with those of previous studies, many studies 

have reported that UT costs more money and time than HE, as shown in Table 6.1. It is clear 

that the differences in the results of HE and UT amongst these studies relate to various 

factors, such as the differences in the experience of the number users and experts who are 

involved in those studies, their characteristics, tools used, the tested products, plus time spent 

on setting up, designing, collecting and analysing the data. In conclusion, the results of this 

research are in line with these studies. Thus, the adaptive framework has proved successful 

in generating DSI methods in two different domains, in terms of cost and time compared to 

UT. The differences between DSI and HE in terms of cost of employing are slight; thus, this 

framework is able to generate a discount method.   
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Table 6.1: Cost of employing usability evaluation methods  (Hasan, 2009) 
Previous study UT HE DSI 

(Doubleday et al., 

1997) 

125 hours 
This time included 25 hours 

conducting 20 users’ 

sessions, 25 hours of 
evaluator time supporting 

during users’ sessions and 

75 hours of statistical analysis 

33.30 hours 
This time included 6.25 hours of 

five experts’ time in the 

evaluation, 6.25 hours of 
evaluators’ time taking notes and 

21 hours transcription of the 

experts’ comments and analysis 

 

(Jeffries et al., 1991) 199 hours 
This time was spent on analysis. 

Six subjects 

participated in this study 

35 hours 
This time was spent on learning 

the method and on becoming 

familiar with the interface under 
investigation (15 hours) and on 

analysis (20 hours). Four 

usability specialists conducted 
this method. 

(Law and 

Hvannberg, 2002) 

200 hours 
This time was spent on the 

design and application of this 

method. Ten subjects 

participated in this study. 

9 hours 
This time was spent on the 

design and conduction of this 

method by two evaluators 

(Hasan, 2009) 326 hours 
This time included 136 hours 
setup and designing, 20 hours 

collecting data from 

20 users’ sessions, and 170 
hours analysing the data 

247 hours 
This time included 128 hours 
setup and designing, 15 hours 

collecting data from  five web 

experts, and 104 hours analysing 
the data 

In this 

research 

First 

experiment 
50 hours 
This includes the time spent by 

20 users (5 hours), 30 hours 

collecting data from the 
evaluation sessions, 15 hours 

analysing the data. 
 

30.5 hours 
This includes the time spent by 8 

evaluators (4.7 hours), 7.8 hours 

collecting data from the 
evaluation sessions, and 18 hours 

analysing the data. 
 

37.2 hours 
This includes the time 

spent by 8 evaluators (8.4 

hours), 9 hours collecting 
data from the evaluation 

sessions, and 19.8 hours 

analysing the data. 
Second 
experiment 

74.53 hours 
This includes the time spent by 

25 users (19.63 hours), 36 hour 

collecting data from the 
evaluation sessions, 18.9 hours 

analysing the data. 
 

 

21.2 hours 
This includes the time spent by 3 

evaluators (8.3 hours), 6 hours 

collecting data from the 
evaluation sessions, and 9.9 

hours analysing the data. 

25.9 hours 
This includes the time 

spent by 6 evaluators 

(10.6 hours), 3.9 hours 
collecting data from the 

evaluation sessions, 11.4 

hours analysing the data. 

 

However, it is important to take into consideration the time taken to develop the DSI method 

which is called fixed cost. In fact that the DSI method has two costs, which are a fixed cost 

and a variable cost. The fixed cost is the cost of applying the adaptive framework to develop 

the DSI method. The variable cost is the cost of applying the newly developed DSI method 

on a specific website. However, the HE and UT have just the variable cost which is the cost 

of applying each method on a specific website. The results in Table 6.1 did not include the 

time or the fixed cost of developing the DSI methods for the educational and social network 

domains. It shows just the variable costs for each method. Table 6.2 shows the fixed cost for 

DSI and the variable costs of other methods. The last column in this table shows the total 

time spent on applying the adaptive framework and the time spent on applying HE and UT. 
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It is clear that DSI is more expensive than HE and UT in terms of the fixed cost in developing 

DSI for the targeted domains. Thus, using HE and UT to evaluate one website is better than 

applying the adaptive framework for generating the DSI method and then to use the DSI in 

evaluating one website only. This is due to that the fixed cost of DSI plus its variable cost 

will be much higher (7 weeks + time spent on using DSI to evaluating a website) than the 

HE (1 week which is the time spent on using HE to evaluating a website) and UT (4 weeks 

which is the time spent on using HE to evaluating a website). However, if there are four 

websites and they are all evaluated, applying the adaptive framework will be much cheaper 

than using UT four times (4 weeks * 4 times = 16 weeks by using UT, whereas DSI = just 7 

weeks + time spent of evaluation). If there are 8 websites, applying the adaptive framework 

will be much cheaper than using HE 8 times (1 weeks * 8 times = 8 weeks by using HE, 

whereas DSI = just 7 weeks + time spent of evaluation). This means that using the adaptive 

framework for evaluating a number of websites will be better than using traditional 

evaluation methods. Consequently, it is clear that while the process for constructing the DSI 

can take considerable time, once the DSI is constructed, it is relatively faster, cheaper and 

more productive at discovering usability problems. 

 

Table 6.2: Time spent for developing DSI methods versus other methods 

 
Methods 

 

Steps of the 

adaptive 

framework 

Time spent Total 

of 

weeks  
Step 1 Step 2 Step 3 Step 4 

literature 

review 

Context 

meeting 

User testing 

(user input) 

Focus group 

(expert input) 

Draw up 

DSI 

F
ir

st
 a

n
d
 S

ec
o
n
d
  
  
  
  
  
  
  
  

E
x
p
er

im
en

ts
 

V
a

ri
a

b
le

 c
o
st

 HE  

1 week 

 

N/A 

 

N/A 

 

N/A 

 

N/A 

1 week 

UT  

2 weeks 

 

Two hours 

for meeting 

session with 

5 users for 

identifying 

users and 

tasks 

2 weeks for 

setting up + 

conduct big 

experiment with 

20 users 

N/A  

N/A 
4 weeks 

F
ix

e
d

 c
o

st
 

DSI  

 

3 weeks 

1 week for 

setting up + 

conduct mini- 

testing with 10 

users  

1 week for 

recruiting 5 

experts + 

preparing 

material + 

conducting 

discussion 

2 week for 

establishing 

a DSI and 

its checklist 

7 weeks  

* N/A= Not applicable 
 

 

Furthermore, Figure 6.1 shows the fixed cost and the variable costs for the three methods on 

the educational websites as real example. It is clearly seen that the fixed cost for the DSI 
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method is much higher (7 weeks) than others methods. So, if the DSI is used to evaluate only 

one website, it will be there a high fixed cost (7 weeks) and low variable cost (41 minutes) 

which together will be still higher than one variable cost from other methods (25 minutes for 

HE and 2 hours for UT). However, if there are three websites that will be evaluated by DSI 

method, it will be effectively saving the fixed cost due to that there is no needed to do all 

steps from scratch all times ( 7 weeks + 41 minutes+ 45 minutes+ 42 minutes) . In other side, 

there is big variable cost all times when other methods are used for evaluating three websites 

and more ( 25 minutes + 21 minutes + 27 minutes for HE and 2 houres + 1 hour and 46 

minutes + 1 hour and 60 minutes). The above calculations will be a clear difference when 

they are ten or more websites evaluated. 

  

Figure 6. 1:Comparing between the fixed cost and the variable cost for the three methods 

 



 Chapter 6: Discussion and Recommendations 

193 

 

 

6.2.2 Number of problems 

This is the most important measure that can be used to assess the effectiveness of usability 

evaluation methods (UEMs). After reporting the identified usability problems, they then need 

to be rated in terms of their priority for fixing. However, any problem that is discovered by 

a non-real user (e.g. evaluator) must be examined in order to identify whether the problem is 

a real problem or a false positive problem. In the first experiment, HE revealed 25 problems, 

DSI revealed 74 problems, whereas UT revealed 41 real problems, as shown in Figure 5.3. 

When the falsification test was conducted, on the problems revealed by HE and DSI, HE 

revealed 25 real problems, whereas DSI revealed 61 real problems, as shown in Figure 5.3.  

In order of priority for the identified problems to be fixed, Table 5.39 shows that HE was not 

able to identify any catastrophic problems; however, it was able to identify 1 major, 2 minor 

and 3 cosmetic problems. DSI was able to identify 6 catastrophic, 7 major, 18 minor and 11 

cosmetic problems that were not revealed by the other methods. UT was not able to discover 

any major problems; however, it discovered 1 catastrophic, 5 minor and 16 cosmetic 

problems. Statistically, the differences among the methods’ performances, in particular with 

regard to the problems found, were examined. The kruskal wallis test was used, thus, the 

results found significant differences between the results of the three methods, where  p < 

0.05, as shown in Table 5.49. In this regard, the research question is answered when the 

results show that there are differences between DSI, HE and UT in terms of the number of 

usability problems found and their severity. Based on the above results DSI discovered more 

real usability problems with high severity than HE and UT. 

In the second experiment, HE revealed 55 problems and DSI revealed 119 problems, whereas 

UT revealed 79 real problems, as shown in Figure 5.4. When the falsification test was 

undertaken on the problems revealed from HE and DSI, HE revealed 47 real problems, 

whereas DSI revealed 116 real problems, as shown in Figure 5.4. In terms of priority of the 

identified problems in order to fixing, Table 5.40 shows that HE was able to identify 1 

catastrophic problem, 4 major, 11 minor and 8 cosmetic problems. However, DSI was able 

to identify 6 catastrophic, 24 major, 34 minor and 29 cosmetic problems that had not been 

revealed by the other methods. UT was able to identify 7 catastrophic, 11 major problems, 

17 minor and 21 cosmetic problems. Statistically, the differences among the methods’ 

performances, particularly with regard to the problems found, were examined. The kruskal 
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wallis test test was used; the results found significant differences between the results of the 

three methods, where p < 0.001, as shown in Table 5.53. In this regard, the DSI method 

outperforms HE and UT in terms of the number of usability problems found and their 

severity. Based on the above results, the research question is answered when the results of 

both experiments show that there are differences between DSI, HE and UT in terms of the 

number of usability problems found and their severity.     

With regard to comparing the above findings to those of previous studies, it was found that 

HE identifies more usability problems compared to UT (Jeffries et al., 1991);  (Doubleday et 

al., 1997); (Fu et al., 2002); (Jeffries and Desurvire, 1992); (Desurvire et al., 1992a); 

(Desurvire et al., 1992b); (Law and Hvannberg, 2002); (Hasan, 2009). However, our results 

are not in line with their findings. The reason behind their findings is that they used HE to 

evaluate most parts of the interfaces, whereas they used UT to perform only specific tasks 

when users interacted with the interfaces (Hasan, 2009). Thus, it is unsurprising that HE 

identified more problems. Furthermore, according to previous research, HE is more effective 

than UT in identifying uniquely minor problems, whereas UT was more effective than HE in 

uniquely identifying major problems (Law and Hvannberg 2002). Moreover, they reported 

that UT is more accurate and objective than HE. The results obtained in this research are in 

line with these findings. In this regard, many studies recommended the use of both methods, 

as they are complementary (Nielsen, 1992a); (Law and Hvannberg, 2002); (Jeffries and 

Desurvire, 1992); (Jeffries and Desurvire, 1992); (Fu et al., 2002); (Kantner and Rosenbaum, 

1997); (Mack and Nielsen, 1994). In this research, the results of UT and HE in both 

experiments confirm conducting UT with HE in order to overcome the shortcomings of each 

method. However, DSI, as created from the proposed adaptive framework, refutes this 

recommendation. In conclusion, the adaptive framework was successful in generating the 

DSI methods for the two domains, as it proved superior in identifying real usability problems 

with high severity and without the need to conduct UT or HE in parallel. These findings 

answered the research question. Thus, this framework is able to generate a productive and 

powerful method.  

 

6.2.3 Usability metrics  

There are various usability metrics; however, efficiency, thoroughness, validity and 

effectiveness were the metrics used in this research, as mentioned in sections 2.4.4. In terms 
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of the efficiency of the three methods assessed through the three websites in the first 

experiment, the efficiency formula was used by dividing the numbers of usability problems 

detected by the total time spent, as mentioned in Chapter 2. The results showed that the 

efficiency average score of HE was 0.4, DSI was 0.6, and UT was 0.4, as shown in Table 

5.58. Thus, DSI was more efficient than HE and UT. Furthermore, the thoroughness formula 

was used by dividing the number of real usability problems found by the total number of real 

usability problems, as mentioned in Chapter 2. The results showed that the thoroughness of 

HE was 0.3, DSI was 0.7, and UT was 0.5, as shown in Table 5.58. Therefore, DSI is more 

thorough than HE and UT in identifying real usability problems. Additionally, the validity 

formula was used by dividing number of real usability problems found by number of issues 

identified as a usability problem. The results showed that the validity of HE was 1, DSI was 

0.8, and UT was 1, as shown in Table 5.58. This means that HE and UT were slightly more 

valid than DSI in terms of identifying usability problems accuratelyin the first experiment. 

Moreover, the effectiveness formula was used by multiplication thoroughness to validity. 

The results showed that the effectiveness of HE was 0.3, DSI was 0.6, and UT was 0.5, as 

shown in Table 5.58. Therefore, DSI is more effective than HE and slightly more effective 

than UT in terms of identifying usability problems relating to the user interface. In this regard, 

the research question is answered when the results show that there are differences between 

DSI, HE and UT in terms of UEM performance metrics. Based on the above results, the DSI 

is more efficient, thorough, and effective than either HE or UT in terms of identifying real 

usability problems, and identifying usability problems relating to the user interface. 

However, HE and UT were slightly more valid than DSI in terms of identifying usability 

problems accurately.        

In the second experiment, the efficiency formula was used. The results showed that the 

efficiency of HE was 0.84, DSI was 1.7, and UT was 1.67, as shown in Table 5.58. Thus, 

DSI was more efficient than HE and slightly more efficient than UT. Furthermore, the 

thoroughness formula was used. The results showed that the thoroughness of HE was 0.12, 

DSI was 0.5, and UT was 0.4, as shown in Table 5.58. It can be seen that DSI was more 

thorough than HE and slightly more thorough than UT in identifying real usability problems. 

Additionally, the validity formula was used. The results showed that the validity of HE was 

0.7, DSI was 0.9, and UT was 1, as shown in Table 5.58. This means that UT was more valid 

than HE and slightly more valid than DSI in terms of discovering usability problems 
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accurately. Moreover, the effectiveness formula was used. The results showed that the 

effectiveness of HE was 0.1, DSI was 0.5, and UT was 0.4 as shown in Table 5.58. Therefore, 

DSI was more effective than HE and slightly more effective than UT in terms of identifying 

usability problems relating to the user interface. In this regard, the research question is 

answered when the results show that there are differences between DSI, HE and UT in terms 

of UEM performance metrics. Based on the above results, the DSI is more efficient, 

thorough, and effective than HE and UT in terms of identifying real usability problems and 

identifying usability problems relating to the user interface. Furthermore, DSI is more valid 

than HE in terms of identifying usability problems accurately; however, DSI is slightly less 

valid than UT in terms of discovering usability problems accurately.    

In conclusion, the adaptive framework was successful in generating DSI methods, which are 

more efficient, thorough and effective than either HE or UT. Hertzum (2006) aspired to 

develop UEMs in order to increase their effectiveness and efficiency and to identify the most 

acceptable approach for assessing such interactions; this research has achieved this goal.  

6.2.4 Usability problem areas 

A gap exists in some previous studies, as they failed to provide detail with regard to the 

specific usability areas that could be identified by UT and HE, or by any recently developed 

method (Hasan, 2009), particularly in the educational and social network domains; hence this 

research aims to address that gap. When the steps of the adaptive framework were applied 

on the educational and social network domains, five areas were identified in the former, and 

seven areas were identified in the latter. Each method was able to identify usability problems 

related to each problem area; these areas were used to provide a structure to explain and 

comprehend the identified usability problems. In the first experiment, the real problems were 

identified for the three methods after conducting the falsification test. Consequently, those 

problems were classified according to the identified usability problem areas for the 

educational domain, namely, user usability, motivational factors, content information and 

process orientation, learning process, and design and media usability. Table 5.54 shows that 

HE failed to expose any usability problems in two main areas, namely, motivational factors 

and learning process; furthermore it failed to identify a sufficient number of usability 

problems in the content information and process orientation areas. Moreover, UT performed 

better than DSI and HE in identifying usability problems in the user usability area but failed 
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to identify a sufficient number of usability problems in motivational factors and learning 

process. In contrast, DSI helped to identify large numbers of real usability problems in all 

usability areas on the three websites (61): 15 problems in user usability, 3 problems in 

motivational factors, 5 problems in content information and process orientation, 6 problems 

in learning process, and 32 problems in design and media usability. Overall, HE identified 

25 real usability problems: 15 problems in user usability, no problems in motivational factors, 

2 problems in content information and process orientation, no problems in learning process, 

and 8 problems in design and media usability. UT performed better in identifying usability 

problems (41) in all usability areas on the three websites: 23 problems in user usability, 2 

problems in motivational factors, 4 problems in content information and process orientation, 

2 problem in learning process, and 10 problems in design and media usability. Based on the 

above results, the research question is answered when the results show that there are 

differences between DSI, HE and UT in terms of finding usability problem areas. The DSI 

identified notably more usability problems in all five areas than either HE or UT.  

 

In the second experiment, the real problems were again identified for the three methods after 

conducting the falsification test. Consequently, those problems were classified according to 

the identified usability problem areas for the social network domain, namely, layout and 

formatting, content quality, security and privacy, business support, user usability, sociability 

and management activities, accessibility and compatibility, and navigation system and search 

quality. Table 5.55 shows that HE failed to expose any usability problems in three main 

usability problem areas: security and privacy, business support, and accessibility and 

compatibility. Furthermore, UT failed to identify a sufficient number of usability problems 

in the accessibility and compatibility area. Overall, DSI helped to identify large numbers of 

real usability problems in all usability areas on the three websites (116): 15 problems in 

layout and formatting, 25 problems in content quality, 8 problems in security and privacy, 4 

problems in business support, 40 problems in user usability, sociability and management 

activities, 4 problems in accessibility and compatibility, and 20 problems in navigation 

system and search quality. HE identified 47 real usability problems:  9 problems in layout 

and formatting, 4 problems in content quality, no problems in security and privacy, no 

problems in business support, 19 problems in user usability, sociability and management 

activities, no problems in accessibility and compatibility, and 15 problems in navigation 

system and search quality. UT performed better in discovering usability problems (79 in all 
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usability areas): 13 problems in layout and formatting, 12 problems in content quality, 4 

problems in security and privacy, 8 problems in business support, 19 problems in user 

usability, sociability and management activities, 2 problems in accessibility and 

compatibility, and 21 problems in navigation system and search quality. In this regard, the 

DSI method outperforms HE and UT in terms of identifying more problems in usability 

problem areas. Based on the above results, the DSI discovered sufficiently more usability 

problems in all seven areas than HE and UT.  

For a deeper analysis, the contents of the unique usability problems identified by UT and HE 

were compared to those of previous studies, UT identified usability problems related to user 

performance, a lack of clear feedback and help facilities, functionality and learnability 

problems, navigation, excessive use of complex terminology (technical jargon), 

inappropriate choice of font size, use of an inappropriate format for links, plus some 

consistency problems (Simeral and Branaghan, 1997); (Jeffries et al., 1991); (Doubleday et 

al., 1997); (Fu et al., 2002); (Law and Hvannberg, 2002); (Mariage and Vanderdonckt, 2001), 

(Hasan, 2009). However, HE identified usability problems related to interface features and 

interface quality, appearance or layout of an interface, inconsistencies with the interface, slow 

interface response time in displaying results, compatibility, security and privacy issues 

(Nielsen and Phillips, 1993); (Doubleday et al., 1997); (Nielsen, 1992a); (Law and 

Hvannberg, 2002); (Simeral and Branaghan, 1997); (Fu et al., 2002); (Tan et al., 2009); 

(Hasan, 2009). In this research, UT identified the majority of usability problems that related 

to user performance and links issues (i.e. misleading), as shown in Appendix N and S, 

whereas HE identified the majority of usability problems that related to interface features, 

and inconsistency problems with the interface, as shown in Appendix N and S. Consequently, 

the results of HE and UT are in line with those of previous research. Furthermore, DSI 

identified the usability problems identified by UT and HE but also identified problems related 

to interface quality, layout of an interface, compatibility, inappropriate choice of font size, 

and functionality and navigation, as shown in Appendix N and S. 

In conclusion, the above findings illustrate the effectiveness of the three methods in terms of 

their ability to identify specific usability problem areas. HE failed to identify any problems 

in some usability problem areas. In addition, HE was unable to consider the user's role in the 

evaluation process and thus could not identify the problems met in the testing session. UT 
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identified a sufficient number of problems in all usability problem areas. However, DSI 

identified more problems in all usability problem areas, and was able to consider the user's 

role in the evaluation process. These results can be seen as making a good contribution to the 

field of UEMs, as the increased effectiveness of the DSI method has been demonstrated. 

6.3 The usefulness of the adaptive framework 

The literature showed that the previous studies used UT and HE as the most common 

usability evaluation methods in the evaluation of such websites. Subsequently, many studies 

have recognised the importance of enhancing the current usability methods; thus, the 

literature review includes many frameworks and models that have been since been published 

to update usability evaluation methods (Alias et al., 2013); (Gutwin and Greenberg, 2000). 

However, these frameworks and models are not applicable to all products, as they were 

developed to address certain aspects of usability in certain areas (Coursaris and Kim, 2011). 

Furthermore, those studies did not describe the benefits or drawbacks of either HE or UT (in 

terms of the specific areas of the usability problem that they could or could not detect) 

(Hasan, 2009), particularly, in educational and social network websites. Moreover, those 

studies did not use a context-specific method, and consider expert and user perspectives 

together. Indeed, there is a clear need for an effective and appropriate methodology for 

evaluating the emerging domains/technology in order to measure their levels of efficiency, 

effectiveness and satisfaction, and ultimately to improve their quality. 

This finding and the criticality of website usability has encouraged the researcher to 

formulate the adaptive framework. This framework is applicable across numerous website 

domains. In other words, it is designed  to be capable of adapting to any website domain, and 

can be applied without the need to conduct UT. However, developing and testing a method 

is not a quick process and should involve a number of key stages. Chapter 3 discussed the 

adaptive framework and Section 4.4.8 discussed the validation phases for the adaptive 

framework. It has been clearly shown that the adaptive framework was able to generate the 

DSI method for both domains and was able to identify more real problems than either UT or 

HE. Furthermore, DSI proved better in discovering catastrophic, major, minor, and cosmetic 

real problems. It appeared to guide the evaluators’ thoughts in judging the usability of the 

website through clear guidelines that included all aspects of the educational and social 

network quality aspects of the websites, which were represented in the five and seven 



 Chapter 6: Discussion and Recommendations 

200 

 

usability areas; as a result, it is unsurprising that the DSI method revealed a number of 

problems not identified by the other two methods. One expert commented that ‘’the DSI 

method was appropriate for this task and its usability areas and terminology were more 

appropriate for the interfaces of the tested websites”. One more expert commented that ‘’from 

the first time I used the DSI method I had a doubt in the ability of the DSI, and now I feel 

more confident and willing to use it than before and this is due to its focused heuristics with 

classified problem areas’’. Also, this expert commented that ‘’before becoming involved in 

this experiment my opinion was all inspection methods are useless, however DSI helps to 

change my opinion because DSI is simple and able to find more problems’’. Another expert 

commented that ‘‘the DSI method was easy to remember and it was very focused on the 

problems associated with usability for these websites’’. The HE method did not perform as 

well as either DSI or UT, based on the number of usability problems discovered during both 

experiments. The experts that used HE appeared to have their confidence undermined whilst 

performing the evaluation; for example, one expert commented that ‘’when I performed the 

evaluation, I found no readily applicable heuristic in the HE for evaluating some of the main 

functions in the websites so I recommended to extend the current heuristics by adding some 

heuristics’’. Another expert commented that ‘’the HE is a good method, but it is so difficult 

to use and requires more knowledge’’. Another expert commented that ‘HE is helpful in 

general and DSI is an extremely helpful tool for the product that it is designed for’’. 

Consequently, HE performed poorly in identifying problems. The UT method performed 

modestly against DSI, and well against HE, based on the number of problems identified. 

Thus, the findings indicate that it is not essential to conduct UT in conjunction with HE in 

order to address the shortcomings of these methods; rather, to avoid wasting money, an 

alternative that is well-developed, context-specific and capable, such as has been generated 

here for educational and social networks domains, should be employed. Furthermore, the 

adaptive framework provided optimal results regarding the identification of comprehensive 

‘usability problem areas’ on the educational and social network websites, with minimal input 

in terms of cost and time spent in comparison with the employment of usability evaluation 

methods. Moreover, the DSI checklists developed from the adaptive framework as an 

adaptive tool for evaluating the usability of both domains support evaluators in the evaluation 

process. They also provide an opportunity for designers, developers, instructors and website 

owners to design an interactive interface, to assess the quality of existing systems, or to 
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choose the usability area(s) that they felt needed to be evaluated. Furthermore, they also 

afford anyone to adopt any area of usability or any principle to determine the usability 

problems related to the five or seven specific areas in both domains. 

In order to evaluate the usefulness of the adaptive framework, there are two approaches. The 

first approach is to redesign the tested websites and to repeat the data gathering process by 

using the DSI method. The second approach is to take into consideration the usability 

problem report for DSI from an owner perspective. The second approach was chosen because 

it was difficult to ask the owners to redesign their websites, and this approach was also related 

to the timeframe of this research. The usability problem reports (as shown in Appendix N 

and S) were sent by email to the website owners and included a set of questions to obtain 

qualitative data from their feedback about the usefulness of the problems discovered by DSI 

method as shown in Appendix Z. As mentioned in Section 5.6.3.3, the websites have been 

changed and their usability has been improved after the reports were received. Many 

problems were fixed and the majority of these problems were found when using DSI. Also, 

positive responses were received from some website owners as shown in Appendix U1 and 

U2. This indicates that the adaptive framework is useful in terms of discovering a set of real 

problems that have to be fixed as a matter of high priority. 

The adaptive framework provides steps on how to develop a domain-specific inspection 

method (DSI) and its checklist. The examples used in this research were in the domain of 

free educational and social networks websites, but the adaptive framework is general and can 

be used with other website domains. Based on the research results, it can be concluded that 

the adaptive framework is most valuable when evaluating many websites (based on the 

calculations in Table 6.2 and Figure 6.1, four website will be worth to use the adaptive 

framework). This means that if anyone wants to evaluate one website, it is better to use the 

traditional evaluation methods rather than the adaptive framework. Also, the adaptive 

framework is most valuable for dominant domains that are not too broad. Thus, it will not 

work if it is used to cover a domain that has number of websites that have different aims and 

massive features. For example, it will not work for evaluating whole topics of the science 

domain such as Biology, Astronomy, Chemistry, etc. Also, it will not work if the definitions 

and classifications of the chosen domain is not clear or identified. Additionally, it will not 

work on the websites that are out of the scope of the chosen domain. Additionally, this 
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framework will not work on the whole usability domain which including usability, 

accessibility, user experience (UX), and human factors. This due to that if all previous topics 

are considered, in the end it will find a huge data and many questions that will take more time 

and thus the study becomes too complex. For example, there is a needed to medical 

background, sensitive data about users and experts to obtain and analyse data for Web 

accessibility in terms of removing barriers that prevent interaction with, or access to websites, 

by people with disabilities. Also, it will not work on the too broad domain like human factor 

because it is umbrella term for numerous areas that has many areas related to human 

performance, technology, and design which they are out of the scope of the adaptive 

framework as mentioned in Section 1.5. Moreover, the step of the focus group or expert input 

(Step 3 in the adaptive framework) indeed can do work if it has data from previous steps 

which are user input (mini-user testing) and literature review. This is the reason that the 

expert input is the best to be in step three. Also, the second step of the user input or mini-user 

testing (Step 2 in the adaptive framework) offers more data about user experience that can be 

help to enrich the focus group session to formulate focused heuristics that are built based on 

the experiences of the real users and experts. 

 

In addition, the results of this research found that the DSI method in both domains failed to 

discover some problems that were discovered by UT and HE. Thus, the lessons that have 

been learned about how best to apply the framework is to apply it in the dominant domains 

that have clear definitions and classifications and thus it is easy to scoping these domains. 

Also, the selected websites should be relevant to the subject of study. Furthermore, it is good 

to recruit more users in the context meeting and focus group to give more information and 

feedback, and thus formulating more focused heuristics. Moreover, it is recommended to 

increase the number of tested websites in the mini-user testing (four websites at least) which 

will give the participants the opportunity to evaluate more websites in the chosen domain that 

have different interface designs and features. This will help to uncover more problems and 

thus formulate focused heuristics from these problems.The five points below illustrate the 

adaptive framework steps;  

 

1- Select clear and dominant domain. Then, select some websites that are relevant to the 

subject of study and in the scope of the chosen domain. Then, conduct extensive literature 

analysis to the related work on the selected domain. If there is limited literature or there is 
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no information, the content analysis with two experts is needed. This step helps to identify 

usability problem areas for the selected domain and to formulate specific heuristics and 

checklists for each usability problem area, as mentioned in the first step of the adaptive 

framework 'Development Step One' at Section 3.3. 

 

2- Conduct mini-user testing with a number of real users for the selected domain. Before 

testing the context meeting should be arranged and, based on its results, the task scenarios 

should be identified and designed. Also, the real users are identified and recruited. The 

tasks should be designed to cover the main functionalities of the domain, and simpler tasks 

should be first and then the more difficult ones should be added. The structured problem 

report should be used. Pilot testing should be conducted on these tasks to make sure that 

all tasks can be performed. Also, the observation method should be used during the mini-

user testing. Then, the mini-user testing is conducted. This step aims to learn from user 

error and behaviour to identify usability problem areas and also to formulate specific 

heuristics and to develop a checklist from the usability problems that are found by users, 

as mentioned in the second step in the adaptive framework 'Development Step Two’ at 

Section 3.3.  

 

3- Conduct a focus group with experts in the domain and in general usability to discuss issues 

arising from the above steps, and to incorporate the knowledge gained from experts to 

identify the usability problem areas and to formulate specific heuristics and checklists for 

each area. Reliability testing should be calculated to identify the final draft of usability 

problem areas between experts, as mentioned in the third step in the adaptive framework  

'Development Step Three’ at Section 3.3.  

 

4- Combine the results achieved from each step. Thus, all discovered usability problems from 

step two, usability areas from step three, and the formulated heuristics from step two and 

three are listed. Then, the listed heuristics from step two and three are analysed and 

filtered. At that point, filtered heuristics are categorised according to appropriate usability 

areas. Consequently, a DSI method is established with explanations. After that, the results 

that have been collected from step one, the discovered usability problems from step two, 

and meeting report from step three are combined and analysed to produce a set of elements 

under each heuristics. Thus, to develop the DSI checklist. Finally, pilot test should be 

conducted on DSI and its checklist to make sure that all part can be performed, as 
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mentioned in the fourth step in the adaptive framework  'Development Step Four’ at 

Section 3.3. 

To sum up, this study has addressed the relative effectiveness of the three methods for 

evaluating user interfaces, and offers some insights into each (see Table 6.3). Overall, DSI, 

as applied here, produced good results; it found the greatest number of real problems, 

including more of the most serious ones, than either HE or UT, and at only a minimally higher 

cost. For more explanation, DSI method will be too expensive if it is used to evaluate one 

website only. This is because that the fixed cost and variable cost for one website will be 

much higher than the variable cost for the other methods. However, DSI's cost will be less 

when it is used to evaluate many websites this is due to that the fixed cost will be one only 

(there is no needed to repeat the steps of the adaptive framework every time) and the variable 

cost will be calculated based on the number of the evaluated websites. Also, more time and 

resources are needed for building a DSI method. It also needs an expert user to use it. HE 

failed to identify a large number of the most severe problems; however, it was quite effective 

at identifying cosmetic and minor problems. UT is the most expensive method, yet it failed 

to identify some severe problems; however, it helped to discover general problems and it 

assists, as does DSI, in defining the users’ goals. Thus, these findings facilitate the decision-

making process with regard to which method to employ, either on its own or in combination 

with another, in order to identify usability problems on the applicable websites. The selection 

of methods will depend on the types of problems identified by each of them. For convenience 

a please see Table 6.3 that summarizes these points.
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Table 6.3: Summary of the study findings 
Method Advantages Disadvantages 

Usability 

Testing 

(UT) 

* Helps define and achieve users’ goals 

* Identifies the users’ real problems 

* Identifies recurrent and general real  

problems 

* Misses some severe real problems 

* High cost 

* Takes more time 

* Usually conducted under lab conditions 

Heuristics 

Evaluation 

(HE) 

* Identifies some real problems 

* Low cost 

* Misses some severe problems  

* Too general 

* Not readily applicable to many new  

domains 

Domain 

Specific 

Inspection 

(DSI) 

* Identifies many more real problems 

* Identifies more serious, major, minor and 

cosmetic real problems 

* Improves evaluator performance 

* Identifies the real users’ problems and 

helps define and achieve users’ goals 

* The cost of the DSI including the fixed 

cost and variable cost will be cheaper than 

the variable cost of other methods, if many 

websites will be evaluated. 

* Developing DSI method that is 

characterized to be focused and involved 

experiences of the real users and experts. 

 

* A little higher in cost than HE and cheaper 

than UT 

*  Slightly higher in terms of time than HE 

* More resources are needed for building a 

DSI method (e.g. reviewing literature and 

recruiting users and experts). 

* The DSI method consumes more time for 

validation (e.g. time for conducting 

experiment, collecting data, analysing 

results, and reporting the results). 

* Needs an expert user to use it with 

knowledge in using content analysis, user 

testing, focus groups, interviews and 

observation methods. Also, the researcher 

needs the skills of designing tasks and 

questions and managing a meeting or a 

discussion group. 

* For evaluating one website only, the fixed 

cost of the DSI is much higher than the 

variable cost of other methods. Thus, this 

method is better to use in evaluating many 

websites. 

* The adaptive framework does not work in 

the broad domains such as whole topics of 

the science domain, it works on the dominant 

domains that are not too broad.  

 

 
 

6.4 The identification of the sample size 

Many companies struggle with limited budgets, therefore, usability experts recommend 

recruiting only five participants for usability testing, rather than the large sampling needed 

for experimental research; however, some experts are opposed to this figure. Thus, this has 

led to the establishment of many rules, as mentioned previously in Section 2.4.1 , such as the 

10±2 rule, 20 users, and the 5 users for UT, and the 4±1 rule for HE (Hwang and Salvendy, 

2010); (Nielsen and Molich, 1990). This research aims to readdress this issue and to quantify 

the sample size required based on empirical studies conducted on two different domains. In 

addition, it seeks to measure the effects that different sample sizes have on the number of 

usability problems found. In this research, for the first experiment, 20 users for each website 
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(total 60 users) were divided into two teams to investigate the 10±2 rule. The first team 

consists of the results of 8 users whereas the second team delivered the results of 12 users for 

the same group. This means that there were 6 teams overall; three teams consisting of 8 users 

and the other three teams consisting of 12 users for each website. Also, to investigate the 4±1 

rule, the evaluator groups were divided into two teams with 4 evaluators in each team. In 

terms of the second experiment, the rule of 3 evaluators (including double and single), the 

rule of 20 users, and of 5 users (the ‘magic number’) were examined. Thus, 25 users were 

recruited for each website (totalling 75 users), which were divided into two teams. The first 

team delivered the results of 20 users whereas the second team delivered the results of 5 users 

for the same group. This means that there were 6 teams overall; three teams consisting of 20 

users, and the other three teams consisting of 5 users for each website. Furthermore, to 

investigate the ‘3 evaluators’ rule, the evaluator groups were divided into two teams, which 

included 3 evaluators in each team. 

After analysing the results of both experiments, the UT’s result in the first experiment were 

in line with Nielsen’s claim that five users are enough to discover from 80% to 85% of 

usability problems. Also, the HE’s result in the first experiment were in line with Nielsen’s 

claim that four evaluators can discover 80% of usability problems. However, the results of 

the second experiment were completely different when the five users discovered only 37.6% 

of the total problems found. Also, the three evaluators discovered between 23% and 27% of 

usability problems. It is clear from the above results that the Nielsen’s claim worked in the 

first experiment but it didn't work in the second experiments. Furthermore, this research 

found that the 16±4 rule of participants was valid in identifying over 90% of the usability 

problems in tested interfaces by using the UT method. The researcher here arrived at these 

results through conducting complex research experiments. Moreover, the figures in this study 

cannot be generalised to other domains because of the complexity and context of this study; 

it employed specific and highly targeted types of task, the websites were specifically chosen, 

and the differences between and among the users and evaluators in terms of their 

characteristics and knowledge may have been significant to these particular studies. Also, the 

participants were recruited from different cultures, which may imply that the interaction, 

communication and tested interfaces may be different for those from the same culture. This 

could explain the differences between the users’ results. Table 6.4 shows the appropriate 

sample size purposes based on the findings of this study. It seems that there is no solid sample 
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size for finding all usability problems. Moreover, for studies where statistically significant 

findings are being sought, or for comparative studies, a group size of greater than or equal to 

20 users is valid. This research strongly recommends considering the 20 users as the highest 

sample size and 12 users as the lowest sample size along with the study’s complexity and the 

criticality of its context before commencing an evaluation study in order to achieve a 

successful evaluation. Furthermore, for the HE and DSI methods, this research recommends 

for HE that the 7±2 evaluators with mixed double and single evaluators are sufficient, and 

that 3 with mixed double and single evaluators are sufficient for the DSI method, as seen 

Table 6.5. In the recruitment of experts, one must consider that the number of evaluators and 

their expertise (double or single) can affect the results to a considerable degree, and probably 

more than the participant group size.  

 Table 6.4: Sample size estimation for various UT purposes  
 

Main Purpose  # users  

To find more cosmetic problems and problems relating to structure and content  5 

To find fewer major and more minor problems. This is more appropriate for commercial 

studies and more problems in layout and formatting.  

8 

To find more catastrophic, major, minor and cosmetic problems; also, for finding more 

problems relating to design, navigation and the key aims and functions for which the 

system was designed. Moreover, it is more appropriate for comparative studies.  

16±4 

Appropriate for statistically significant studies and analysis of performance metrics, such 

as success rate.  

≥ 20 

 

Table 6.5: Sample size estimation for various HE and DSI purposes 
Main Purpose   # experts  

For HE, this sample with mixed double and single experts is sufficient to find 80% of 

usability problems, with applying user testing (UT) as a complementary method.  
 

7±2 

For DSI, this sample with mixed double and single experts is sufficient to find 90% of 

usability problems, without applying the user testing (UT) method. 

3 

 

 

In conclusion, it is challenging to determine the optimal sample size based on problem 

discovery or level of confidence and then to generalise this advice, as the result should be 

driven by the study’s context. There is no solution to the challenge here. The above results 

provide evidence that the first viewpoint’s affirmation, which states that a sample of 5 users 

will discover 80% of all usability problems (Nielsen, 2000b), is not likely to work on any 

experiment, whereas the 16 ±4 rule gains much validity for user testing. Table 6.6 shows the 

comparisons of five users' performances between different studies and those presented in this 
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study. Furthermore, this study also confirms the importance of involving the double expert 

evaluators in order to take advantage of their expertise in finding the main problems that 

might lead to product failure. The reality is that most usability methods will never discover 

all or most problems. Furthermore, even if all problems were identified, most of them would 

never be fixed because of their cost (Hornbæk and Frokjaer, 2004); (Hornbæk, 2010); 

(Hertzum, 2006). Consequently, there is no unique model for sample size estimation, as the 

sample size depends on the objective of each particular study, as mentioned in Table 6.4 and 

6.5; hence, the group size should typically be increased along with the study’s complexity 

and the criticality of its context. Care should be taken when seeking advice offered in the 

literature. Furthermore, it is appropriate to split the sample size into groups of users (the data 

can be analysed for each group); also, a study can be terminated in the early stages when its 

purpose has been achieved in order to save time and money. 

Table 6. 6: Comparisons of five users' performances in different studies based upon 

(Alshamari, 2010) 
Study Results Comments 

(Nielsen, 2000b) 85% Based on statistical formula 

(Virzi, 1992)  80% Claimed 3 users were enough to identify most severe problems 

(Turner et al., 2006) 80% to 85% 3 to 5 users can detect most usability problems 

(Bevan et al., 2003) 35% Tested amongst 49 users on four websites 

(Faulkner, 2003) 55% 5 users  

(Molich et al., 2004) 75% The top team was able to reveal this percentage 

This research 15% to 37% 5 users for testing three social network websites 

 

6.5 Recommendations  

This research provides a set of recommendations based on its results. These 

recommendations are divided into two parts. The first part contains the recommendations 

regarding to the methods used in this research. The second part is a set of recommendations 

that highlights the specific types of usability problems for both domains and that were 

discovered using the three methods. This part gives suggestion on how the usability for the 

chosen websites could be improved. These are as follows: 

6.5.1 Recommendations for methods used in this research 

This research used three evaluation methods and each method has advantages and 

disadvantages that can help a development team and usability practitioners to choose which 

method they should use, which are as follows; 
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6.5.1.1 Heuristics Evaluation (HE) 

The results of this method in terms of percentage of discovering the usability problems vary 

from 75% - 85% using four evaluators to 23% - 27% using three evaluators. This indicates 

that more expert evaluators should be recruited during the evaluation session to discover a 

high percentage of usability problems. In other words, to improve the efficiency of this 

method, the experience of number of expert evaluators should be incorporated to evaluate a 

chosen product. Another solution to improve its efficiency is for it to be complemented by 

the conducting of user testing because each one is complementary to the other. Moreover, 

the efficiency of this heuristics evaluation can be improved through the creation of well-

designed and specific heuristics, as has been carried out in this research. 

6.5.1.2 User Testing (UT) 

In this research, UT is the second good method in terms of discovering a lot of usability 

problems. It was able to discover the percentage of problems ranging between of  37% to 

80% using 5 and 8 users, respectively. Also, it was able to discover the percentage of 

problems ranging between of 92% to 98% using 12 and 20 users, respectively. This also 

indicates that more users should be recruited to discover a high percentage of usability 

problems. However, this makes this method more expensive. 

6.5.1.3 Domain Specific Inspection (DSI) 

In this research, DSI is good in terms of numbers of usability problems discovered and its 

efficiency and effectiveness. It was able discover the percentage of problems ranging 

between 98% to 99% using four evaluators and between 90% to 95% using three evaluators. 

This indicates that the recruitment of few expert evaluators during evaluation session can 

discover a high percentage of usability problems without applying the user testing method. 

6.5.2  Specific types of usability problems found on the chosen domains 

The below list of usability problem areas were sent by email to website owners as shown in 

Appendix Z. These usability problems are categorized into five problem areas according to 

the most common usability problems that were discovered in this research. The following is 

the explanation for these categories;
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6.5.2.1 Navigation problems 

This area is very important as the users can be confused or lost, and this leads them to leave 

the website. Consequently, designers should consider the links because there are seven main 

usability problems that can be faced when they are clicked. The first problem is misleading 

links, the second problem is broken links, the third problem is unclear link positioned, and 

the fourth problem is that pages do not have navigation links. The fifth problem is links which 

are not clickable. The sixth problem is that some sites do not provide and site map feature. 

The seventh problem is that some sites do not provide a breadcrumb to identify the path to 

the current location. 

6.5.2.2 Content quality problems 

This area is important as well. There are five main usability problems that can occur when 

users surf the website. The first problem is irrelevant content, whether this is in a particular 

page or throughout the site such as an advertisement or pornographic post. The second 

problem is a huge content on a page which makes a page is too long, or a lot of unnecessary 

required fields that make the process of such tasks is frustrating, such as on a registration 

page. The third problem is using unfamiliar terminology. The fourth problem is offering 

unapproachable content, such as unavailable videos or lessons. The fifth problem is 

unreadable content due to its small font.  

6.5.2.3 Inconsistency and design usability problems 

Both these areas are important. The most common inconsistency problem is that the 

navigation of top and bottom menu is not consistent throughout the site, thus there are two 

forms of problems here. Firstly, the location of the navigation menu is not positioned on the 

same place throughout the pages; secondly, some pages are without the navigation menu. 

Both of these forms lead to user confusion. Consequently, designers should consider these 

types of inconsistency problems. Regarding design usability problems, there are different 

forms of usability problem in this area. The first form is misleading images such as the logo 

of a homepage or any images throughout the site that do not have a link to the correct pages. 

The second form is non-clickable images when the users expect that they are clickable and 

that they will link users to other pages, or clickable Images which do not have a mouseover 

feature. The third form is inappropriate page design such as the use of a lot of links or 

advertisements on the pages, items not being logically grouped. Other sites do not use 
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minimal scrolling, do not use alternative text for explaining the images icons, contain 

inappropriate or an unattractive color scheme such as colors of background, menu and link. 

Some pages are without headings, or the colour of the selected item in the menu should be 

changed to another colour to give a clear indication of the current page is displayed. Also, 

the colour of the visited items should be changed to a different colour which shows the items 

that were recently visited. Finally, the required fields on the registration page are not 

identified or show the error messages without any indication to which field is missed. 

6.5.2.4 earch quality problems  

This area is very important. It has different forms of problems. The first form is that some 

sites do not provide an advanced search feature. The second form is that the search results 

are not as accurate as was expected. The third problem is that the search button and search 

input field are not placed across all pages and they are not clearly positioned on the top of 

the homepage. 

6.5.2.5 Help Center problems 

This area too is important. It has different forms of problems. The first problem is that some 

sites do not provide an FAQ feature. The second problem is that there is not enough 

information on the FAQ page or ‘Help Center’ page. The third problem is that there are many 

helping forums for each product on the same website such as Google plus website. The fourth 

problem is that some sites do not provide a ‘Contact Us’ link or it is not clearly positioned 

on the homepage and throughout all pages. 

 

6.6 Conclusion  

This chapter has discussed the results achieved from Chapter 5 and has compared their results 

in the light of the previous literature. Furthermore, it has illustrated how the research question 

of this research was answered. The above results show the effectiveness of the three methods 

used in this research in terms of time spent, number of usability problems and their severity, 

UEM metrics, and specific types of usability problem areas. This research facilitates decision 

making regarding the most appropriate method to use (i.e. UT, HE, DSI, or HE and UT 

together). The next chapter will discuss how the aims and objectives of this research have 

been addressed. Also, the research contributions will be outlined.
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Chapter 7: Conclusions 

  
 

7.1 Introduction  

The previous chapters (3, 4, 5, and 6) presented the adaptive framework, methodology and 

design, preparations, procedures, collection, analysis, results and findings for two 

experiments, aimed at validating the adaptive framework via its generated method (DSI). 

Chapter 6 also included the discussions and comparisons between the results and findings 

achieved in this research with those of previous studies, and answering the research question. 

This chapter discusses the conclusions and contributions of this study to the field of UEMs. 

It also presents the study limitations and offers recommendations for future research.      

 

7.2 Achieving the objectives 

The aim of this research was the construction of an adaptive methodological framework that 

would be readily capable of adaptation to any domain. This was then evaluated by generating 

an evaluation method for assessing the usability of products in a particular domain 

(educational and social network domains). The evaluation method under study is the Domain 

Specific Inspection method (DSI); it is empirically, analytically and statistically tested by 

applying it on the two aforementioned domains. In addition, it aimed to explore the effect of 

sample size on the usability evaluation and to quantify the number of evaluators and users 

required in order to achieve the good evaluation results for the DSI, HE and UT methods. 

This aim will be achieved through meeting the eight objectives mentioned in Chapter 1, and 

has been successfully achieved through conducting this research, as is clarified in the 

following sections.
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7.2.1 Objective One: Review the current issues in usability 

evaluation methods on dynamic websites  

This research began with a thorough investigation of the Literature Review, which provided 

an integrated analysis of the studies of pioneers and other prominent individuals within the 

field of usability evaluation methods (UEMs). Such pioneers include Jakob Nielsen, Sherry 

Chen, Robert Macredie, Gitte Lindgaard, Jarinee Chattratichart, Jeff Sauro and Kasper 

Hornbæk. Other valuable contributors have not been overlooked however, and are included 

in the study to offer a wider understanding of this field. Therefore, their studies and 

contributions have facilitated building a solid foundation for conducting this research. Thus, 

the first objective was met on the basis of the extensive Literature Review undertaken in this 

study.  

  

7.2.2 Objective Two: Construct the adaptive framework  

Complementing the first objective, Chapter 2 identified that many published works have been 

conducted to enhance the effectiveness of UEMs. HE has been revised and extended for 

universal and commercial websites, such as HE-Plus and HE++, and HOMERUN heuristics 

(Nielsen, 2000a, Chattratichart and Lindgaard, 2008, Chattratichart and Brodie, 2002); 

however, some researchers found that their tested websites failed in certain respects 

according to these extended or modified heuristics (Alrobai et al., 2013); (Thompson and 

Kemp, 2009). Consequently, researchers sought to compare and contrast the efficiency of 

HE with other methods, such as UT, during which they found that HE discovered 

approximately three times more problems than UT; however, they also reported that more 

severe problems were discovered through UT when compared with HE (Doubleday et al., 

1997); (Jeffries et al., 1991); (Liljegren and Osvalder, 2004); (Thyvalikakath et al., 2009). 

More recently, researchers’ findings have been almost unanimous in one respect: HE is not 

readily applicable to many new domains with different goals and is too vague for evaluating 

new products, such as web products, as it was originally designed to evaluate screen-based 

products. Furthermore, it was developed several years before the web was involved in user 

interface design (Hart et al., 2008); (Hasan, 2009); (Ling and Salvendy, 2005a). Therefore, 

as each method appears to overcome the other method’s limitations, researchers now 

recommend conducting UT together with HE, as they complement each other; combining the 
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two methods offers a superior picture of a targeted website’s level of usability (Law and 

Hvannberg, 2002); (Nielsen, 1992a). In addition, many frameworks and models have been 

published to update usability evaluation methods (UEMs) (Alias et al., 2013); (Gutwin and 

Greenberg, 2000); however, these frameworks and models are not applicable to all domains, 

as they were developed to deal with certain aspects of usability in certain areas (Coursaris 

and Kim, 2011).  

 

Having extensively reviewed the existing literature, and, based on the researcher’s 

knowledge, the lack of an adaptive methodological framework that can be used to generate 

a domain-specific evaluation method, which can then be used to improve the usability 

methods and usability assessment process, represents a missing area in evaluation research 

and practice. Thus, Chapter 3 explained and justified the components of the adaptive 

framework and the components for testing the adaptive framework was explained in Chapter 

4 (Section 4.4.9) in detail. Accordingly, the second objective was achieved.   

  

7.2.3 Objective Three: Test the practicality and the efficiency of the 

adaptive framework 

This objective was initiated from the desire to develop a method that is context specific, 

productive, useful, usable, reliable and valid. In this research, this framework was used to 

evaluate the educational and social network domains. Therefore, this objective was achieved 

through following the steps of the adaptive framework, as mentioned in Sections 5.5, and 

produced a DSI for each domain, as mentioned in Appendix L4 and Q4.      

 

7.2.4 Objective Four: Validate the outcomes of the adaptive 

framework 

After generating the DSI methods for the educational and social network domains, the 

targeted websites in each domain were selected. Subsequently, the components for testing 

the adaptive framework were applied, which entailed an analytical assessment of the DSI 

method through empirical and statistical processes. This was achieved in each of the two 

domains through applying the three UEMS (HE, UT and DSI) on three websites in each 

domain. Chapters 5 explained the results of both experiments in detail. Thus, this objective 

was achieved.  
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7.2.5 Objective Five: Identify the usability problem areas for the 

educational and social network domains 

This objective was a continuation to Objective Two; the data collected through Step One, 

Step Two and Step Three in the adaptive framework were analysed separately in both 

experiments. Subsequently, Cohen’s kappa coefficient was used twice on the same focus 

group to enable a calculation of the reliability quotient for identifying usability problem 

areas. After that, the key areas of the usability problems achieved from each step were 

identified. Thus, five areas were identified for the educational domain, and seven areas were 

identified for the social network domain. Furthermore, in order to facilitate the process of 

evaluation and analysis, and to help designers and programmers identify the areas in their 

websites that needed improvement, the DSI methods and their checklists were established, 

closely focused on each domain and classified according to the usability problem areas 

detailed in Appendix M2 and R2. Chapters 5 summarise how the usability problems were 

identified and classified according to these areas, and how these areas facilitated analysis and 

reporting of the findings. One expert commented that ‘’many of the problems could be missed 

but the usability problem areas helped to rectify this matter“. Another expert commented 

that’’ the usability problem areas facilitated to identify the overlapping and made the 

comparisons between problems easy’’. Thus, this objective was achieved. 

 

7.2.6 Objective Six: Explore the effect of sample size on the 

usability evaluation and identify the sample size of for good 

evaluation results for DSI, HE and UT methods 

The Literature Review Chapter reveals that many rules were established to determine the 

appropriate sample size for UEMs, such as the 10±2 rule, 20 users, and 5 users for UT, and 

also the 4±1 rule for HE (Hwang and Salvendy, 2010); (Nielsen and Molich, 1990). This 

issue was examined through conducting the two experiments. The correlations between the 

number of users and the usability problems found in each experiment were explored, as 

mentioned in Chapter 5. Chapter 6 outlines the results achieved in this study, revealing that 

7±2 evaluators with mixed double and single evaluators are sufficient for HE, and that 3 with 

mixed double and single evaluators are sufficient for DSI. For UT, 16±4 participants are a 

valid number in discovering over 90% of the usability problems in tested interfaces. Thus, 

Objective Six was achieved.  
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7.2.7 Objective Seven: Explore further the correlations among UEM 

measures in this study 

Examining the correlation among the UEM measures statistically assisted in understanding 

this study. The Pearson Correlation test was employed for this purpose, which led to 

identifying a number of significant relationships. Chapters 5 investigated the correlations 

among the UEM measures in both experiments. This study confirms statistically that a 

relationship between the number of usability problems found and time spent by the users and 

evaluators exists. This means that when participants spend more time, they will discover 

more problems. Thus, this objective was met. 

 

7.2.8 Objective Eight: Propose a set of recommendations and 

suggestions in order to improve the usability of the chosen 

domains  

This objective was achieved, as can be seen in Chapters 5 and 6, where a number of findings 

and recommendations were discussed in detail, which should be considered to increase the 

overall effectiveness of UEMs and to improve the usability for tested websites. For example, 

it appears that there is no usability evaluation method able to discover all usability problems 

in the targeted products. The research findings conclude that adding more users does not 

necessarily mean that more problems will be discovered. Also, the study found that it is not 

essential to conduct HE and UT methods and combine their results, as their results 

complement each other (Nielsen, 1992a), specifically in methods such as DSI, which were 

developed from the adaptive framework in this research. Furthermore, the results of usability 

evaluation and testing may be influenced by certain factors, such as sample size, evaluator 

characteristics, type of method used, targeted product, type and complexity of task designs, 

and types of think aloud used. Additionally, the research findings revealed that user 

satisfaction is not influenced by the number of usability problems and time spent. The design 

and services provided by targeted products can influence user satisfaction, even if they face 

a number of challenges when performing tasks. However, there is a relationship between 

evaluator satisfaction and method used (HE or DSI);  the evaluators who used DSI delivered 

a much higher score compared to the evaluators who used HE, which delivered a lower 

overall score in both experiments. Moreover, the final report of usability problems that 
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included the results of the three methods was sent to each website to aid in understanding 

these problems and, thus, improving their websites. The response was received from BBC 

and LinkedIn websites, as shown in Appendix U1 and Appendix U2. Also, all of these 

websites have been changed and their usability has been improved after sending the usability 

report as it described this in detail in the section 5.6.3.3. Moreover, Section 6.5 provides a 

set of recommendation based on the research result.  

 

7.3  Research contributions 

This research offers a number of contributions that can be divided into three categories: 

Paractical contributions, Theoretical contributions, and Publications and personal outcomes. 

 

7.3.1  Practical contributions 

The main practical contribution in this study the creation and testing of the adaptive 

framework as following; 

 In relation to the creation of the adaptive framework, this research has generated DSI 

which were specific for evaluating the educational and social network domains. Also, it 

has developed the checklists from the DSI methods as a tool that affords designers, 

developers, instructors, evaluators, and website owners the facility to design an interactive 

interface or assess the quality of existing websites. Furthermore, it has identified the 

usability problem areas in the educational domain (five areas) and the social network 

domain (seven areas). These areas provide designers and developers with insights into 

how interfaces can be designed to be more effective, efficient and satisfying; they also 

support a more uniform problem description and can guide expert evaluators in finding 

real usability problems, thereby, facilitating the evaluation process by assessing each area 

and page in the target product; it also allows anyone to adopt any area of usability or any 

principle to determine the usability problems related to the five or seven specific areas in 

the educational and social network domains.  

 

 In relation to the testing the adaptive framework, this research compares the effectiveness 

of the different UEMs, namely, HE, DSI and UT, against a set of measures, and determines 

which method is the most appropriate for evaluating each usability problem area. 

Furthermore, it examines the relationships between these methods and the set of usability 
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measures. Moreover, it examines the impact of sample size on the findings of usability 

tests, and it determines the appropriate sample size for the domain specific context 

inspection (DSI) method, HE, and UT through empirical studies in the social network and 

educational domains.  

 

 In relation to the research problem, this research offers systematic procedures to develop 

a framework to solve a particular problem through six steps. These procedures start with 

defining the efficiency problems in usability evaluation methods (UEMs), and this was 

explained in detail in Chapter One, Section 1.4. This is followed by defining the 

requirements and features that should be considered in the new method. This can be done 

by understanding the current issues and challenges inherent in the development of a new 

method, and this was explained in detail in Chapter Two, Section 2.4. The third step is to 

define the appropriate strategy to develop the new method, and this was achieved in 

Chapter Four through a review of the available methodologies and theories to find 

appropriate methods for supporting the development of the new method. The fourth step 

is to construct a framework to solve the problem and execute the proposed solution, and 

this was achieved through the construction of the adaptive framework to generate a 

domain specific inspection method (DSI) as described in Chapter Three. The fifth step is 

to validate practically the proposed framework to ensure that it achieves the goals that 

were established for it. This was achieved by proposing the components for testing the 

adaptive framework in Section 4.4.8, using the research question Section 1.8, and 

conducting two exploratory experiments as described in detail in Chapter 5. The sixth step 

is to present the proposed framework and its generated method in different journals, 

workshops and conferences for sharing knowledge with experts in this domain, and this 

was achieved by publishing eight papers, as shown in Appendix W. 

 

7.3.2 Theoretical contributions 

This research has significantly helped to develop the researcher’s knowledge in the field of 

UEMs. This research contributes to the advancement of knowledge in the HCI field by:  

 

1. Understanding of the comparative value of generic and domain-specific usability 

evaluation methods. For example, this research finds that the domain-specific inspection 

(DSI) method discovers more unique problems than the generic method (HE). Also, the 
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DSI performs better in terms of identifying catastrophic and major problems than the 

generic method (HE). Furthermore, the number of problems identified by each evaluator 

who used the HE method is always less than the number of problems identified by any 

evaluator using the DSI method. However, the generic method (HE) consumes less time 

and is cheaper than the DSI. 

 

2. Further investigation into the effect of sample size and evaluator types on the test result. 

This research confirms that there is no specific model for sample size estimation, as the 

sample size is likely depends on the objective and complexity of each particular study. 

Also, the effect of recruiting different evaluator types has been confirmed in this study. 

 

7.3.3 Publications and personal outcomes 

During the period of this research, the researcher has published several conference and 

journal papers (16 published papers) and has taken part in various related scientific activities. 

Briefly, two conference papers and three journal papers from the first experiment on the 

educational domain were published. Furthermore, one conference paper and two journal 

papers have been published from the second experiment on the social network domain. In 

addition, one conference paper has been published from the results of both experiments 

regarding the same size of usability methods. The researcher was also involved in the 

production of eight papers in the field of usability methods addressing different aims. 

Consequently, these papers have increased the researcher's total number of publications and 

they have offered scientific knowledge to the researcher to provide assistance in research, as 

shown in Appendix W. 

 

The researcher conducted two comprehensive experiments to evaluate six websites by using 

three usability methods, recruiting 135 users and 14 expert evaluators for the experiments, 5 

users for each context meeting session  (10 users in total), 10 users for each mini-user testings 

(20 users in total) , 5 expert evaluators for each focus group sessions (10 in total), 30 users 

for pilot studies, 4 expert evaluators for analysing the results, 5 users for each falsification 

test (10 in total). Consequently, the researcher’s skill regarding time management and 

communication was developed, as the users and evaluators were gathered from different 

cultures, speaking a range of languages. Furthermore, conducting a series of experiments 

requires targeted planning, preparation, implementation, analysis, and result reporting, which 
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are more complicated if more than one method is used. This research used HE and DSI as 

the two methods classified under the inspection method, and UT classified under the testing 

method. Additionally, the skill of presentation using PowerPoint software was developed 

when the researcher attended two Doctoral Consortiums and poster design. Regarding the 

Doctoral Consortiums, the researcher attended the HCI 2012 in Birmingham and the BCS 

Doctoral Consortium 2012 in London as shown in Appendix X. Regarding the posters, the 

researcher presented one poster during the 26th Annual Conference of the Specialist HCI 

group of the BCS, and the second was presented during a research day conducted at the 

School of Computing Science 2014 at the University of East Anglia (Alroobaea, 2013). These 

activities offered a cooperative forum for the researcher to learn how to do research and to 

discuss his work and receive constructive feedback. In addition, they offered relevant 

information on issues important to doctoral candidates and nurtured the community of 

researchers. Moreover, the researcher is now able to organise a conference based on the 

experience that has gained from volunteerism as shown in Appendix Y. 

 

7.4 Limitations and future Research 

As in any research, this study has a number of limitations; however, the researcher views 

these not as weaknesses but as opportunities for further research. As such, these possibilities 

can be divided into four key areas: 

 

1. One measurement, namely, the Redesigning Step, could be added to the components for 

testing the adaptive framework to measure the usefulness of DSI. This step requires further 

investigation by testing the adaptive framework after applying this measurement to 

measure the efficiency of UT, HE and DSI in producing useful usability problems. It aims 

to redesign the tested products based on the problem report and to re-evaluate them in 

order to measure their usability and improvement; ultimately, to measure the efficiency of 

the adaptive framework and its generated method (DSI). Hornbæk (2010) pointed out that 

“the true utility of methods lies in their ability to influence the design of the application 

being evaluated”. Thus, the evaluation in the context of design leads to more realistic 

results for UEMs and more connection to practical usability work (Hornbæk, 2010); 

(Wixon, 2003). 
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2. This research claimed that this framework is applicable for any product. The educational 

and social networks websites were chosen; however, it is unclear about other domains 

such as e-commerce websites, which require further research.  

 

3. This research conducted two experiments and analysed their results. The study results 

found that the 16 ± 4 rule gained much validity for UT. For HE, the 7 rule with mixed 

double and single evaluators proved sufficient; also, 3 with mixed double and single 

evaluators were deemed sufficient for the DSI method. Consequently, these findings 

require diverse tests to be performed, and then the data compared to those processed here 

in order to verify these findings more conclusively.  

 

4. User preference of using the adaptive framework to generate a DSI method needs further 

research. This aims to measure the helpfulness attribute in order to identify to what extent 

the user finds using the adaptive framework is more helpful in terms of generating DSI 

for a chosen product. Furthermore, the DSI checklists were used by experts in both 

experiments, what about the normal users? This needs further research in the future. 

 

5. To improve the quality of the DSI method, the results of the validation process can be 

employed to analyse in depth the unique problems discovered by UT and HE.This permits 

an investigation into why these problems were not identified when DSI was used. If it is 

found that the heuristics are not accurately specified or that there are no proper heuristics 

to reveal these problems, then the unspecified heuristics can be properly specified or new 

heuristics can be added. 

 

6. Determining sample size and its statistical power provides a different method to carry out 

empirical studies. This method employs significance testing and is essential for the 

planning of studies, for the interpretation of study results, and for the validity of study 

conclusions. As part of my future interests in continuing to research in this area, 

determining sample size and testing for its statistical power will be strongly considered. 
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7.5 Concluding remarks 

Contrary to the majority of efforts made to construct and test enhanced usability methods, 

this research has made more explicit the process for doing so. The adaptive framework 

includes the views of users and usability experts to help generate a context-specific method 

for evaluating any chosen domain. The findings presented here illustrate and evaluate this 

process for the generation of the DSI method to assess the usability of educational and social 

network websites. DSI outperformed both HE and UT, even when taken together. This 

clearly represents a progressive step forward. The process for construction of a DSI based on 

the adaptive framework can take considerable resources, but once the DSI constructed, it is 

relatively fast, productive and cheap to use. 
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Appendix A1: Introductory script for evaluator (educational/social network websites) 

Dear Evaluator, 

My name is Roobaea AlRobaea, and I am a PhD student in the School of Computing 

Sciences at the University of East Anglia. As part of my studies, I am conducting a research 

project concerned with generating a domain specific inspection or evaluation method 

through an adaptive framework. To validate the newly developed Domain Specific 

Inspection (DSI) method, it should be compared against Nielsen’s heuristics to establish 

which method delivers the most efficient results. Therefore, this research is aims to 

determine the extent to which these DSI guidelines help evaluators to discover usability 

problems in a website, and your contribution will greatly assist me in this research. I would 

like you to evaluate three websites by using the two sets of guidelines (DSI and Nielsen’s 

heuristics). It should take about an hour to an hour and a half to complete. Please do not 

rush through the website - take your time. Also, please express your personal observations 

and opinions after finishing the evaluation on both methods. The main aim of this 

evaluation is to identify any problems that the websites have through using these methods; 

however, both positive and negative comments are very welcome. The researcher shall 

store the data in a safe place, and only I and my supervisor have permission to see them. 

The data will be used only in this study and it will be deleted permanently at the end of the 

study. So, if you are happy please read and sign the Consent Form. If you are not happy to 

do the experiment, please fill in the Withdrawal Form. I look forward to your reply via 

email. If you need more information please contact either me or my supervisor. 

 

Thank you. 

Yours sincerely, 

Roobaea AlRoobaea  

School of Computing Sciences  

University of East Anglia (UEA), UK 

R.Alrobaea@uea.ac.uk 

Dr Pam Mayhew 

P.mayhew@uea.ac.uk 

mailto:R.Alrobaea@uea.ac.uk


Appendices 

 

243 

 

Appendix A2: Introductory script for users (educational/social network websites) 

 Welcome and Purpose 

Dear Participants,  

First of all, I would like to thank you very much for participating in this testing session. 

Let me tell you who I am and why I have asked you to come in today. My name is Roobaea 

AlRobaea, and I am a PhD student in the School of Computing Sciences at the University 

of East Anglia. As part of my studies, I am conducting a research project concerned with 

generating a domain specific inspection or evaluation method through an adaptive 

framework. The purpose of our work today is to explore three educational/social network 

website interfaces, by using lab usability testing, to find usability problems that could affect 

their efficiency, effectiveness and satisfaction. I am also interested in collecting your 

subjective responses relating to the usability of the targeted websites. The results of this 

experiment will be compared later to the results of another experiment by using heuristic 

evaluation and the newly developed method (DSI) to establish which method delivers the 

most efficient results. Thus, I am looking to you for your help. 

 Procedures 

You will be asked to use one website to perform a set of different tasks. While performing 

these tasks, you will also be asked to ‘think aloud’ as you work. The testing session should 

not take more than one hour to complete. Also, I am going to play the role of observer 

during the session and will be taking notes. The aim of the observation is to ensure that I 

have accurately understood what you have done during the session. After finishing the 

testing, you will be asked to complete a post-test questionnaire. These questions are 

designed to help me understand your feedback about the usability of the targeted website, 

and whether you like its interface and why. So, it is important that you answer truthfully 

and honestly based on your experience of using a website in the testing session.  

 Risks/Discomfort 

There are no risks in this experiment. Before the actual testing session, you can explore the 

website you are going to evaluate independently for 10 minutes; you may also read all the 

tasks and procedures, and you are welcome to ask any questions. Also, during the actual 

testing session you can stop your work without penalty, ask any questions you like, or 
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withdraw from the session. Furthermore, you can skip a task that you get stuck on or are 

unable to complete, and move on to the subsequent one. I will not be able to offer any 

suggestions or hints, but from time to time, I may ask you to clarify what you have said or 

ask you for information on what you are looking for or what you expect to happen. You 

may become fatigued while performing the tasks, so please do not hesitate to ask for a 

break and refreshment. Your results will be kept anonymous and protected in secure 

storage.  

 Benefits 

It is hoped that your results will be useful in validating the newly developed method (DSI), 

and in improving it to become an efficient method for evaluating the design of user 

interfaces, which could help people to design and use dynamic websites more effectively.  

 Alternatives to participation 

Your participation in this study is voluntary. You are free to withdraw or discontinue 

participation in any time. 

 Cost and Compensation 

Participation in this study will involve no cost to you. You will be paid for your 

participation. 

 Confidentiality 

The information provided by you will be treated as confidential and will be used only for 

research purposes. You will be identified through identification numbers only. No 

publications or reports will include identifying information on any participant. Do you have 

any questions? 

If no;  

(a) Please read and sign the Consent Form. 

(b) Please fill out the pre-test questionnaire. 

(c) If you are not happy to do the experiment, please fill in the Withdrawal Form. 

(d) Please do not rush through the website - take your time.  
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Appendix A3: Consent Form 

 

 Please read and sign this form. 
                                                                                                                      Tick as appropriate    

I confirm that I have read and understood the Introductory script.  

I have understood and I am happy with the evaluation/testing processes.  

I am happy with how the data will be collected and stored during and after the study.   

I understand that only the researcher will look at the data.  

I am satisfied that the data will be used according to the study needs only.  

I understand that the data will be deleted permanently at the end of the study.   

I confirm that all my questions have been answered.  

I understand that my participation is completely voluntary and I have the right to withdraw at 

any time, without giving a reason. 
 

 

 Please note that while you have the option to withdraw from the experiment at any time, it 

would be preferable to notify the researcher in advance. If you have any questions 

regarding this study please contact me through this email (R.Alrobaea@uea.ac.uk) or my 

supervisor Dr Pam Mayhew through this email (P.mayhew@uea.ac.uk). 

 

Participant’s/evaluator’s signature…………………                   Date ……………………… 

 

 

I appreciate your participation. 
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Appendix A4: Withdrawal form 

 

Identification number:…………………………………………………… 

 

 

 Please read and sign this form. 

  Tick as appropriate  

The test/evaluation is too long.  

The test/evaluation procedures are not clear enough.  

The researcher doesn’t provide enough help.  

Poor communication with the researcher.  

I don’t want to give a reason.  

 

Other reason(s):  

 

 

 

 

 

 

 

 

 

 If you have any questions, please contact me through this email (R.Alrobaea@uea.ac.uk) 

or my supervisor Dr Pam Mayhew through this email (P.mayhew@uea.ac.uk). 
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Appendix B1: Pre-test questionnaire for evaluators for educational websites 

 Please answer the following questions about your background and experience 

Section 1: Background and Experience  

 Personal Information 

o What is your name? 

 

o What is your nationality? 

 

 

o What is your first language? 

 

o Which level of education do you have? 

  

 

o What is your job? Is it related to 

usability issues? 

 

 Skills 

o How many years’ experience do you have in 

Usability Engineering? ……………………. 

o Have you taken a Usability Engineering 

course? 

□ Yes 

□ No 

o Have you taken a Human Computer 

Interaction course? 

□ Yes 

□ No 

o Have you participated in a Usability 

Experiment before? 

□ Yes      If yes, how many …………… 

□ No 

Section 2: Usability Experience in Education Websites  
 

o Do you have a degree or any experience in the educational domain/websites?  

□ Yes       If yes, what is it? …………… 

□ No 

o How frequently do you use educational websites?  

□ Daily   

□ Less often                           Examples of these websites………………………… 

o Do you have/have you had membership in any educational websites?           

 □    Yes        If yes, which ones?  ………  

 □    No 

o How many educational websites have you evaluated before? 

□ 1-2 

□ 3-4 

□ More than 5 
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Appendix B2: Pre-test questionnaire for evaluators for social network websites 

 Please answer the following questions about your background and experience 

Section 1: Background and Experience  

 Personal Information 

o What is your name? 

 

o What is your nationality? 

 

 

o What is your first language? 

 

o Which level of education do you have? 

  

 

o What is your job? Is it related to 

usability issues? 

 

 Skills 

o How many years’ experience do you have in 

Usability Engineering? ……………………. 

o Have you taken a Usability Engineering 

course? 

□ Yes 

□ No 

o Have you taken a Human Computer 

Interaction course? 

□ Yes 

□ No 

o Have you participated in a Usability 

Experiment before? 

□ Yes      If yes, how many …………… 

□ No 

Section 2: Usability Experience in Social Networks  

 

o Do you have a degree or any experience in the social network domain/websites?  

□ Yes       If yes, what is? …………… 

□ No 

o How frequently do you use social network websites?  

□ Daily   

□ Less often                           Examples of these websites………………………… 

o Do you have/have you had membership in any social network websites?           

 □    Yes        If yes, which ones?  ………  

 □    No 

o How many social network websites have you evaluated before?  

□ 1-2 

□ 3-4 

□ More than 5  
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Appendix B3: Pre-test questionnaire for users for educational websites 

 Please answer the following questions about your background and experience 

Section 1: Background and Experience  

 Personal Information 

o What is your age? 

 

o What is your nationality? 

 

 

o What is your first Language? 

 

o Which level of education and 

occupation do you have?  

 

 Computer Experience  

o How many years have you been using a computer? 

□ Less than 1 year 

□ 1 to 4 years 

□ More than 4 years 

o How many daily hours do you use a computer? 

□ Less than 2 hours 

□ 2 to 4 hours 

□ More than 4 hours 

 Internet Experience  

o Which browser do you use? 

□ Internet Explorer 

□ Google Chrome 

□ Firefox Mozilla 

Other ……………… 

o How many years have you been using the Internet? 

□ Less than 1 year 

□ 1 to 4 years 

□ More than 4 years 

Section 2: Online Education Experience  
o What is the value of these websites? .................................................................................... 

o How frequently do you use educational websites?  

□ Daily   

□ Less often                           Examples of these websites………………………… 

o Do you have/have you had membership in any educational websites?           □    Yes            □    

No 

If yes, which ones?  ……………………………………………………………………………….  

o What kinds of difficulties do you face on these websites?  ………………………….    

o What kinds of activity do you do on these websites? .........................................................  

o How many daily hours do you use the Internet? 

□ Less than 2 hours 

□ 2 to 4 hours 

□ More than 4 hours 
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Appendix B4: Pre-test questionnaire for users for social network websites (SNSs) 

 Please answer the following questions about your background and experience 

Section 1: Background and Experience  

 Personal Information 

o What is your age? 

 

o What is your nationality? 

 

 

o What is your first language? 

 

o Which level of education and 

occupation do you have?  

 

 Computer Experience  

o How many years have you been using a computer? 

□ Less than 1 year 

□ 1 to 4 years 

□ More than 4 years 

o How many daily hours do you use a computer? 

□ Less than 2 hours 

□ 2 to 4 hours 

□ More than 4 hours 

 Internet Experience  

o Which browser do you use? 

□ Internet Explorer 

□ Google Chrome 

□ Firefox Mozilla 

Other ……………… 

o How many years have you been using the Internet? 

□ Less than 1 year 

□ 1 to 4 years 

□ More than 4 years 

Section 2: Social Network Sites (SNSs)  Experience  
o What is the value of these websites? .................................................................................... 

o How frequently do you use SNSs?  

□ Daily   

□ Less often                        Examples of these websites …………………………………… 

o Do you have/have you had membership in any SNSs?           □    Yes            □    No 

If yes, which ones?  ……………………………………………………………………………….  

o What kinds of difficulty do you face on these websites?  ………………………….    

o What kinds of activity do you do on these websites? ......................................................... 

o How many daily hours do you use the Internet? 

□ Less than 2 hours 

□ 2 to 4 hours 

□ More than 4 hours 
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Appendix B5: Post- evaluation questionnaire for evaluators on both methods  

o Evaluator’s identification number: ……         ○ Group Name: …………………..  

 Feedback and improvement questionnaire                                                              This 

questionnaire is designed for your feedback on the methods you have just used on the 

three websites.    

 

1. How much time did you spend on the actual evaluation? 

No Website Name Method (HE / DSI) Time 

1 Website 1   

2 Website 2   

3 Website 3   

 
2 Did you find the structured problem report useful, and why? 

□ Yes         □ No ……………………………………………………………………. 

3 Did you find the description of Heuristic Evaluation useful, and was it easy to use? 

……………………………………………………………………. 

4 Did you find the description of DSI useful, and was it easy to use? 

……………………………………………………………………. 

5. Which method helped you to discover more usability problems in these websites, and why?       

□ Heuristics Evaluation method      □    DSI method   ………………………………………..........    

6. Which method would you prefer to evaluate any other websites in same domain, and why?       

□ Heuristics Evaluation method      □    DSI method   ………………………………………..........    

7. Do you think that the length of time spent using the DSI method impacted on your evaluation 

results, and why? 

□ Yes         □ No …………………………………………………………………………. 

8. Please give any suggestion that could improve the DSI method? 

………………………………………………………………………………………………………. 
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 Rating scale questionnaire for HE                                                                                         

This questionnaire is designed to reflect your feedback while performing the heuristic 

evaluation method. Please select the rating scale that most clearly expresses your view 

about each statement. 

1. Strongly Disagree 

2. Probably Disagree 

3. Not sure 

4. Probably Agree 

5. Strongly Agree 

 

#                                   Statements 1 2 3 4 5 

1 I think that I would like to use the heuristic evaluation method 

frequently when I evaluate these websites.  

 

     

2 I found the heuristic evaluation method unnecessarily complex.       

3 I think the heuristic evaluation method was easy to use.        

4 The evaluation of these websites can be performed in a 

straightforward manner by using heuristic evaluation.  

 

     

5 I found the various principles in the heuristic evaluation method 

to be well integrated and specific for these websites.  

 

     

6 I think there was too much inconsistency in the heuristic 

evaluation method.  

 

     

7 I would imagine that most people would learn to use the 

heuristic evaluation method very quickly.  

 

     

8 I felt very confident using the heuristic evaluation method.      

9 I needed to learn a lot of things before I could get going with 

the heuristic evaluation method. 
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 Rating scale questionnaire for DSI                                                                                       

This questionnaire is designed to reflect your feedback while performing the DSI 

method. Please select the rating scale that most clearly expresses your view about each 

statement.  
 

1. Strongly Disagree 

2. Probably Disagree 

3. Not sure 

4. Probably Agree 

5. Strongly Agree  

  

#                                   Statements 1 2 3 4 5 

1 I think that I would like to use the DSI method frequently when 

I evaluate these websites.   

 

     

2 I found the DSI method unnecessarily complex.        

3 I think the DSI method was easy to use.         

4 The evaluation of these websites can be performed in a 

straightforward manner by using DSI method.   

 

     

5 I found the various principles in the DSI method to be well 

integrated and specific for these websites.   

 

     

6 I think there was too much inconsistency in the DSI method.  

 

     

7 I would imagine that most people would learn to use the DSI 

method very quickly.   

 

     

8 I felt very confident using the DSI method.       

9 I needed to learn a lot of things before I could get going with 

the DSI method.  
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Appendix B6: Post-test questionnaire for user  

 

Observer’s Name: …………. Participant's Identification Number: …..  Date: ………..  

 

Session starts at: .............. Session ends at: ............. 

  

Task #: …….... Start Time: …….... End Time: ……..... 

 

 

 Satisfaction Scale 

 

The table below is for you to give a satisfaction level on the design features of each website, 

where 7 is highly satisfactory and 1 is high unsatisfactory. 

1 2 3 4 5 6 7 

       

 

 Could you please explain why have chosen this satisfaction rate? 

 

……………………………………………………………………………………………… 

 What do you like best about the site? 

       ………………………………………………………………………………………………… 

 

 What do you like least about the site (in terms of features provided)? 

                                 

………………………………………………………………………………………………… 

 If you were a website developer, what would be the first thing you would do to improve the 

website? 

 

       ………………………………………………………………………………………… 

 Is there anything that you feel is missing on the site? (Probe: content or site 

features/functions)? 

 

       ………………………………………………………………………………………………… 
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  Users’ comments 

 

The table below is designed to explain in detail any comments related to your feeling about the 

website or testing session.  

 

 

 

 

Thank you for your cooperation in this research study 

 

 

                         (Feedback and Recommendation)  

 

No.   
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Appendix B7: Usability Test Observation Sheet 

 

Participant’s Identification Number: …………………;  Date: ……………………….; 

Session starts at: .............; Session ends at: ............; 

Task #: .……....;        Start Time: ………;          End Time: …….....; 

 

 
                         Usability Problems observed   

 
No.   

  

  

  

  

  

  

  

  

  

  

 

 

Notes: 

…….…….…….........................................................................................................................................

.......................................................................................................................................... 
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Appendix B8: Recording permission form 

 

I agree to participate in this experiment, and understand that recordings will be made of 

my session but that I may leave this session at any time. Therefore, I grant my permission 

for Mr. Roobaea AlRoobaea to use these recordings for the purposes mentioned in the 

introductory script. Furthermore, I relinquish my right to review or inspect the recordings, 

and I understand that the recordings may be used by Mr. Roobaea Alrobaea without further 

permission. 

 

 

Print Name:            

 

Signature: __________________________________________ Date:     
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Appendix B9: Email sent to the owner of the chosen websites 

 

Dear Mr/Ms …………, 

My name is Roobaea AlRobaea, and I am a PhD student in the School of Computing 

Sciences at the University of East Anglia. As part of my studies, I am conducting a research 

project concerned with evaluating the usability of educational/social network websites. As 

your website is one of the websites that has fulfilled the criteria that were specified in our 

research study, I would like you to be involved in the context meeting, which aims to 

understand your website and to identify the user types and tasks that are performed in your 

website. The result of this meeting should assist in recruiting realistic participants, and in 

design representative tasks for the user testing sessions. Also, I would like to offer you the 

opportunity of being included in my study, which will involve three evaluation methods: 

user testing, heuristic evaluation and Domain Specific Inspection (DSI). The output of this 

study is a report that includes all the discovered usability problems and their severity, 

identifying usability problem areas and offering advice on how to improve your site. If you 

agree to cooperate, then all the relevant gathered data will be made freely available to you. 

Additionally, I undertake to keep all data confidential to yourselves; be assured that any 

data referenced in my thesis will be kept anonymous. This research represents a great 

opportunity for you to obtain very useful data for free, and thus I hope you will accept this 

offer. I look forward to your reply via email. If you need more information please contact 

either me or my supervisor. 

 

Thank you. 

Yours sincerely, 

Roobaea Alrobaea  

School of Computing Sciences  

University of East Anglia (UEA), UK 

R.Alrobaea@uea.ac.uk 

Dr Pam Mayhew 

P.mayhew@uea.ac.uk 

mailto:R.Alrobaea@uea.ac.uk
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Appendix B10: Interview agenda for context meeting 

 

 Setting 

 

o Interviewee  Identification number:                                     ○    Date:  

               

            ○     Time:                                                                                    ○   Location: 

 

 Aim of the interview: 

 

1. To understand the websites in the chosen domain. 

2. To understand the context of use for these websites. 

3. To identify any current problems or critical components that could affect usability, and 

to set overall usability goals for these websites. 

4. To generate alternative solutions to each of the above problems (if there are any). 

5. To define the user types who use these websites, for the actual evaluation. 

6. To define task scenarios for the actual evaluation. 

7. To specify the users’ requirements. 

 

 Interview questions: 

 

 Why was the website developed? 

 What are the overall objectives for this website?  

 How will it be judged that this website is a success?  

 What are the usability problems in the website that lead to low levels of user satisfaction, 

efficacy and effectiveness?  

 What is the solution for each problem? 

 Who are the intended user types for this website? 

 What are users’ expected experience and expertise in using the website’s main functions? 

 What tasks do users generally perform when they use the website? 

 What are the users’ requirements? 

 What key functionality is needed to support the users’ needs?  
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Appendix C: The First Experiment Tasks 

(Educational Domain) 
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 Task Scenarios for Website 1 (KS3 Bitesize) 

Your teacher has recommended that, over the weekend, you visit Website 1, which is an online 

educational website; it offers many lessons in the English module with examples and tests 

(assessment). Kindly visit this website and take 10 minutes to explore and learn more about it, and 

to practice the Think Aloud protocol. 

 

Task 1: < Motivational Factors > 

Task Goal Browsing and gaining an impression of the website.  

User’s Task You are in a browser and have typed ‘ks3bitesize’. You feet that you want to know 

more about this website, so you have decided to surf it and get an idea about this 

website; what do you do? 

Task 2: <  Design and Media Usability > 

Task Goal To measure the functionality of the searching feature and website’s navigation design. 

User’s Task You feel you want to get more information on the title ‘Formal and informal writing’; 

try to find this title. 

Task 3: < Learning  Process > 

Task Goal To measure the features of assessment, interactivity, resources and learning 

management. 

User’s Task Having accessed the above title, take 2 minutes to self-study and get more information 

on this title. Then, you want to test your understanding of the lesson by conducting an 

assessment test; what do you do? 

Task 4: <  User Usability >  

Task Goal To examine whether the website supports user tasks, avoids difficult concepts, and 

provides feedback and support services. 

User’s Task  You feel you have difficulty in understanding some examples in the lesson ‘Formal 

and informal writing, and you want ask other users of the website for help. Try to 

find the open discussion area and write your questions in there. What do you do? 

 If you want help, try to find a contact or the help page. 
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 Task Scenarios for Website 2 (Skoool) 

Your teacher has recommended that, over the weekend, you visit Website 2, which is online 

educational website; it offers many lessons in the mathematics module with examples and 

assessments. Kindly visit this website and take 10 minutes to explore and learn more about it, and 

to practice the Think Aloud protocol. 

 

 

  

Task 1: < Motivational Factors >  

Task Goal Browsing  and gaining an impression of the website 

User’s Task You were in a browser and typed ‘skoool’. You feet that you want to know more about 

this website, so you have decided to surf it and gain an idea about this website. What 

do you do? 

Task 2: <  Design and Media Usability >  

Task Goal To measure the functionality of the searching feature and the website’s navigation 

design. 

User’s Task You feel you want to obtain more information under the title ‘Integer’. Try to find this 

title. 

Task 3: < Learning  Process > 

Task Goal To measure the features of assessment, interactivity, resources, and learning 

management. 

User’s Task Once you get the above title, take 2 minutes to self-study and gather more ideas on this 

title. Then, you want to test your understanding of the lesson by conducting an 

assessment. What do you do?  

Task 4: <  User Usability > 

Task Goal To examine whether the website supports user tasks, avoids difficult concepts, and 

provides feedback and support services. 

User’s Task  You feel you want to download this lesson and send it to your friends. What do 

you do? If you want help, try to find a contact or the help page.  
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 Task Scenarios for Website 3 (Academicearth) 

Your teacher has recommended that, over the weekend, you visit Website 3, which is online 

educational website; it offers many lessons with examples. Kindly visit this website and take 10 

minutes to explore and learn more about it, and to practice the Think Aloud protocol. 

 

 

Task 1: < Motivational Factors > 

Task Goal Browsing and gaining an impression of the website. 

User’s Task You were in a browser and typed ‘academicearth’. You feet that you want to know 

more about this website, so you have decided to surf it and gain an idea about this 

website. What do you do?  

Task 2: <  Design and Media Usability > 

Task Goal  To measure the functionality of the searching feature and the website’s navigation 

design. 

User’s Task  Try to find Computer Science, and then select the topic ‘Building Dynamic 

Websites’. After that, you feel you want read the course description; what do you 

do? 

 Once you have the above topic, try to find the Course Index and select the XML 

lesson.  Listen to the video and subscribe to the podcast. What do you do? 

Task 3: < Learning  Process > 

Task Goal  To measure the features of assessment, interactivity, resources, and learning 

management.  

User’s Task  Try to access the lecture videos of the instructor Courtenay Raia. 

 You feel you want download all the documents on the about Effective Computing 

course. 

Task 4: <  User Usability > 

Task Goal  To examine whether the website supports user tasks, avoids difficult concepts, and 

provides feedback and support services.  

User’s Task  Task 1: What political science courses are offered by MIT University?  

 Task 2: Try to find a really interesting lecture among the political science courses.  

 You have a problem with one of the videos and you want report it; what do you 

do? 

http://academicearth.org/lectures/building-dynamic-websites-xml-1
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Appendix D: The Second Experiment Tasks 

(Social Network Domain) 
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 Task Scenarios for Website 1 (LinkedIn) 

You read in a magazine about social network websites that offer many things such as contacting 

and keeping in touch with work colleagues, uploading pictures and videos, playing games, and 

sending private messages. Then, you decide to join some of these websites. Kindly visit this website 

and take 10 minutes to explore and learn more about it, and to practice the Think Aloud protocol. 

 

Task 1: <Layout and Formatting> 

Task Goal To measure the simplicity of the user interface and the consistency of the design. 

User’s Task  You feel you want to gather more information on the LinkedIn website and then 

to join it. You have time to do so; what do you do? 

Task 2: <User usability, Sociability and Management activities>  
Task Goal To measure the ability of users to manage their profiles, to customize their settings, to 

explore the level of freedom and control, and to explore sociability on the website. 

User’s Task  You have decided to add new information about yourself to your profile 

(personal info, experience, education), and you have time to do so; what do you 

do? 

 You want to be friend to someone, so add a new contact and send him/her a 

welcome message. You have time to do so; what do you do? 

 Suddenly, you want to revoke the recent connection, so what do you do? 

 You feel you want to change the notifications option for messages to include all 

opportunities available. You have time to do so; what do you do? 

 You feel you want to turn off the ‘suggested people’ option. You have time to do 

so; what do you do? 

Task 3: < Business Support> 
Task Goal To measure the services provided for supporting user businesses 

User’s Task  You want to share a new movie with your friends, so they ask you to upload the 

picture and link to the movie trailer. You have time to do so; what do you do? 

 You feel you want to find information on an interesting company and to join an 

interesting RSS group. You have time to do so; what do you do? 

 You want to look for a job by uploading your CV, ask for recommendation, and 

placing an advert with interested groups. You have time to do so; what do you 

do? 

 You want to support your posting for the job by asking your contacts for 

recommendations (at school or in the workplace). You have time to do so; what 

do you do? 

Task 4: <  Security and Privacy > 
Task Goal To measure the ability to change the privacy setting and to access the Privacy Policy. 
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User’s Task  You want change your privacy settings such that everyone can view your profile. 

What do you do? 

 You feel you want to know how the website will gather and use information on 

users who visit it. You have time to do so; what do you do? 

Task 5: < Accessibility and Compatibility> 
Task Goal To measure the accessibility and compatibility of the website. 

User’s Task  You want to access the site map or ‘contact us’ page. You have time to do so; 

what do you do? 

 You feel you want use other devices (e.g. mobile and iPad) for accessing 

LinkedIn. You have time to do so; what do you do? 

Task 6: < Navigation of Website and Search Quality> 
Task Goal To measure ease of navigation and functionality of search on the website 

User’s Task You feel you want to get more information of advertising in LinkedIn, You have got 

time to do so, and what do you do? 
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 Task Scenarios for Website 2 (Google Plus) 

You read in a magazine about social network websites that offer many things such as contacting 

and keeping in touch with work colleagues, uploading pictures and videos, playing games, and 

sending private messages. Then, you decide to join some of these websites. Kindly visit this website 

and take 10 minutes to explore and learn more about it, and to practice the Think Aloud protocol. 

 

Task 1: <Layout and Formatting> 

Task Goal To measure the simplicity of the user interface and the consistency of the design. 

User’s Task  You feel you want to gather more information on the Google Plus website and 

then to join it. You have time to do so; what do you do?  

Task 2: <User Usability, Sociability and Management Activities>  
Task Goal To measure the ability of users to manage their profiles, to customize their settings, to 

explore the level of freedom and control, and to explore sociability on the website. 

User’s Task  You have decided to add new information about yourself to your profile 

(personal info, experience, education). You have time to do so; what do you do? 

 You want to be friend to someone, so add a new contact and send him/her a 

welcome message. You have time to do so; what do you do? 

 Suddenly, you want to revoke the recent connection, so what do you do? 

 You feel you want to change the notifications option for messages to include all 

opportunities available. You have time to do so; what do you do? 

 You feel you want to turn off the ‘suggested people’ option. You have time to do 

so; what do you do? 

 You feel you want to download data from Google+ (e.g. save a backup of your 

photos, profile information). What do you do? 

Task 3: < Business Support> 
Task Goal To measure the services provided for supporting user businesses. 

User’s Task  You want to share a new movie with your friends, so they ask you to upload the 

picture and link to the movie trailer. You have time to do so; what do you do? 

 You feel you want to find information on an interesting company and then to join 

an interesting RSS group. You have time to do so; what do you do? 

 You want to make a circle of friends and then to send an image to the recently 

created circle; what do you do? 

 You want to make video call to your friend, so what do you do? 

Task 4: <  Security and Privacy > 
Task Goal To measure the ability to change the privacy setting and to access the Privacy Policy. 
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User’s Task  You want change your privacy settings such that everyone can view your profile, 

so what do you do? 

 You feel you want to know how the website will gather and use information on 

users who visit it. You have time to do so; what do you do? 

Task 5: < Accessibility and Compatibility> 
Task Goal To measure the accessibility and compatibility of the website. 

User’s Task  You want to access the site map or ‘contact us’ page. You have time to do so; 

what do you do? 

 You feel you want use other devices (e.g. mobile and iPad) for accessing Google 

Plus. You have time to do so; what do you do?  

Task 6: < Navigation of Website and Search Quality> 
Task Goal To measure the ease of navigation and the functionality of the search tool on the 

website. 

User’s Task  You feel you want to gather more information on advertising in Google Plus. 

You have time to do so; what do you do? 

 Search for the best post. You have time to do so; what do you do?  
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 Task Scenarios for Website 2 (Ecademy) 

You read in a magazine about social network websites that offer many things such as contacting 

and keeping in touch with work colleagues, uploading pictures and videos, playing games, and 

sending private messages. Then, you decide to join some of these websites. Kindly visit this website 

and take 10 minutes to explore and learn more about it, and to practice the Think Aloud protocol. 

 

Task 1: <Layout and Formatting> 

Task Goal To measure the simplicity of the user interface and the consistency of the design. 

User’s Task  You feel you want to gather more information on the ecademy website and then 

to join it. You have time to do so; what do you do?   

Task 2: <User Usability, Sociability and Management Activities>  
Task Goal To measure the ability of users to manage their profiles, to customize their settings, to 

explore the level of freedom and control, and to explore sociability on the website. 

User’s Task  You have decided to add new information about yourself to your profile 

(personal info, experience, education). You have time to do so; what do you do? 

 You want to be friend to someone, so add a new contact and send him/her a 

welcome message. You have time to do so; what do you do? 

 Suddenly, you want to revoke the recent connection, so what do you do? 

 You feel you want to change the notifications option for messages to include all 

opportunities available. You have time to do so; what do you do? 

 You feel you want to turn off the ‘Suggested People’ option. You have time to 

do so; what do you do? 

Task 3: < Business Support> 
Task Goal To measure the services provided for supporting user businesses. 

User’s Task  You want to share a new business with your friends. You have time to do so; 

what do you do? 

 You feel you want to find information on an interesting company and then to join 

an interesting RSS group. You have time to do so; what do you do? 

 You want to create your blog for your company, so what do you do? 

Task 4: <  Security and Privacy > 
Task Goal To measure the ability to change the privacy setting and to access the Privacy Policy. 

User’s Task  You want change your privacy settings such that everyone can view your 

profile; so, what do you do? 

 You feel you want to see only the members in your research results who are 

online; so, what do you do? 

 You feel you want to know how the website will gather and use information 

on users who visit it. You have time to do so; what do you do? 
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Task 5: < Accessibility and Compatibility> 
Task Goal To measure the accessibility and compatibility of the website. 

User’s Task  You want to access the site map or the ‘contact us’ page. You have time to do so; 

what do you do? 

 You feel you want use other devices (e.g. mobile and iPad) for accessing 

Ecademy. You have time to do so; what do you do? 

Task 6: < Navigation of Website and Search Quality> 
Task Goal To measure the ease of navigation and the functionality of the search tool on the 

website. 

User’s Task  You feel you want to gather more information on advertising in Ecademy. You 

have time to do so; what do you do? 

 Search for any business. You have time to do so; what do you do?  
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Appendix E: Usability problem report description 

 

 Number: The numeric identifier of the problem. 

 Heuristic name: The 10 heuristics of HE; the 21 DSI heuristics for the educational domain; the 

26 DSI heuristics for social network domain. 

 Problem description: Describing what is wrong and needs to be fixed and justifying why it is 

problematic. 

 Problem context: Describing the context of the discovered problem, such as when the problem 

occurs, its impact, and the solution.  

 The impact is by a rating on a four-point scale:  

“(1) no problem, (2) a minor problem, that is a brief delay, (3) a serious problem, that 

is a significant delay but users eventually complete their task, and (4) a disaster, that is 

users voice strong irritation, are unable to solve the task, or solve it incorrectly”. Also, 

impact can be rated as; “(1) Users quickly learn to get around the problem. (2) Users 

only learn to get around the problem after encountering it several times. (3) Users never 

learn how to get around the problem.” 

 Problem area: How the discovered problem is related to any usability problem areas based on 

the DSI method (the 5 usability problem areas in the educational domain, and the 7 usability 

problem areas in the social network domain). 

 Problem severity: This to classify and prioritize the severity of a discovered problem, which 

means; 

 (0) I don't agree that this is a usability problem at all. 

 (1) Cosmetic problem only: need not be fixed unless extra time is available on the project. 

 (2) Minor usability problem: fixing this should be given low priority. 

 (3) Major usability problem: important to fix, so should be given high priority. 

 (4) Usability catastrophe: imperative to fix this before product can be released. 

 

NO Heuristic name Problem description Problem context Problem area Problem severity 

1      

2      
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Appendix F: Heuristics - evaluation and their explanation 

Nielsen’s heuristics                                                                                      Explanation  

Visibility of system status 

 

The system should always keep users informed 

about what is going on, through appropriate 

feedback within reasonable time. 

Match between system and the real world 

 

The system should speak the users' language, with 

words, phrases and concepts familiar to the user, 

rather than system-oriented terms. Follow real-

world conventions, making information appear in 

a natural and logical order. 

User control and freedom 

 

Users often choose system functions by mistake 

and will need a clearly marked "emergency exit" 

to leave the unwanted state without having to go 

through an extended dialogue. Support undo and 

redo. 

Consistency and standards 

 

Users should not have to wonder whether different 

words, situations or actions mean the same thing. 

Follow platform conventions. 

Error prevention 

 

Even better than good error messages is a careful 

design that prevents a problem from occurring in 

the first place. Either eliminate error-prone 

conditions or check for them and present users 

with a confirmation option before they commit to 

the action. 

Recognition rather than recall 

 

Minimize the user's memory load by making 

objects, actions and options visible. The user 

should not have to remember information from one 

part of the dialogue to another. Instructions for use 

of the system should be visible or easily retrievable 

whenever appropriate. 

Flexibility and efficiency of use 

 

Accelerators -- unseen by the novice user -- may 

often speed up the interaction for the expert user 

such that the system can cater to both 
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inexperienced and experienced users. Allow users 

to tailor frequent actions. 

 

Aesthetic and minimalist design 

Dialogues should not contain information which is 

irrelevant or rarely needed. Every extra unit of 

information in a dialogue competes with the 

relevant units of information and diminishes their 

relative visibility. 

Help users recognize, diagnose, and recover from errors 

 

Error messages should be expressed in plain 

language (no codes), precisely indicate the 

problem, and constructively suggest a solution. 

Help and documentation 

Even though it is better if the system can be used 

without documentation, it may be necessary to 

provide help and documentation. Any such 

information should be easy to search, focused on 

the user's task, list concrete steps to be carried out, 

and not be too large 

https://www.nngroup.com/articles/error-message-guidelines/
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Appendix G: Email sent to recruit participants for mini- user testing and user testing 

method 

 

Dear Participant,  

 

My name is Roobaea Alroobaea, and I am a student in the School of Computing Sciences 

at the University of East Anglia. I am currently doing a PhD degree in Computer Sciences, 

under the supervision of Dr Pam Mayhew. As part of my study, I am doing a research 

project concerned with evaluating educational/social network websites by using lab-based 

usability testing. Thus, I am looking to your help as volunteers to undertake the testing 

experiments. You will be asked to do several short tasks using a website. You will also be 

asked questions about your experience and perceptions of the website. The testing session 

should take no more than half hour. There will be £10 voucher for each participant for 

taking part in this study.  

 

If you are willing to participate, please reply to my email and I will ask you some questions 

to help us to determine if you qualify for the study. After that, we will arrange a convenient 

date, time and place. 

 

If you have any questions regarding this study please contact me by this email 

R.Alrobaea@uea.ac.uk 

 

Thank you for your interest, 

 

Yours sincerely, 

Roobaea Alrobaea  

School of Computing Sciences  

University of East Anglia (UEA), UK 

  

 

mailto:R.Alrobaea@uea.ac.uk
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Appendix H: An advertisement to recruit users 
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Appendix I: Confirmation email for participating in our usability study 

 

Dear Participant,   

 

Thank you for agreeing to participate in our testing session. As I mentioned, you will be 

asked to perform a set of tasks on the targeted website, and to give us your thoughts about 

your experience. You won’t need to prepare anything before the session. 

 

You are scheduled to participate as follows: 

 

Date: …………… 

Time: ……………. 

Place: ………….. 

 

  

 A few key reminders:  

 You will be given £10 voucher in exchange for your participation. 

 

 During the study, we will ask you to perform some tasks using the website. You will 

be asked to talk aloud while you are thinking, so that the facilitator/observer can 

follow along.  

 

 Your personal data will not be used for any purpose beyond this session.  

 

Also, we have only one person scheduled at a time for these sessions, so if you find that 

you cannot participate on your scheduled day, please tell me as soon as possible so that I 

can reschedule your session. 

 

Thanks again! 

Yours sincerely, 

Roobaea Alrobaea  

School of Computing Sciences  

University of East Anglia (UEA), UK 

R.Alrobaea@uea.ac.uk 

 

mailto:R.Alrobaea@uea.ac.uk
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Appendix J: Questions after training session  

 Have you heard about this website?   

 

□ Yes 

□ No 

 

 Tell me what you know about this website? 

……………………………………………………………………………………………………

……………………………………………………………………………………………… 

 

 From looking at this site, what kinds of information do you think you could get from this 

site? Please be specific. 

……………………………………………………………………………………………………

……………………………………………………………………………………………… 

 

 Did you face any difficulties when you were talking aloud whilst looking for answers to the 

test questions? 

……………………………………………………………………………………………………

……………………………………………………………………………………………
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Appendix K: Sets of tasks for Step Two ‘User Input’ in the adaptive framework for 

educational domain 

 Task Scenarios for Educational Websites 

Someone has asked that, over the weekend, you visit any online educational website you like; it 

should offer many lessons with examples and assessments. Kindly surf this website and take 10 

minutes to explore and learn more about it, and to practice the Think Aloud protocol. 

Task 1: < User Input >  

Task Goal Mini-user testing to elicit feedback on educational websites from the real users 

User’s Task  Browse the homepage 

 Click on Register on the homepage, and fill in the fields (if there are any) 

 Log out 

 Log in again using your username and password 

 Click on any link you like (e.g. site map, etc.) 

 Scroll down any page you are interested in 

 Go to the homepage 

 Go to a discussion board and add, edit and delete your question (if you can) 

 Go to "Contact us"; fill in a form to contact the Admin and send it 

 Type key words into "Search" and, using different search criteria, check the results 

 Try to enjoy some lessons that you are interested in and conduct assessment tests 

 Ty to customise a video lesson  

 

 Do you have a clear idea about the website? (Yes, No) 

 Did you face any problems? (Yes, No) 

 Do you have any recommendations or features that you think should be added to 

improve the website? 
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Appendix L1: The results of Step one ‘ Familiarization’ on the adaptive framework for 

educational domain 

Table 1:Usability and instructional designs heuristics for evaluation of e-learning 

programs (Reeves et al., 2002) 

 

 

 

 

 

 

 

 

 

 

Table 2: Evaluation criteria for web-based learning (Ssemugabi and De Villiers, 2007) 

No. Heuristics 

1 Visibility of system status 

2 Match between the system and the real world 

3 User control and freedom 

4 Consistency and adherence to standards 

5 Error prevention, specifically prevention of peripheral usability-related errors 

6 Recognition rather than recall 

7 Flexibility and efficiency of use 

8 Authenticity and minimalism in design 

9 Recognition, diagnosis, and recovery from errors 

10 Help and documentation 

11 Simplicity of site navigation, organisation and structure 

12 Relevance of site content to user 

13 Clarity of goals, objectives and outcomes 

14 Collaborative learning 

15 Appropriateness of the level of learner control 

16 Support for personally significant approaches to learning 

17 Cognitive error recognition, diagnosis and recovery 

18 Feedback, guidance and assessment 

19 Context meaningful to domain and learner 

20 Motivation, creativity and active learning 

No. Heuristics 

1 Visibility of system status 

2 Match between system and the real world 

3 Eror recovery and exiting 

4 Consistency and standards 

5 Eror prevention 

6 Navigation suport 

7 Help Documentation 

8 Aesthetics 

9 Interactivity 

10 Message Design 

11 Learning Design 

12 Media Integration 

13 Instructional Assessment 

14 Resources 

15 Feedback 
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Table 3: Usability factors category (Bernérus and Zhang, 2010a) 

No. Heuristics 

1 Visibility of system status 

2 Match between the system and the real world 

3 User control and freedom 

4 Consistency and standards 

5 Error Management  

6 Learn-ability  

7 Cognition facilitation, recognition & Memorability  

8 Flexibility and Efficiency of Use  

9 GUI  

10 Help and documentation 

11 Navigation and Exiting  

12 Accessibility  

13 Learning Content Design  

14 Assessment  

15 Motivation to Learn & interactivity  

16 learning/authoring supportive tools  

 

Table 4: Child e-learning usability heuristics (Alsumait and Al-Osaimi, 2009) 

No. Heuristics 

1 Visibility of system status  

2 Match between system and the real world 

3 User Control and Freedom  

4 Consistency and standards 

5 Eror prevention 

6 Recognition Rather than Recall  

7 Flexibility and Efficiency of Use  

8 Aesthetic and Minimalist Design  
9 Help Users Recognize, Diagnose, and Recover from Errors  
10 Help and Documentation  

12 Design Attractive Screen layout  

13 Use Appropriate Hardware Devices 

14 Challenge the Child 

15 Evoke Child Mental Imagery  

16 Support Child Curiosity  

17 Learning Content Design  

18 Assessment  

19 Motivation to Learn  

20 Interactivity  

21 Accessibility 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Table 5: Categories with their items that are concerned with educational issues  (Squires 

and Preece, 1996)  

No. Category 

1 Content  

 The content is accurate 

The content has educational value 

The content is free of race, ethnic, sex, and other stereotypes. 

2 Instructional quality 

 The purpose of the package is well defined 

The package achieves its defined purpose 

Presentation of content is clear and logical 

The level of difficulty is appropriate to the target audience 

Graphics/color/sound are used for appropriate instructional reasons  

Use of the package is motivational 

The package effectively stimulates student creativity  

Feedback on student responses is effectively employed  

The learner controls the rate and sequence of presentation and review 

 Instruction is integrated with previous student experience 

 Learning is generalisable to an appropriate range of situations 

3 Technical quality 

 The user support materials are comprehensive 

The user support materials are effective 

Information displays are effective 

Intended users can easily and independently operate the program 

Teachers can easily employ the package 

The program appropriately uses relevant computer capabilities 

The program is reliable in normal use 

 

 

 

 

 

 

 

 

 

 

 



Appendices 

 

282 

 

Appendix L2: The result of Step two ‘ User Input’ on the adaptive framework for the 

educational domain 

Table 1:  Results of the context meeting on the education domain 

 Aim of the interview: 

8. To understand the websites in the chosen domain. 

9. To understand the context of use for these websites. 

10. To identify any current problems or critical components that could affect usability, and 

to set overall usability goals for these websites. 

11. To generate alternative solutions to each of the above problems (if there are any). 

12. To define the user types who use these websites, for the actual evaluation. 

13. To define task scenarios for the actual evaluation. 

14. To specify the users’ requirements. 

 Interview questions and answers: 

 Why was the website developed? 
It was developed to create a safe learning environment for students and an exchange of 

experiences between them and the teachers. Also, to provide distance education for students who 

cannot attend school. 

 

 What are the overall objectives for this website?  
 It is a structured process carried out by the teacher in order to transfer his information and 

knowledge to others. 

 Provides online support for learners who have difficulty in understanding or finding 

solutions to a certain problem. 

 Creates an interactive environment which encourages the learner to participate in 

education, for example, interactive video, online assessment and discussion groups. 

 Problem solving and real-life situations within the school environment, and the use of 

network resources to deal with them and resolve them. 

 Gives learners independence and self-reliance in the search for knowledge. 

 Develops a positive trend towards information technology through the use of the network by 

learners and communities, and thus establishes an advanced information society. 

 

 How will it be judged that this website is a success?  
 Based on the number of members. 

 Based on the number of posts. 

 Based on the number of users who browse this website 

 

 What are the usability problems in the website that lead to low levels of user 

satisfaction, efficacy and effectiveness?  
 Quality of content 

 Quality of videos and audios 

 Quality of navigation, structure and layout 

 

 What is the solution for each problem? 
 Updating the content frequently 

 Avoiding useless content 

 Adding references for the presented content to increase its credibility 

 Using flash and photoshop in increase the quality of videos 

 Applying the rules of the International Organization for Standardization (ISO) and World 

Wide Web Consortium (W3C) in terms of the navigation, structure and layout 

 

 Who are the intended user types for this website? 
 Students 
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 Teachers 

 Parents 

 Advisers and researchers 

 

 What are users’ expected experience and expertise in using the website’s main 

functions?  
The ability to use the Internet, computer, laptop, mobile, ipad and their softwares. 

 

 What tasks do users generally perform when they use the website? 
 Review some lessons 

 Watch some explanation videos 

 Participate in some puzzles or games related to a lesson  

 Do some tests to evaluate learner understanding for a lesson 

 Answer some questions or search for an answer 

 

 What are the users’ requirements? 
- Content is always updated 

- Provides interactive tools such as videos, chat، discussion forum، games and puzzles 

- Provides external resources and archives 

- Simple design 

- Website is accessible by mobile devices 

- Secure website 

- Provides privacy feature 

- Provides help centre and FAQ 

 

Table 2: List of usability problems discovered in mini-user testing 

No Problems discovered 
1 The design is not attractive and encouraging 

2 Background and text colours are not appropriate 

3 Font text is small 

4 Some videos are not working and some take a long time to work 

5 Image size is not appropriate to website page 

6 Some links or buttons are not logically grouped 

7 The layout of the website is not consistent 

8 It is difficult to find what I am looking for because the elements of the website are not 

structured well 

9 Sometimes the top bar or left menu is not positioned in each page 

10 The links’ colour or button colour does not change after they have been visited 

11 Some links are misleading and others do not work 

12 The link or button to get back to the homepage is not positioned on each page 

13 The logo is not positioned on each page 

14 In some cases the error message is not available and some cases is not clear how to sort out 

problems 

15 The ‘Contact Us’ link is not clearly positioned. Even it is provided, there is no contact by email 

or phone, and it is just by post to their address 

16 FAQ page or help forum is not available 

17 The website does not provide a search tool 

18 When I login I cannot see https which means that the website is not secure 

19 There  are many advertisements which is annoying 

20 Some information is not relevant to the displayed content and the website’s aim 

21 I visited empty pages 
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Table 3: Features that should be added to improve the educational website 

No Features Frequency out of 

10 users 
1 Interactive design 5 

2 Available resources 2 

3 Simple layout 6 

4 High quality content with frequent updating 9 

5 Using videos, games and graphics instead of huge texts 7 

6 Well structured navigation with high capabilities 10 

7 Good and accurate search engine 6 

8 Well grouped of links, buttons, and menus instead of scattered in 

different places on the homepage 

8 

9 Fast downloaded time 3 

10 Social tools such as chatting and posting  7 

11 Easy to reporting any problem and quickly get help 5 

12 Support different luguages 4 

  

Table 4: Developed heuristics based on results of mini- user testing 

No Heuristics 

1 The user become engaged with the website through activities that challenge them 

2 Use suitable colours and graphics that promote navigation 

3 The font choice, colours and sizes are consistent with good user screen design. 

4 The website should provide sufficient feedback (audio, video) to the users in order to provide 

corrective directions 

5 All control items are logically labelled and grouped in a control panel 

6 The font choices, colours and sizes are consistent with good user screen design. 

7 The screen layout is efficient and visually pleasing (it should appear simple and consistent, i.e., 

uncluttered, readable and memorable)? 

8 Content is logically structured in different sections and levels with enough space between the 

individual items 

9 The colours and graphics are used suitable for promoting navigation. 

10 All functionality is clearly labelled 

11 The user’s current position in the system is clearly labelled, and adequate ‘back buttons’(to 

previous pages) are provided. 

12 Navigation objects and tools are kept in particular, clearly defined positions, and they are an 

adequately viewable size. 

13 The user can clearly identify where to start on the system’s Homepage. 

14 The site navigation is consistent, and the search engine is accurate. 

15 The system display only information that is relevant to its purposes. 

16 Sensitive areas are protected by passwords and an SSL protocol (e.g., VeriSign™) against 

hackers. 

17 Adequate FAQ is offered? 
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Table 5: The result of content analysis regarding to identifying usability problem 

areas 

No.  Areas from users Strongly 

agree 

Agree Neither Disagree Strongly 

disagree 

1 Adding references 100%     

2 Review lessons 60% 40%    

3 Videos quality 100%     

4 Puzzles 20% 60% 20%   

5 Game   20% 40% 40% 

6 Assessment 100%     

7 Content updating 20% 60%  20%  

8 Interactive tools 60% 40%    

9 Chat 100%     

10 External resources 100%     

11 Simple design 100%     

12 Accessible 100%     

13 Privacy  40% 40% 20%  

14 Help centre 100%     

15 FAQ 100%     

16 Encouraging 100%     

17 Background colour 100%     

18 Font size 100%     

19 Videos not working 100%     

20 Videos take a long time 100%     

21 Image size and quality 100%     

22 Grouping of links and 

buttons 

100%     

23 Layout consistent 100%     

24 Website structure 100%     

25 Top/bottom bar menu  100%     

26 Links’ colours 100%     

27 Misleading links 100%     

28 Not working links 100%     

29 Links are not positioned 

obviously 

100%     

30 Error message is not clear 100%     

31 Search tool 100%     

32 Not secured 100%     

33 Advertisements annoying 100%     

34 Relevant content 100%     

35 Empty pages 100%     

NO. Areas from experts      

36 Provide descriptive tasks 40% 60%    

37 Breadcrumbs 60% 40%    

38 Minimal clicks 100%     

39 Easy bookmark 20% 60% 20%   

40 Meaningful feedback 80% 20%    

41 Site map 60% 20% 20%   

42 Support mental models 100%     

43 e-stories and role-playing 20% 40% 20% 20%  

44 Reliable institution 20% 60%  20%  

45 Control panel 40%  20% 40%  

46 Different language 40% 40%  20%  

47 Pop-up windows  20% 60%   20% 
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Appendix L3: The result of Step three ‘ Expert Input’ on the adaptive framework for the 

educational domain 

Table 1:  Summary of focus group results 

No Advice 

1 User login and registration should be easy to complete, and should avoid filling in more fields. 

Also, using validation tools when filling in the fields, such as email validation, would help to 

prevent potential errors. 

2 To present the lesson elements, they should start gradually from the easy points to the difficult 

points to support the user's cognitive curiosity and to avoid the user’s frustration. 

3 The consistency of the layout, font choices, colours and sizes, logo, above and below the 

navigation bar, the undo and redo features and the size of the page represent essential rules 

that should be considered when designing any website. 

4 The problems that I noticed when I visited some educational websites are a small font size 

with inappropriate colours in the background, content which is not designed for portable 

devices, and using traditional ways to deliver the educational content and not using e-stories, 

animations, simulations and games: these attract attention and increase the motivation of the 

user to learn and spend more time on the website. 

5 Based on my experience, these websites should support users’ tasks and make every single 

thing clear. For example, make important activities larger than others and make them logically 

labelled and grouped in a clear place. 

6 The important point is that the designers should ensure that their website is easy to use. They 

should therefore keep the all items visible when they should be hidden from view, and vice 

versa, anticipate the user’s next activity correctly, provide the minimal number of clickable 

actions, required selections, and need for scrolling to complete one main task. 

7 From my point of view, using breadcrumbs to show where the user is and where the user last 

was is a very important tool, although some designers may not care to use it. Also, matching 

the menu structure to the task structure can help the users to know where they are going. 

8 Better images, friendly design and using clear and simple language with correct spelling and 

grammar are the main characteristics for making the website understandable and easy to 

remember for novice users. 

9  The error message must be meaningful and the help tab should appear to give a solution or 

hints on how to solve the problem. 

10 The ‘Contact Us’ page, the help centre page, and the FAQ page are the most important pages 

after the main pages. 

11 I find it annoying when I send a question to get help and the answer to the question is not clear 

or I do not receive an email informing me that the question has been received. These websites 

should provide feedback with meaningful information concerning their current level of 

achievement within the website and the feedback should be related to the user’s task. 

12 The low budget educational websites suffer from old content which has not been updated. 

Also, they also provide repetitive information and limited lessons.  

13 Some educational websites offer too much content which makes it difficult to distinguish 

between options, and the content on these pages is not appropriate to their length. 

14 The lesson pages are difficult to bookmark on some educational websites, and others do not 

provide an overview of the work that has been completed by the user, through devices such 

as tests after lessons.   

15 Some educational websites provide incorrect information and this is because they are 

managed by inexperienced people. 

16 Any educational website should provide mini exams after completion of each lesson to make 

sure that the user understands the lesson correctly. Also, it is better if a record of progress or 

report is kept which allows parents to monitor their children. 

17 It is better to adopt social network tools such as chat, edit and add comments, upload, 

download, share, retrieve and organise. This makes the learning environment more 

motivational, enjoyable, easy to learn from, and interactive. 
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Usability problem area The adaptive Domain Specific Inspection (DSI) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

User usability  

 

Supports modification and progress of evaluation 
Explanation:  

1-  An educational website should prompt the user toward the next activity or 

work to be completed by the user.  

2-  Keys that are important in helping users to perform their tasks should be 

highlighted.   

Supports user tasks and avoids difficult concepts 
Explanation:  

3-  An educational website should be in user-understandable form (clear, 

simple language, graphics, correct spelling and grammar).  

4- It should provide descriptive tasks (brief, unambiguous) and easy, 

approachable items (view hidden items).  

It must use breadcrumbs (secondary navigation scheme) to show users their 

current position.  

5-  It should help users in completing their main task (with minimal clicks, 

infrequent selection/scrolling, easy bookmark).  

6-  Its menu and task structure must match, so that the user can distinguish 

between options and contents.   

Feedback and support services 
Explanation:  

7- An educational website should provide helpful and meaningful feedback on 

time.  

8- There should be extended feedback options with FAQ and performance 

support tools to help user (i.e. site map, contact us, help centre).  

Error Prevention 
Explanation:  

An educational website must prevent users from errors and provide ways to 

recover (undo, redo, and validation field) or minimize errors.  

Easy to remember 
Explanation:  

9- An educational website should support the mental models of users and help 

them to reduce their memory load.  

 

 
 

Supports learner curiosity 

Appendix L4: Establishing the DSI method for educational 

domain 
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Motivational factors 

Explanation:  

The website should support the user’s curiosity through surprises, paradoxes 

and humour.  

10- It should facilitate the user in posting their queries and difficulties, and in 

seeking solutions.  

Learning content design and Attractive screen design 
Explanation:  

11-  The website should use good terminology and vocabulary with organised 

content and learning objects.  

12-  It should have an efficient, simple and visually pleasing layout, with good 

background, colours, font and user screen design to help users achieve their 

primary goals easily.   

Motivation to learn 
Explanation:   

An educational website must provide learning activities along with e-stories, 

simulations, discussion messages and role-playing to motivate users. 

It must facilitate users with different difficulty levels and action rewards (by 

audio/video/ text/animation).  

Its learning sessions must be designed so as to minimize user fatigue.  

 

 

 

 

Content information and 

process orientation 

Relevant, correct and adequate information 
Explanation:  

The website should provide concise, non- repetitive, relevant and updated 

information and content, suitable to page length, with readable text size.  

Reliability and Validity 
Explanation  

An educational website must be reliable, stable, provide continuity of 

learning and be built by a reliable institution.  

It must provide a link to go to the source page.  

It must provide a means by which other users and their content can be 

validated.  

Privacy and Security 
Explanation:   

An educational website should provide complete protection, using 

passwords and SSL protocol.  

 

Learning process  

Assessment 
Explanation:  



Appendices 

 

289 

 

The website should provide user assessment reports (audio/ 

video/text/graph) with feedback, corrective directions and instructions (with 

evaluation and tracking reports).  

Interactivity 
Explanation:  

An educational website should be designed in a manner that engages users 

with activities and challenges.  

It should offer an easy interactive approach that helps users to respond 

quickly and to gain in confidence.  

Evokes mental images for the users 
Explanation:   

An educational website should support the users’ mental model and allow 

them to use their imagination to enhance comprehension.  

It should adopt characters or contexts from the user’s own culture, so that 

the user can interpret and recognise them.  

Resources  
Explanation:  

The website should provide a wide range of resources and up-to-date links.  

Learning management 
Explanation:   

The website should support additional guidance (chat, edit, seek instruction, 

etc.) and learning styles that support synchronous and asynchronous modes.  

Lessons with easy upload, download, share, retrieve and organise, help 

users to learn with ease.  

Learning programs must be designed in a manner so that users can manage 

all the activities with ease.  

The control panel must have logically labelled and grouped items.  

Learnability 
Explanation:  

The website should be designed in a manner that the user finds easy to use.  

 

 

 

 

 

 

 

Design and media usability 

 

Multimedia representations 
Explanation:  

An educational website should support interactive multimedia (audio, video 

etc.) with customised audio, video and difficulty level settings to make 

learning enjoyable.  

Multimedia should include surprises, humour and interesting representations 
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with meaningful feedback and hints (and a skip option).  

Accessibility and compatibility of hardware devices 
Explanation:  

An educational website must be compatible with various platforms and 

hardware devices, and should be matched with the necessary computer 

skills.  

To prevent users making input errors, devices and buttons with no 

functionality must be disabled.  

Easily accessible lessons with different language contents help users.  

Functionality 
Explanation:   

An educational website must have well-defined labels to compete the task 

without leaving the current environment.  

The website must provide a clear status for each task on all pages.  

Navigation and Visual clarity 
Explanation:   

An educational website should have consistent navigation tools and objects 

with a homepage, back links and an accurate search engine.  

It must have a map, a table of contents, labelled menus, buttons and links 

with clear functionality and mouse-over or pop-up windows.  

The website’s content should be logically structured in different sections, 

and it should avoid unnecessary flash/animation.  
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Appendix M1: Example on how to develop DSI checklist for educational domain  

Usability 

problem area 

Resource From  The Adaptive Domain 

Specific Inspection (DSI) 

Checklist 

 

 

 

 

 

 

 

 

 

 

 

Content 

information 

and process 

orientation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Relevance of site content to 

user 

(Ssemugabi and De 

Villiers, 2007) 

 

Heuristic1: Relevant, correct 

and adequate information: 

o Does the website display 

only information that is 

relevant to the purposes of 

it? 

 

o  Does the website update the 

content constantly? 

 

o Does the website display 

only the available lesson, 

and the content is suitable to 

page length? 

 

o Does the website provide 

concise and non- repetitive 

information?  

 

o There is no too much 

information on a page, and 

all text is viewable size.    

Learning Content Design (Alsumait and Al-

Osaimi, 2009) 

Presentation of content is 

clear and logical 

(Squires and Preece, 

1996) 

Quality of content 

 

Context meeting 

interview 

Font text is small in the 

content 

Mini-user testing 

Problems 

Some information are not 

relevant to the displayed 

content and the website aim. 

High quality content with 

frequent updating 

User testing post 

questionnaire 

The system display only 

information that is relevant 

to its purposes. 

Developed heuristics 

based on results of 

mini- user testing 

Content is logically 

structured in different 

sections and levels with 

enough space between the 

individual items 

The font choice, colours and 

sizes are consistent with 

good user screen design. 

The problems that I noticed 

when I visited some 

educational websites are that 

small font size with suitable 

colours to the background, 

content is not designed to 

portable devices, using 

traditional way to deliver the 

educational content such as 

do not use e-stories, 

animations, simulations and 

games to get attention and 

increase the motivation of the 

user to learn and spent more 

time on the website. 

Summary of focus 

group results 

Some educational websites 

provide wrong information 

and this because they are 

managed by inexperienced. 
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Appendix M2: Establishing the DSI checklist for educational domain 

 
Usability 

problem area  

The Adaptive Domain Specific Inspection (DSI) Checklist 

 

User usability  

  

Supports modification and progress of evaluation: 

o Does a website make important keys larger than other keys? 

o Does a website anticipate the user’s next activity correctly?  

o Does a website allow the user to initiate actions?  

o Does a website provide an overview of the work process that has been completed by the users? 

o Supports user tasks and avoids difficult concepts: 
o Does a website provide constructive, brief, unambiguous descriptions of the task when needed?  

o Does a website match the menu structure to the task structure? Can user distinguish between 

options and content on the pages? Are there breadcrumbs to show where user is and where user last 

was? 

o Does a website use clear, simple language for questions and answers? 

o Does a website provide correct spelling and grammar, and understandable graphic symbols? 

o Does a website provide the few number of clickable actions, infrequent selection, and infrequent 

scrolling to complete one main task?  Are users easy to bookmark a page of lesson? 

o Is an item visible when it should be hidden from the view, vice versa? 

Feedback and support services:  

o  Is the feedback given at any specific time tailored to the content or problem being studied by the 

learner? 

o Does feedback provide the users with meaningful information concerning their current level of 

achievement within the program? And status of message helping is related to the user task. 

o Does the website program provide users with opportunities to access extended feedback from 

instructors through email and Internet communication? Or Offer adequate FAQ. 

o Is performance support tools provided that mimic their access in the real world? 

Error Prevention: 

o Do error messages prevent potential errors from happening?  

o Does website provide solutions help users to recover from error, such as providing undo and redo 

features? 

o Can be errors averted or minimized when possible? 

Easy to remember :  

o Are the casual users able to return to using the website after some period without having to learn 

everything all over again? All functions and information are well presented to support 

memorability.  

 

Motivational 

factors 

Supports leaner curiosity: 

o Does the website support the user's cognitive curiosity through surprises, paradoxes, humor, and 

deals with topics that already interest the users? 

Learning content design and Attractive screen design: 

o The vocabulary and terminology used are appropriate and are presented with a good background, 

giving suitable examples. 

o The organization of the content pieces and learning objects is suitable for achieving the primary 

goals of the system. 

o Are the similar learning objects organized in a similar style? 

o The screen layout is efficient and visually pleasing. It should appear simple, i.e., uncluttered, 

readable, and memorable. 
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o The font choice, colours and sizes are consistent with good user screen design. 

Motivation to learn: 

o Does the website use e-stories, simulations, discussion messages, role playing, and activities to gain 

the attention and to maintain the motivation of users to learn more. 

o Does the website provide the users with frequent and varied learning activities that increase 

learning success? 

o Are the user's actions rewarded by audio, video, text, or animations and the rewards are meaningful. 

o Is the website easy to learn, but hard to master? Is the website paced to apply pressure but not 

frustrate the users? The difficulty level varies so that the users have greater challenges as they 

develop mastery. 

o  Is the user’s fatigue minimized by varying activities and difficulties during learning sessions? 

 

Content 

information 

and process 

orientation  

Relevant, correct and adequate information: 

o Does the website display only information that is relevant to the purposes of it? 

o  Does the website update the content constantly? 

o Does the website display only the available lesson, and the content is suitable to page length? 

o Does the website provide concise and non- repetitive information?  

o There is no too much information on a page, and all text are viewable size.    

Reliability and Validity: 

o  Is there a link provided to the homepage? Look for a reliable institution. 

o Are reliability, stability and continuity of learning in the website guaranteed? 

Privacy and Security: 

o Protected areas inaccessible using passwords and SSL protected by "Verisign" to avoid 

any hacking. 

 

Learning 

process  

Assessment: 

o Does the website include self-assessment for each module, e.g. audio, video & writing, and keeps a 

record of progress. 

o Does the website provide sufficient feedback (audio, video) to the users in order to provide 

corrective directions? 

o Does the website provide the instructor with users’ evaluation and tracking reports? 

Interactivity : 

o Does the user become engaged with the website program through activities that challenge them? 

o Does the user able to respond to the program at leisure. Does Lessons presentation promote 

engagement to users?  

o  Des learning become easier with an interactive approach wherein users are taught to respond to the 

program. Does user gain confidence by doing so? 

o Does the user have confidence that the website is interacting and operating in the way it was 

designed to? 

Evokes mental images for the users: 

o  Does the website allow the users to use their imagination, which enhances their comprehension? 

o Does the website appeal to the imagination and encourages recognition in order for the users to 

create unique interpretations of the characters or contexts. 

o Are the users interested in the website characters because they are drawn from the user’s own 

culture? 

Resources: 

o  Does a website provide access to all range of resources (e.g. examples and real date archives) 

appropriate to the learning context? 

o  If the website includes links to external w.w.w. or intranet resources, are the links kept up-to-date? 
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Learning management:  

o Does the user manage all the activity pertaining to the learning program easily, clearly understand 

everything, and perceive options for additional guidance, chat, edit, add, instruction, or other forms 

of assistance when needed. All control items are logically labelled and grouped in control panel. 

o Lessons are easy to upload, download, shared, retrieval, organise, support various learning styles, 

and support synchronous and asynchronous modes.  

Learnability:  

o The capability of the website to enable the users to learn how to use it. 

 

Design and 

media 

usability 

Multimedia representations: 

o  Does multimedia help users in all aspects to learn interactively by playing videos, audios, audio 

mock tests and making it enjoyable to learn? 

o Does the website include sound and visual effects? These effects should provide meaningful 

feedback, hints, or stir particular emotions. 

o Does the website include surprises, humor and interesting representations for the learner, and 

avoids unnecessary multimedia representations as they can confuse a user that has just started to 

work with the system. 

o -Allows the users to skip non-playable and frequently repeated content in videos or learning games. 

o  Allows the users to customize video and audio settings, and difficulty level. 

Accessibility and compatibility of hardware devices: 

o Compatibility of website on various platforms and different hardware. Also, its features are 

adaptable on individual user preferences. 

o  Potential e-users have all the necessary computer skills to use the application. There should be 

consistency between the motor effort and skills required by the hardware and the developmental 

stage of the learner audience. 

o All input devices/buttons that have no functionality are disabled to prevent user input errors. 

o Are the lessons accessible to users with physical impairments, and their content transcribed to 

various languages? 

Functionality: 

o All necessary functionality of the website is available without leaving the site, and works correctly.  

o All functionality is clearly labelled, easy to complete a task, and website status of each task is clear 

on the pages.   

Navigation and Visual clarity: 

o Navigation objects and tools are kept in particular, clearly defined positions, and viewable size. 

o  Unnecessary animation and Flash is avoided. 

o  Content logically structured in different sections and levels with enough space between items 

design. Also, use suitable colours and graphics that promote navigation. 

o Menus understandable and straightforward and items are logically grouped and labelled. All 

buttons, links, and features have 'mouseover' or pop up window which can provide meaningful 

feedback. 

o  Site map and/or table of contents are available, as well as, calendar. 

o Consistent navigation throughout site, and search engine accurate. 

o   Clear label of current position on system, and users distinguish where to start on the Homepage of 

the system, and provide adequate back button to a previous page. 

o Reducing the need for scrolling action on a page to find items. 

o All functions, buttons, and links are labels meaningful, and their intended functionality is clear.  
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Appendix N: The three methods’ performances in discovering usability problems for the  

educational domain 

  Method Severity 

rating 

Area Website Usability problems discovered No: 

HE 2 Lessons page Skoool Page load takes too long to run 

videos. 

1 

HE 1 Homepage Skoool Inconsistency in design of main 

menu. 

2 

HE 1 Homepage Skoool Inconsistency in the heading of a 

page. 

3 

HE 2 Whole 

website 

Skoool Misleading links 4 

HE 1 Whole 

website 

Skoool Inconsistency in colour of page 

design 

5 

HE 3 Homepage Skoool There is an empty content in the one 

of the external pages.  

6 

HE & 

DSI & 

UT 

2 Lessons page Skoool Some graphics took a long time to 

finish, and for text to appear in the 

videos. 

7 

HE & 

DSI & 

UT 

4 Whole 

website 

Skoool Help or ‘contact us’ is not stuck at 

the bottom of the page. 

8 

HE & 

DSI & 

UT 

2  Whole 

website 

Skoool Site map is not provided in this 

website. 

9 

HE & 

DSI & 

UT 

2 Homepage Skoool Some button icons on the homepage 

for external pages are not working 

correctly and other are not clickable. 

10 

HE & 

DSI & 

UT 

1  Whole 

website 

AcademicEa

rth 

There is too much content in some 

pages. 

11 

HE & 

DSI & 

UT 

3 Registration 

page  

AcademicEa

rth 

It does not hold the user's info after 

registration. 

12 

HE & 

DSI & 

UT 

2 Whole 

website  

AcademicEa

rth 

There are no context labels to show 

the user what the link has or which 

page it is on. 

13 

HE & 

DSI & 

UT 

2 Whole 

website 

AcademicEa

rth 

Some of the terminology used is 

inappropriate. 

14 

HE & 

DSI & 

UT 

2 Course page AcademicEa

rth 

Difficult to comment on without 

having gone through an entire course. 

15 

HE & 

DSI & 

UT 

1 Homepage AcademicEa

rth 

The link provided to the homepage is 

not obvious. 

16 

HE & 

DSI & 

UT 

3 Whole 

website 

AcademicEa

rth 

The website does not anticipate the 

user’s next activity correctly.  

17 

HE & 

DSI & 

UT 

2 Whole 

website 

AcademicEa

rth 

The website does not contain a site 

map link. 

18 

HE & 

DSI & 

UT 

1 Course page AcademicEa

rth 

The reporting link on the videos is 

not clearly positioned. 

19 
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HE & 

DSI & 

UT 

1 Homepage AcademicEa

rth 

The advertisement covers the 

homepage and is not relevant to the 

website content. 

20 

HE & 

DSI & 

UT 

3 Course page AcademicEa

rth 

Some course links and some videos 

are not working.  

21 

HE & 

DSI & 

UT 

3 Course page AcademicEa

rth 

The videos take a long time to work. 22 

HE & 

DSI & 

UT 

1 Registration 

page  

AcademicEa

rth 

Registration form is too long. 23 

HE & 

DSI & 

UT 

2 Course page  BBC 

KS3bitesize 

The website does not support testing 

or activities for some lessons. 

24 

HE & 

DSI & 

UT 

3 Whole 

website 

BBC 

KS3bitesize 

No specific help, only general BBC 

help. So, it not easy to get what you 

want from the contact page. 

25 

DSI 1 Lessons page Skoool Videos have to be closed using the 

window rather than a close button. 

26 

DSI 3 Lessons page Skoool On certain web pages, there are 

multiple choices in some videos 

without any questions. 

27 

DSI 1 Lessons page Skoool The task is limited in some lessons 

(no test after the lesson.) 

28 

DSI 2 Lessons page Skoool The website does not support user 

curiosity because it displays lessons 

in a traditional manner. Also, the 

website does not provide e-stories, 

games, simulations, role-playing and 

activities to hold attention during the 

lessons or to use during leisure time. 

29 

DSI 2 Whole 

website 

Skoool The search engine does not exist in 

some websites such as Skoool for 

Yemen and Egypt. 

30 

DSI 1 Whole 

website 

Skoool The website does not provide access 

to a wide range of resources that are 

appropriate to the learning context. 

31 

DSI 3 Whole 

website  

Skoool The website is not compatible with 

mobile devices. 

32 

DSI 1 Lessons page Skoool There are not enough assessment 

questions with different difficulty 

levels. 

33 

DSI 4 Whole 

website 

Skoool The home page link does not exist on 

all other pages. 

34 

DSI 4 Homepage Skoool In the world map, some Skoool sites 

do not work, such as in Saudi Arabia. 

35 

DSI 1 Whole 

website 

Skoool The website does not update the 

content constantly (the content is 

fixed three weeks). 

36 

DSI 3 Whole 

website 

Skoool The website does not provide a FAQ 

page. 

37 

DSI 2 Test page Skoool Testing results are not displayed, for 

example, how many scores the user 

got correctly. 

38 

DSI 2 Lessons page Skoool There are a lot of pop-up windows 

when the user selects many lessons. 

39 
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DSI 1 Lessons page Skoool All subjects page does not have a 

clear headline; it just uses, for 

example, “Grade 10”. 

40 

DSI 1 Lessons page Skoool In the Yemen website, the "التعلم" and 

 links should be changed to "المراجعه“

 "الاهداف والخلاصة" and "الدرس"

respectively.   

41 

DSI 2 Course page AcademicEa

rth 

Do not allow the user to customize 

the video and audio settings. 

42 

DSI 2 Course page AcademicEa

rth 

The characters in the videos are real 

people, so it is not really necessary to 

use imagination. Also, the website 

does not support the learner’s 

cognitive curiosity through surprises, 

paradoxes, humour, e-stories, games, 

simulations or role-playing, and deals 

with topics that already interest the 

learner (it is just play and watch 

videos, so users are not able to 

respond to the program in leisure 

time). Thus, learner fatigue is not 

minimized by varying the activities 

and difficulty levels during learning 

sessions. The website does not include 

self-assessment for each module. 

43 

DSI 2 Whole 

website 

AcademicEa

rth 

The search engine is not accurate or 

in clearly defined positions.  

44 

DSI 2 Whole 

website 

AcademicEa

rth 

The website does not update the 

content constantly (the content is 

fixed for two weeks). 

45 

DSI 3 Registration 

page 

AcademicEa

rth 

There is no error message on the data 

entry field in the register page or in 

the login page. Also, the required 

fields are not identified. 

46 

DSI 3 Whole 

website 

AcademicEa

rth 

The user’s current position in the 

website is not clearly labelled, which 

leads to user confusion. 

47 

DSI 4 Whole 

website 

AcademicEa

rth 

There are no ‘back buttons’ to the 

previous page or the homepage when 

the user visits certain courses that are 

provided by universities (i.e. there is 

a need to leave the site). 

48 

DSI 1 Homepage AcademicEa

rth 

The registration and login links are 

not clearly positioned. 

49 

DSI 2 Homepage AcademicEa

rth 

The courses, universities and 

instructors items are not logically 

grouped and labelled in the 

homepage. 

50 

DSI 2 Course page AcademicEa

rth 

The website displays unavailable 

lessons. Also, there are some courses 

without materials and videos, and 

others are for the next academic year 

(or have already gone).  

51 

DSI 1 Whole 

website 

AcademicEa

rth 

The scrolling down for all pages 

takes a long time (it is not kept to a 

minimum). 

52 
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DSI 1 FAQ page AcademicEa

rth 

The similar questions on the FAQ 

page are not grouped together, which 

leads to this page being overly long 

with repeated questions. 

53 

DSI 4 Registration 

and login 

pages 

AcademicEa

rth 

The titles in the data entry screen 

appear in a small font and without 

validation (e.g. email) and without 

support SSL protected.  

54 

DSI 3 Registration 

page 

AcademicEa

rth 

It is not clear that the user needs to 

register to get some features (e.g. 

receive email).  

55 

DSI 1 Course page AcademicEa

rth 

All audios are classified under the 

video section. 

56 

DSI 3 Homepage AcademicEa

rth 

Abbreviated names for some 

universities are mentioned on the list 

of universities names such as MIT 

University. 

57 

DSI 2 Login page BBC 

KS3bitesize 

The cancellation link on the login 

page does not return to the homepage 

for BBC KS3bitesize. 

58 

DSI 4 Homepage BBC 

KS3bitesize 

The home link does not work 

correctly because it is for BBC and 

not specific to this website. 

59 

DSI 4 Whole 

website 

BBC 

KS3bitesize 

A ‘back button’ to previous pages is 

not provided. Also, there is the same 

problem with the ‘next button’. So, 

there are poor structures in 

supporting undoe and redo. 

60 

DSI 2 Homepage BBC 

KS3bitesize 

The ‘Sign in’ link is named 'BBC iD' 

in the main menu, which is not a 

familiar name. 

61 

DSI 2 Game page BBC 

KS3bitesize 

The user is not allowed to customize 

video games. 

62 

DSI 2 Course page BBC 

KS3bitesize 

The website displays unavailable 

lessons (e.g. grammar and spelling). 

63 

DSI 2 Whole 

website 

BBC 

KS3bitesize 

The search engine does not work 

correctly because it is general for 

BBC and is not specific to this 

website. 

64 

DSI 2 Whole 

website 

BBC 

KS3bitesize 

There is no obvious link for 

registration or login on the 

homepage. 

65 

DSI 2 Whole 

website 

BBC 

KS3bitesize 

The pop-up window asking users to 

partake in a survey annoys users 

because it appears many times. 

66 

DSI 2 Contact the 

BBC page 

BBC 

KS3bitesize 

If you want to send a comment by 

using the ‘contact BBC’ link, the 

user needs to visit many windows to 

submit his/her comments. Also, the 

link to return to, for example, 

Explorer or Firefox, is stuck on 

sending the user to the homepage of 

BBC KS3bitesize. 

67 

UT 2 Lessons page Skoool Users do not understand the purpose 

of the blue footwear mark and green 

hand pictures that are positioned 

before the lesson titles (misleading). 

68 
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UT 1 Lessons page Skoool There are two languages on the same 

page (Arabic and English) of the 

titles index in all modules which 

caused confusion. 

69 

UT 1 Whole 

website 

Skoool The font size is small. 70 

UT 1 Course page Skoool The homepage icon on all the videos 

is not a direction to the same website 

(it sends the user to another Skoool 

website). 

71 

UT 1 Whole 

website 

Skoool There are different design types 

depending on the country. This 

means poor design and style for some 

countries. 

72 

UT 1 Whole 

website 

Skoool The 'Intel Company' icon in the main 

menu does not stand out from its 

background (blue).   

73 

UT 1 Whole 

website 

Skoool The selected icon is not larger than 

other icons (or does not appear in 

distinctive way). 

74 

UT 2 Whole 

website 

Skoool The 'logout' link in the main menu is 

named incorrectly because it works 

as the link to the homepage. 

75 

UT  Test page Skoool The radio button in the testing page 

is without a distinctive shape when 

selected. 

76 

UT 2 Test page BBC 

KS3bitesize 

There is no highlight on the error 

choices on the test pages, and the 

error messages are grouped at the end 

of a page, which means scrolling is 

often needed to find the errors. 

77 

UT 2 Whole 

website 

BBC 

KS3bitesize 

It is not clear that user needs to 

register with the discussion board. 

78 

UT 1 Homepage 

page 

BBC 

KS3bitesize 

There are a lot of advertisements on 

the homepage, which hinder the 

user's task. 

79 

UT 1 Test page BBC 

KS3bitesize 

The test link in the revise page is not 

clearly positioned. 

80 

UT 1 Test page BBC 

KS3bitesize 

The check score link in the test page 

is not clearly positioned. 

81 

UT 1 Test page BBC 

KS3bitesize 

The email link is not clearly 

positioned. 

82 

UT 2 Registration 

and Login 

BBC 

KS3bitesize 

The registration and login links are 

not clearly positioned on their pages, 

and they are not in a distinctive form. 

83 

UT 1 Whole 

website 

BBC 

KS3bitesize 

There is too much content on some 

pages. 

84 

UT 1 Test page BBC 

KS3bitesize 

There is no visual feedback when 

questions are selected in the test 

pages. 

85 

UT 1 Whole 

website 

BBC 

KS3bitesize 

The selected icon is not larger than 

other icons or does not appear in a 

distinctive way. 

86 

UT 1 Whole 

website 

BBC 

KS3bitesize 

The above and bottom menus are not 

specific for this website. This creates 

confusion for users. 

87 
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UT 1 Whole 

website 

BBC 

KS3bitesize 

The link to reach more subjects is 

positioned in an invisible place, and 

it is labelled with an unclear term 

(i.e. More Bitesize). 

88 

UT 1 Homepage BBC 

KS3bitesize 

The subject menu shows some 

subjects and hides others, which 

gives the impression that the website 

provides six subjects only; the truth 

is otherwise. 

89 
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Appendix O:  Sets of tasks for Falsification Test for the educational domain 

Task 1 < Skoool > 

Task Goal  To examine the reality of the DSI problems in order to identify whether they are 

real or false problems 

User’s Tasks  You are watching a video and you want close it and return to the homepage; what do 

you do? Did you enjoy the lessons? (Yes, No) Also, you want to use the link to return 

to the homepage; what do you do?  

 You have listened to the " ١ سالبه الغير الصحيحه القوى " lesson and you want to conduct 

a test to measure the extent to which you have absorbed the lesson; what do you do?   

 You are looking for a particular lesson and you want to use the search engine; what do 

you do? 

 You want to access a wide range of resources to understand a lesson; what do you do? 

Do you like this feature? (Yes, No) 

 You are on holiday and you want to use your mobile phone to access some lessons; 

what do you do? Did you enjoy the lessons? (Yes, No) 

 You want to visit the FAQ page to find a solution; what do you do? 

 You want to visit the Saudi Arabia website by selecting it from the world map on the 

homepage; what do you do? Did you face any problems? (Yes, No)  

 After conducting the test, you want to know how many answers you got correct; what 

do you do? Did you like the difficulty levels of questions? 

 You want to watch three lesson videos at the same time; what do you do? Did you face 

any problems in toggling between them? (Yes, No)  

 You are on the homepage and you find 'Grade 10' terminology; what do you feel about 

the use of this terminology? 

 You are in a lesson video and you find these words "التعلم" and "المراجعه" on links; 

what do you feel about the use of this terminology? 

 You want to conduct a test after finishing the " تفاعلي نشاط - الفطريات مملكة " lesson; 

what do you do? 

 Try to visit the website again after three weeks. Is any updating evident in the content 

of the website? (Yes, No) 

 

Task 2: < AcademicEarth > 

Task Goal  To examine the reality of the DSI problems in order to identify whether they are 

real or false problems 

User’s Tasks  You are on the homepage and you want to register or login; what do you do?  Did you 

face any problems? (Yes, No) 

 You want to register and fill in the fields; what do you do? Is it supported by SSL 

protection? (Yes, No) Did you face any problems? (Yes, No).  

 You want to use the search engine; what do you do? Did you find it accurate? (Yes, 

No) 

 You visit different pages and you want to know your current position in the website; 

what do you do? Did you face any problems? (Yes, No) 

 You want to receive emails from the website; what do you do? 

 You want to visit the FAQ page to find a solution to a problem; what do you do, and 

what do you feel about having to scroll down? 

 You visit certain courses that are provided by universities and you want to return to 

the homepage; what do you do? Did you face any problems in the list of courses or in 

the university names? (Yes, No) 

 You want to visit the Massachusetts Institute of Technology; what do you do? Did you 

face any problems? (Yes, No) 

 Try to access an audio file for any lesson; what do you do? Did you face any problems? 

(Yes, No) 
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 Try to visit the website again after three weeks. Is there any updating evident in the 

content of the website? (Yes, No) 

 You want to enjoy your holiday by watching different videos lessons; what do you 

feel about the videos in terms of imagination, surprises, paradoxes, etc.? 

 

Task 3: < BBC KS3bitesize > 

Task Goal  To examine the reality of the DSI problems in order to identify whether they are 

real or false problems 

User’s Tasks  You are in the homepage and you want sign in or register; what do you do? Did you 

face any problems? (Yes, No) 

 You want to register but you have changed your mind and you want to leave the 

registration page; what do you do? Did you face any problems? (Yes, No) 

 You have visited the wrong page, and you want to return to the homepage. You have 

two options, which are using the home link or back button; what do you do? Did you 

face any problems? (Yes, No) 

 You feel you want to join some lessons on a grammar and spelling course; what do 

you do? Did you face any problems? (Yes, No) 

 You want to play some games and enjoy your leisure time. Try to customize a video 

game; what do you do? Did you face any problems? (Yes, No) 

 Try to use the search engine to find what you are looking for; did you face any 

problems? (Yes, No) 

 You want to send a comment by using the "Contact BBC" link and return to the 

homepage; what do you do? Did you face any problems? (Yes, No) 
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Appendix P: Sets of tasks for ’Step Two’ in the adaptive framework for the educational 

domain 

 Task Scenarios for Social Network Websites 

Someone has asked that, over the weekend, you visit any social network website you like; it should 

offer many services and activities. Kindly surf this website and take 10 minutes to explore and learn 

more about it, and to practice the Think Aloud protocol. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Task 1: < User Input >  

Task Goal Mini-user testing to elicit feedback on educational websites from the real users 

User’s Task  Browse the homepage 

 Click on Register on the homepage, and fill in the fields (if there are any) 

 Log out 

 Log in again using your username and password 

 Click on any link you like (e.g. site map, etc.) 

 Scroll down any page you are interested in 

 Go to the homepage 

 Go to a discussion forum and add, edit and delete your question (if you can) 

 Go to "Contact us"; fill in a form to contact the Admin and send it 

 Type key words into "Search" and, using different search criteria, check the results 

 Try to enjoy some  services that you are interested in  

 Try to customise the setting 

 

 Do you have a clear idea about the website? (Yes, No) 

 Did you face any problems? (Yes, No) 

 Do you have any recommendations or features that you think should be added to 

improve the website? 



Appendices 

 

304 

 

 

Appendix Q1: The results of Step one ‘Familiarization‘ on the adaptive framework for 

social network domain 

 

Table 1: Privacy heuristics (Jamal and Cole, 2009) 

No. Heuristics Explanation  

1 Available, Accessible and clear Make information about the systems activities 

always available to users and simple to access and 

understand 

2 Correct, Complete and consistent Ensure that disclosures are complete, correct and 

consistent for users to make informed decisions 

3 Presented in context Relevant information should be presented for each 

transaction to minimize memory load and ensure 

users are aware of consequences of actions 

4 Not overburdening Disclosure must take into account human limitations 

in memory, ability and interest. Provide succinct and 

relevant information 

5 Meaningful Options Users need to be given real options rather than opt-

in/opt-out when possible to avoid coercion and 

maximize benefits 

6 Appropriate defaults Default settings should reflect most users’ concerns 

and expectations about privacy 

7 Explicit consent Avoid assuming consent whenever possible. 

8 Awareness of security mechanisms Users should be provided with enough information 

to judge security of system and their information 

9 Transparency of transactions Systems should provide transparency of transactions 

and data use to build user confidence and trust 

10 Access to own record Users should have access to all information the 

system has collected about them, regardless of 

source 

11 Ability to revoke consent Consent should be retractable 

 

Table 2: A set of principles concentrating on social and motivational aspects for 

online communities (Malinen and Ojala, 2011) 

 

 

 

 

 

 

 

 

No. Heuristics 

1 Facilitate self-presentation and creativity in the service 

2 Let the users define the limits of their privacy 

3 Create a sense of social presence 

4 Facilitate easy participation and content creation 

5 Support users’ networking 

6 Support different user roles 

7 Reward and give recognition  

8 Offer the content in a motivating way 
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Table 3: A set of five heuristics  developed by Gallant et al. (2007)   

 

 

 

 

Table 4:A list of recommendations on how to improve the usability of Twitter for 

first-time users (Owens et al., 2009) 

No. Recommendation Explanation  

1 Make the site language more 

intuitive 

For instance, users were often confused with the 

meaning of the profile, settings, @username, 

username links, followers, following, and tweets. 

2 Have more distinct visual changes 

between messaging modes 

Currently, the only difference between posting an 

update, posting a reply, and sending a public 

message to another user is a label change on the 

web form. 

3 Provide additional hints to first-

time users 

There are features and terms in Twitter that do not 

make their function or purpose clear. Hints should 

be applied to the messaging form to assist users in 

determining the current mode of communication. 

They should also be applied to usage of 

@username terminology and links such as 

Profile, Settings, etc 

4 Replace or use simpler Captchas to 

ward off spammers 

Many participants had difficulty with the Captcha 

on the sign-up form. It could be improved upon 

by using one word instead of two, eliminating 

potentially illegible words, or switching to 

another type of Captcha 

 

Table5: A list of recommendations on how to improve the usability of MySpace, 

Facebook, and Orkut (Fox and Naidu, 2009) 

No. Recommendation 

1 
Use consistent and familiar terminology 

2 
Provide a brief explanation for terms that are unique to the site (e.g. PhotoCube on 

MySpace, Testimonials on Orkut, Boxes on Facebook). 

3 
Provide sufficient feedback to the users. Too often the users repeated failed actions 

simply because they were not sure if the system had performed their initial task. 

4 
Improve link placement. Uploading a profile picture, finding the chat link and 

looking for the Settings option should be easy tasks to perform and should be placed 

within easy view of the user on the profile homepage. 

 

No. Heuristics 

1 Interactive creativity 

2 Selection hierarchy 

3 Identity construction 

4 Rewards and costs 

5 Artistic forms 
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zAppendix Q2: The result of Step two ‘ User Input’ on the adaptive framework for the 

social network domain  

 

Table1: Results of the context meeting on the social network domain 

 Interview questions and answers: 

 Why was the website developed? 

It was developed to find a sociable environment for users who share similar interests and hobbies. 

Also, to exchange experiences between them and other experts through email, posts, video calls 

and chat.  
 What are the overall objectives for this website?  

- Communication 

- Business  

- Seeking a job 

- Consultations 
- Games 
- Dating 

 How will it be judged that this website is a success?  

1- Based on the number of members 

2- Based on the number of advertisements 

 

 What are the usability problems in the website that lead to low levels of user satisfaction, 

efficacy and effectiveness?  

1- Difficult to join 

2- Slow help  

3- Unfriendly design 

4- Paid services 

5- Quality of content 

6- Security and privacy 

7- Low quality of navigation, structure, and layout 

8- Few of services  

9- Unlinking between different accounts in different social websites 

 What is the solution for each problem? 

1- Protect all areas in the website particularly personal information and bank detail. 

2- The existing Help Center works constantly and answers any inquiry within 12 hours. 

3- Applying the rules of the International Organization for Standardization (ISO) and World 

Wide Web Consortium (W3C) in terms of the navigation, structure and layout 

 Who are the intended users for this website? 

All kinds of users 

 What are users’ expected experience and expertise in using the website’s main functions?  

The ability to use the Internet, and possession of a computer, laptop, mobile, iPad and their 

software. 

 What tasks do users generally perform when they use the website? 
1- Updating the personal profile 

2- Changing the privacy settings 

3- Add friend, accept invitation, revoke invitation 

4- Searching for groups and jobs 

5- Send post, upload images and videos, and report unwanted posts  

6- Start chatting and make video calls 
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 What are the users’ requirements? 

1- Provides interactive tools such as videos, chat and games  

2- Simple design 

3- Website is accessible by mobile devices 

4- Secure website 

5- Provides privacy feature 

6- Provides help centre and FAQ 
7- Easy join and use 
8- Free services 

 

Table2: List of usability problems discovered in mini-user testing 

No Problems discovered 
1 I found some terminologies are new, and some are not understandable or unfamiliar the first 

time 

2 It is not easy to search for someone because there is not an automatic suggestion for names 

3 Font text is small and I cannot change the background colour and font colour 

4 I cannot find settings link on the homepage 

5 It is difficult to report unsuitable content 

6 Some links or buttons are not logically grouped 

7 I have no idea how to get to the notification page 

8 Help Center link does not work 

9 There is no FAQ tool 

10 The links’ colour or button colour does not change after they have been visited 

11 There is an advertisement which covers the page 

12 I received the post which sent me to another page and after that I cannot see my wall, I just see 

porn pictures and videos 

13 I received a call from an unknown person and when I answered there was nobody. How he/she 

contacted me even though he/she is not in my contact list, I do not know  

14 Search engine is not accurate 

15 I cannot delete the post I have posted wrongly 

16 I cannot find the link to create an event 

17 I cannot upload some videos because they are long, so I need to use another website to upload 

and share them 

18 Scrolling does not work or gets stuck sometimes; it takes too long to download the older posts 

19 Page length is too long 

20 I cannot distinguish between online and offline friends 

21 I cannot customise my profile 

22 It is not clear how to tag videos or images 

23 I do not know how to send a private post to someone 

24 I cannot upload mp4 video 
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Table 3:Features that should be added to improve the the social network websites 

No Features Frequency out of 10 users 
1 Easy to post, delete or edite the post, and share 10 

2 Easy to follow, send invitation, and revoke invitation 10 

3 Simple layout and constancy navigation 7 

4 Frequent updating the feeds 5 

5 Able to access by using different devices 9 

6 Good and accurate search engine 10 

7 Support different luguages 3 

8 Easy to reporting any problem and quickly get help 6 

9 All links are labeled and positioned clearly 10 

  

Table 4:Developed heuristics based on results of mini- user testing 

No Heuristics 

1 The vocabulary and terminology should be familiar to the users. Also, the content should be 

readable, scannable and easy to understand, and free from errors. 

2 The search button and input field should be clearly visible and consistently placed across all pages. 

Also, the features of “SafeSearch” should be switched on. 

3 The results of searches should be clear, visible, informative, advisable, relevant, and accurate. 

4 The font should be easy to read and the user should be able to edit its colour.  

5 The links should be labelled for easy identification, positioned correctly, and have a 'mouseover'. 

6 Unlawful, harmful, pornographic and racial content should be easy to report to customer service. 

7 All functions should be visible and work effectively.  

8 FAQ page should be designed so that it is easy to find. 

9 Advertisements should do not disturb the user’s primary actions. 

10 It should be easy to create events.   

11 It should be easy to modify, update and remove posts. 

12 These websites should offer an appropriate amount of information for the page length. 

13 These websites should provide the minimum number of clickable actions, selections and scrolling 

to complete one main task 

14 These websites should allow tagging, uploading and downloading easily for any videos and 

photos. 

15 Users should be able to use direct chat and messages in a private conversation, and they should be 

able to broadcast and share messages with other users with whom they are directly connected. 

16 Users should be able to customise their profile easily. 
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Table 5: The result of content analysis regarding to identifying usability problem 

areas 

No.  Areas from users Strongly 

agree 

Agree Neither Disagree Strongly 

disagree 

1 Terminologies are new, and 

some are not understandable or 

unfamiliar 

100%     

2 Not easy to search 60% 40%    

3 Font text is small  100%     

4 Cannot change the background 

colour  

20% 60% 20%   

5 Cannot change the font colour   20% 40% 40% 

6 Cannot find settings link 100%     

7 Unsuitable content 20% 60%  20%  

8 Difficult to report  60% 40%    

9 Not logically grouped 100%     

10 How to get to the notification 

page 

100%     

11 Link does not work 100%     

12 No FAQ tool 100%     

13 Button colour does not change 

after they have been visited 

 40% 40% 20%  

14 An advertisement which covers 

the page 

100%     

15 The post which sent me to 

another page 

100%     

16 Received a call from an 

unknown person 

100%     

17 Search engine is not accurate 100%     

18 Cannot delete the post 100%     

19 Cannot find the link 100%     

20 Cannot upload some videos 100%     

21 Scrolling does not work 100%     

22 Cannot distinguish between 

online and offline friends 

100%     

23 Customise my profile 100%     

24 How to tag videos or images 100%     

25 How to send a private post 100%     

26 Too long to download the older 

posts 

100%     

27 Difficult to join 100%     

28 Slow help 100%     

29 Unfriendly design 100%     

30 Paid services 100%     

31 Security and privacy 100%     

32 Few of services 100%     

33 Low quality of navigation, 

structure, and layout 

100%     

No. Areas from experts       

34 Consistent design style 100%     

35 Help option for search 40% 40% 20%   

36 Fewer clicks  60% 20% 20%  

37 Pop-ups window 20% 40%  20% 20% 

38 Hierarchal layout 20% 405  40%  

39 Response time 100%     
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40 Privacy policies 100%     

41 Terms and conditions 100%     

42 Transparency of transaction 100%     

43 Marketing communication  100%    

44 Advertising experience of user 20% 60% 20%   

45 Comment option 100%     

46 Hot offer 20% 60%  20%  

47 Classifying advertisements  40% 20% 40%  

48 Tag people 100%     

49 Access each otgher’s profile 40% 60%    

50 User’s engagement 20% 20% 20% 40%  

51 Blogs and polls 40% 40% 20%    

52 User’s wall  60% 40%    

53 RSS feeds  20% 60% 20%  

54 Multiple chat  40% 20% 40%  

55 Managing the personal profile 100%     

56 Password recovery 100%     

57 Public and privet message 60% 20%  20%  

58 Blocking friend 20% 60% 20%   

69 e-mail notification 20% 40% 20%  20% 

60 Universal design 100%     

61 Safe search option 100%     
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Appendix Q3: The result of Step three ‘ Expert Input’ on the adaptive framework for the 

social network domain  

Table 1: Summary of focus group results 

No Advice 

1 These websites target people from different cultures, so they should use a good colour scheme, 

appropriate font size with the facility to edit its colour and style, minimum scrolling, effective 

navigation, and more interactive and sociable tools 

2 The critical tool that helps these websites to be successful is the effectiveness and accuracy of 

their search result. This is because these websites were created to find friends from different 

cultures and countries who share similar interests 

3  The chat feature should be improved by including high-quality video and voice chat. Also, it 

should be possible to send and receive messages from members even if their status is offline 

4 The dating feature in these websites should be visible, effective, safe and secure, safeguarding 

privacy, and free 

5 There should be easy sharing, editing, copy, paste, and deleting in the wall 

6 The tool of uploading videos and photos should be simple and users should be able to use different 

formats of videos and photos without a limit on size 

7 The other feature that should be considered in the searching tool is response time, and showing 

results that are relevant to the search key words. 

8 The security and privacy features should be strengthened with the use of different protocols and 

tools such as password and SSL, particularly for important pages such as profile 

9 Familiar terminology should be used 

10 Appropriate page length should be used, particularly for showing older posts and the registration 

page 

11 The invitation feature should be a mechanism to avoid unwanted and unsecured invitations, and 

should include the ability to revoke invitations 

12 There should be an easy and available tool to retrieve any deleted messages 

13 Customising user profiles is an important feature and these websites should provide a mechanism 

to their members to carry out this task and avoid users' frustrations. Also, it should allow users to 

comment in public on other users' profiles 

14 These websites should be rich to attract users; they should provide high-quality content and rich 

services, a simple design that is easy to remember after leaving for period of time and easy to 

learn. There should be an efficient help centre 

15 It should be easy to create groups, join groups, and search for groups 

16 Each website should be able to be incorporated with other social media services, for example, 

when a user posts on his Facebook wall he should be able to see his posts in his Twitter feeds 

17 These website should support different languages 

18 In the registration page, the required fields should be visible, limited and use a CAPTCHA image 

with an audio option available. Also, the policy and conditions link should be clearly positioned 

19 It should be easy to report any inappropriate content 

20 Members should be kept informed by notification through email about new features, and new 

content feeds, and new polices to increase the content production in these websites 

21 It should be easy to access these websites through different platforms such as a mobile phone 

22 It is important to make the navigation, all links, and button styles consistent throughout these 

websites.  Also, all the pages should be organised and structured in a similar style to avoid 

confusing the users. 

23 The most important tools and links should be in a list placed at the top of the page. 

24 Because these websites produce huge content and feeds, it is important to highlight the important 

changes to help their users, for example, most viewed, most discussed, favourite feeds and recent 

updates.  

25 With regard to the huge content and feeds, these websites should categorise the content based on 

users’ preference into primary that is absolutely necessary to show and secondary that can be 

hidden. In this way, secondary content is only shown on user demand.  
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26 Because there are a lot of social websites, the content of these websites should be reliable, stable 

and secure, with guaranteed continuity. 

27 Because the content of these websites is updated frequently, the last update statement should be 

displayed in a prominent place. 

28 The prompt messages and notifications should be displayed consistently on the top bar throughout 

the site. 

29 These websites should provide hints to help the user and undo and redo features to avoid errors. 

Also, the error messages should be displayed in the clear place with different colours. 

30 Users should be able to access easily the pages of Help Center, FAQ and Contact Us. 

31 Two problems can occur on these websites due to their huge content: response time and loaded 

memory. Both of these problems cause annoyance to the users.  Therefore, the upload-time and 

the response period for each task should be reasonable and suitable.   

32 The protected areas should be wholly inaccessible and the websites should not be allowed to 

display any personal information outside the site such as 3rd party websites.  

33 With regard to the huge content on these websites, adult content should not be allowed to be 

accessible for users without asking them to declare whether or not they are over 18. In addition, 

users who are over 18 should not be allowed to solicit personal information from individuals under 

18 years old. 

34 Advertising is one of the aims of these websites as a source of income. These advertisements 

should be clear in terms of purpose, also attractive, readable, able to be classified, and users should 

be able to comment on them. 

35 These advertisements should not disturb the users and not cover the content of these websites. 

36 It is best to use pop-up windows for advertisements when users want go into them, as this is better 

than taking them outside of the website page without their permission. Also, avoiding pop-up 

windows it is very important because they disturb users and cause annoyance. 

37 As these websites have a positive impact on business, it is important to allow chat and video calls 

to take place between multi users. 

38 The search tool should be able to be used for groups, people, interests, content, suggestions, and 

companies. Also, should be easy to edit and to resubmit the search key word. 
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Usability problem area The adaptive Domain Specific Inspection (DSI) 
 

 

 

 

 

 

 

 

Layout and formatting (LF) 

 

 

Design consistency 

 
Explanation:  

-The social network should have consistent and familiar design style for 

every page, link and button.  

 

-Better and consistent navigation among all the pages helps user to work 

quickly and easily.  

Simple user interface 

 
Explanation:  

-The overall navigation and top-list information (with search and help 

options and easy bookmarks) facilitate the user in performing any actions in 

networks.  

 

-Minimalistic design (GUI - font sizes, colour) with fewer clicks, scrolling 

and pop-ups as well as highlighting important features helps users to 

minimise their memory load.  

 

-The social network should have content categorisation and hierarchal 

information layout (such as primary and secondary) with hidden on-demand 

content.  

 

Content quality (CQ) 

 

 

 

Correct, relevant, up to date and reliable information 

 
Explanation:  

-The social network should only provide available, concise, relevant, 

reliable, non-repetitive and frequently updated information that is suitable to 

the page length.  

13- Error free 
 

Explanation:  

-Error-free environment with consistently prompt messages helps in 

minimising errors and in preventing users making errors.  

 

-Easy and corrective actions (like undo, redo options) help users to rectify 

errors. 

14- Representation with familiar terminology & understandable 

content 
 

Explanation:  

-The social network should provide easy readable and understandable 

content that is placed in separated blocks.  

 

-Content used with familiar vocabulary, terminology and graphical symbols 

facilitate and ease the tasks of users.  

Appropriate & approachable content 
 

Explanation:  

-Approachable and appropriate amount of information provisioned with 

FAQ will help users to achieve their primary goal.  

Appendix Q4: Establishing the DSI method for social network domain 
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-Content blocks, icons and different colours will help users to take further 

actions in the social network. 

 Site upload time & memory utilization 
 

Explanation:  

-The social network should have negligible upload and response time for 

performing tasks (suitable to users’ cognitive processing).  

 

-Heavy and unwanted coding can consume inordinate time and memory.  

Security and privacy  (SP)    

Awareness of security mechanisms/settings & protection  
 

Explanation:  

-Social network systems should have completed all the necessary security 

tests, and should support all security mechanisms and defined standards such 

as OWSAP, W3C, etc.  

 

-The user’s website should protect his/her personal data by using privacy 

and security settings (SSL). All data should be protected, fully inaccessible 

or accessible as per authentication.  

Transparency of transactions 
 

Explanation:  

 -‘Privacy policies’ and ‘terms and conditions’ should be displayed clearly 

(and be clear) to the user.  

 

-Transparency of transactions helps in building and maintaining users’ trust 

(e.g. personal information and uploaded data will not be used or displayed 

without the user’s permission).  

 

-Users should be informed for any promotional or marketing 

communication.  

 

-Users should have the facility to report (to customer service or the site 

manager) any suspicious activity or inappropriate data posted by others.  

 

-Users should be aware of the information they have stored within the 

system.  

 

 

 

 

Business support (BS) 

Advertising or sales pitches mechanism 

 

Explanation:  

-How is the overall advertising experience of the user? Is it enjoyable, 

disturbing or undesirable (like pop-up ads.)? Can the user take part in it (e.g. 

‘like’ or comment option).  

 

-Users must be aware of paid membership features, benefits and available 

hot offers if any.  

The website should help users in easily classifying advertisements.  

  Trust & credibility of information sources and company 

advertising 
 

Explanation:  

-The social network should maintain users’ trust and confidence whilst 

displaying an advertisement.  

 

-An advertisement must lead the user to a trusted site in a separate window.  



Appendices 

 

315 

 

 

-The company must have legal rights to publish their product advertisement.  

 Easy to follow & share 
 

Explanation:  

-Social content (text, links, media, etc.) should be easy to upload and 

organise.  

 

-The user should be able to tag people and access each other’s profile 

information as well as share their content with other SNS services.  

  Forum/blog facilities and connectivity with different 

groups/businesses 
 

Explanation:  

-The social network should be designed in a manner that increases the user’s 

engagement. It should provide facilities to take part in forums, blogs, polls 

and other activities to gather ideas about markets, customers and strategies.  

 

-Multimode communication, like mail, free calls, etc., increases users’ 

involvement.  

 

-The user must have the facility to create events and different network 

groups.  

 

-Information posted by the user’s wall must appear on a fan’s wall.  

The social network website should use a 'crowd- sourcing' approach to 

stimulate innovation, solve problems and share knowledge.  

  Syndication of Web content (such as RSS tools) 
 

Explanation:  

-The social network should provide easy updates on the home page (like 

friends/family updates).  

 

-The social network must support RSS feeds (Web 2.0 features).  

  Frequent posting & updating 
 

Explanation:  

-Users must have authentication (modify, update and remover own post and 

group).  

 

-The social network assists the user in participating in various facilities (e.g. 

posting text, or single or multiple chat).  

 

-The website should facilitate the user in participating in posts and in 

posting as frequently (and as much) as they want.  

 

User usability, sociability 

and management activities 

(USM) 

Manageable personal profile & user-driven content 
 

Explanation:  

-The social network should facilitate the user with easy registration, 

managing the personal profile (create, modify) and password recovery 

options.   

-Users must have overall control and ease to perform any activity. Users’ 

complaints and reports should also be taken care of.  

  

-The user-driven content management website (such as edit/ delete, or 

liked/marked content) should facilitate the user.  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Easy functionality, participation & user privileges, such as 

revoking & accepting friends/ connections 
 

Explanation:  

-Easy functionality of social network privileges for users to perform various 

activities (such as public or private messaging, adding/blocking friends or 

their connections etc.).  

 

-User should have complete freedom to create groups, fan clubs, bands, etc. 

& to choose the friends, groups, etc. they want.  

Supporter of users’ skills & freedom, such as the customization 

of users’ content/messaging and notifications 
 

Explanation:  

-The social network should provide complete freedom to the user to make 

customizations based on user choice (like creating one’s own template or 

page layout).  

 

-The social network should facilitate users in initiating actions (messaging, 

contents, notifications, etc.) on their profile page.  

 

-The social network should use e-mail notifications to encourage members.  

Offers of informative feedback - action & reaction:  
 

Explanation:  

-The social network should provide timely, meaningful, easy to understand 

and informative overviews (such as current level of achievement or profile 

status) with action confirmation.  

 

-The social network must provide the user’s current task-related feedback 

(e.g. error messages) in an appropriate manner (not too long not or too 

short).  

 

-Users should be provided with the opportunity to access extended feedback 

from instructors through email and internet communication as well as FAQ.  

 

-The website should support the performance tools provided to mimic users’ 

real-world counterparts.  

Appropriate multimedia with complete user control 
 

Explanation:  

-The social network should provide high-quality multimedia with alternative 

text for visually impaired people.  

 

-The social network should provide the user with complete freedom and 

control over multimedia, which should facilitate the user in performing any 

action (e.g. edit/post/embedded, view audio/video, or set up their own 

YouTube or other channel, etc.).  

 

-The social network should sometimes provide permission to the user to play 

videos outside the site (e.g. YouTube), and also to view ratings/comments of 

video.  

 

 

 

Accessibility and compatibility of hardware devices 
 

Explanation:  

-The social network website must have various platform and hardware 
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Accessibility and 

compatibility (AC) 

compatibility. Do users required any special computer skills to use the 

system?  

 

-The social network should disable inputs when required.  

 

-The social network website must be properly load-tested (allow multiple 

users at a time) and have a proper Disaster Recovery system.  

 

-Easily accessible, multilingual lessons should help users who have physical 

impairments.  

Accessible path-contact details, help and support 
 

Explanation:  

-The social network website must provide easy accessibility to various 

assistance options (e.g. FAQ page, help and other additional guidance) as 

and when the user needs.  

 

-The user should be assisted with clear contact details (using multiple 

contact formats, like email, forms, etc.) and it should resume incomplete 

work left off.  

 

-The social network must have satisfactory performance and be able to load 

content quickly.  

Easy access through universal design 
 

Explanation:  

-The social network must have a universal design and structure (not too 

tight, not too loose) to facilitate diversified user groups.  

 

 

 

Navigation site and search 

quality (NS) 

Correct & reliable navigation/directions 
 

Explanation:  

-The social network should provide breadcrumbs, and correct and reliable 

navigation options to facilitate users.  

Easy identification of links and menus 
 

Explanation:  

-The social network website should have well positioned navigation objects, 

links and menus for ease of work and understanding.  

 

-The social network content should have an option to hide or view any 

content when required.  

Search support & functionality 
 

Explanation:  

-The social network website should facilitate users with clear functions that 

allow them to conduct any related work without having to leave the current 

working environment.  

 

-Users should have an accurate search engine for basic and advance search 

support (e.g. groups, people, interests, content, suggestions and companies) 

with clear and relevant search result pages that allow them to view, edit and 

resubmit their search.  

 

-Moderated or restricted content can be viewed by members with “Safe 

Search” switched on or off.  
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Appendix R1: Example on how to develop DSI checklist for social network domain  

Usability 

problem area 

Resource From  The Adaptive Domain Specific 

Inspection (DSI) Checklist 

 

 

 

 

 

 

Navigation 

site and 

search quality 

Facebook searching ((Alam and 

Ali (2010)) 
 

Heuristic1: Search support & 

functionality 

o Are the functionality of buttons 

and controls obvious from their 

labels or from their design? 

o Are there clearly visible search 

buttons and search input fields 

consistently placed across all 

pages? 

o Are there live search results 

and filtering? 

o Does site help to auto fill the 

search query? 

o Does the search response are 

fast enough? 

o Are the results of searches 

clear, visible, informative, 

advisable and relevant? 

o Does the site support different 

search criteria (e.g. groups, 

people, interests, content, 

suggestions, and companies)? 

o Does the results page show the 

user what was searched for, 

and is it easy to edit and 

resubmit the search? 

o  Are all the necessary functions 

of the site available without 

having to leave the site, and do 

they work correctly?  

o  Are all the functions clearly 

labelled, thus facilitating 

successful completion of the 

task? Is the status of each task 

made clear on every page?  

o Is the search engine accurate?  

o Does the site support onsite 

searches within country/region, 

language, interests, industry, 

keyword videos, channels, play 

lists, and groups? 

Can the moderated or restricted 

content be viewed by members 

with “SafeSearch” switched 

on? 

Quality of navigation, structure, 

quality and layout 

Context 

meeting 

interview 

It is not easy to search for someone 

because there is not an automatic 

suggestion for names 

Mini-user 

testing 

Problems 

Search engine is not accurate 

Good and accurate search engine User 

testing post 

questionna

ire 

All functions should be visible and 

work effectively. 

Developed 

heuristics 

based on 

results of 

mini- user 

testing 

The search button and input field 

should be clearly visible and 

consistently placed across all pages. 

Also, the features of “SafeSearch” 

should be switched on. 

The results of searches should be 

clear, visible, informative, advisable, 

relevant, and accurate. 

The critical tool that helps these 

websites to be successful is the 

effectiveness and accuracy of their 

search result. This is because these 

websites were created to find friends 

from different cultures and countries 

who share similar interests 

Summary 

of focus 

group 

results 

The other feature that should be 

considered in the searching tool is 

response time, and showing results 

that are relevant to the search key 

words. 
It should be easy to create groups, 

join groups, and search for groups 

It is important to make the 

navigation, all links, and button 

styles consistent throughout these 

websites.  Also, all the pages should 

be organised and structured in a 

similar style to avoid confusing the 

users. 

The search tool should be able to be 

used for groups, people, interests, 

content, suggestions, and companies. 

Also, should be easy to edit and to 

resubmit the search key word. 
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Usability problem area  The adaptive Domain Specific Inspection (DSI) checklist 

 

Layout and formatting (LF) 

Design consistency: 

o Are all links and button styles throughout the site consistent? 

o Are all the pages organized/structured in a similar style? 

o Are the font choices, colours and sizes consistent with good user screen design?  

o Is the navigation of the site consistent? 

o Does site has access to Home, Contact Us and other relevant information link on all 

the pages? 

Simple user interface: 

o Does the site provide brief, constructive, unambiguous descriptions of the task? 

o Are the most important items in a list placed at the top? 

o Does site have search & help option? 

o Does the site use minimal page scrolling (i.e. the pages are not too long)? 

o Does the site highlight important changes (i.e. most viewed, most discussed, 

favourite feeds and recent updates)? 

o Does the site use glyphs and icons (metaphors) for representation and recognition in 

a context that is relevant, and not just for decoration?  

o Does the site use alternative text for the graphics/images? 

o Does the site categorize content into primary (absolutely necessary to show) and 

secondary (can be hidden), and show secondary information only on user demand? 

o Is the site layout, and architecture logical and hierarchical  

o Does the colour scheme override the content (undesirable)? 

o Is the site easily readable? 

o Does the site make important keys larger than other keys?  

o Are pages easy to bookmark? Is it possible to bookmark a person? 

o Is a casual user able to return to using the site after some period without having to 

learn everything all over again? Are all functions and information well-presented and 

easy to remember? 

o Is the screen layout efficient and visually pleasing?  

o Does the site provide the minimum number of clickable actions, selections and 

scrolling to complete one main task? 

o Is the site constantly used pop-up windows? 

o Can users switch between windows during overlapping windows? 

o Are users allowed to move backward, forward and skip data entry screens among all 

the pages? 

o Do all pages have a title?  

o Does the site helps user to pre populate data during registration, search etc.? 

 

Content quality (CQ) 

Correct, relevant, up to date and  reliable information: 

o Is the content updated frequently, the last update statement being displayed in a 

prominent place?  

o Does the site display only information that is relevant for its purposes? 

o  Does the site display only the available content, and is the content suitable to the 

page length? 

o Does the site provide concise and non-repetitive information? 

o Is there a link provided to the homepage? Was the site built by a reliable institution? 

o Are the reliability, stability and continuity of the site content guaranteed? 

 

Appendix R2: Establishing the DSI checklist for social network domain 
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Error-free: 

o Are errors, confirmation, and prompt messages displayed consistently throughout the 

site? 

o Is the site free of typographical errors and spelling mistakes? 

o Do error messages prevent potential errors from happening? 

o Does the site provide solutions that help the user avoid errors, such as providing 

‘undo’ and ‘redo’ features? 

o Can errors be averted or minimized when possible? 

o Can corrective action be taken to rectify errors? 

o Are the details of the error messages available with indication to what actions are 

that users need to take to correct the error? 

Representation with familiar terminology & understandable content: 

o Is the content readable, scannable and easy to understand? 

o Do the content blocks need to be visually separated? 

o  Are the vocabulary and terminology used familiar to users?  

o Does the site provide correct spelling and grammar, and understandable graphic 

symbols?  

Appropriate & approachable content: 

o Is the organization of the content suitable for achieving the primary goals of the site? 

o Are users provisioned with FAQ? 

o Does the site offer an appropriate amount of information for the page length, and is 

all the text of a viewable/readable size? 

o Does the site provide an icon for help next to a field? 

o Does the site show error in different colour and layout to read easily? 

Site upload time & memory utilization: 

o Is the site upload-time reasonable? 

o Is the site free from heavy coding /unwanted scripting which could consume more 

time/memory? 

o Are response period suitable to the member's cognitive processing? 

o Are response period suitable to each task? 

 

Security and privacy (SP)    

Awareness of security mechanism/settings & protection: 

o Are sensitive areas of the site protected against hackers by credentials and SSL 

security (e.g.,VeriSign™)? 

o Is it easy to change privacy and security settings? 

o Does the site protect customers’ personal data adequately? 

o Can the uploaded content still be displayed outside the site if the user decides not to 

permit it (undesirable)?? 

o Is the adult content accessible to anyone without asking them to declare whether or 

not they are over 18 (undesirable)?? 

o Are users who are over 18 allowed to solicit personal information from under 18s 

(undesirable)? 

o Are all protected areas wholly inaccessible? 

o Does site has taken adequate measure of penetration testing to improve the security? 

o Does site displays what are the security measure has been taken care to the user? 

o Does site support industry defined standards like OWSAP, W3C. 
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Transparency of transactions: 

o Is the adopted security mechanism and policy clearly displayed? 

o Does the site provide transparency of transactions and data use to build user 

confidence and trust, unless the user gives a clear indication not to expose it? 

o Are links to ‘privacy policies’ and ‘terms & conditions’ clearly displayed? 

o Is it clearly stated that any data submitted will not be used for other purposes, in 

order to build user confidence and trust?  

o Are there processes in place to check the number of memberships or access statistic 

data? 

o Should users upload, post, email, transmit or otherwise make available any content 

that is unlawful, harmful, pornographic and racial, do other users have the option to 

report any suspicious activity or inappropriate content that breaches the terms of 

service directly to the customer service or site manager? 

o Does site provide details like what is the user’s information are going to be stored? 

o Does site declares about sharing the user’s information to 3rd party for any purpose? 

o Does site informs user to contact for promotion, marketing and others such 

communication? 

 

Business support (BS) 

Advertising or sales pitches mechanism: 

o Is the advertising experience on the site too intrusive, disturbing the user’s primary 

actions? 

o Does the site have pop-up advertisements (undesirable)? 

o Does ‘multimedia help’ make advertising enjoyable/attractive?  

o Can users leave comments and “likes” (these are social media terms)? 

o Can users classify advertisements easily? 

o Do the features of the paid membership are clearly described with giving hot offers? 

Trust & credibility of information sources and company advertising: 

o Is the user interested in the advertisement characters because they are drawn from 

the user’s own culture?  

o Does the user have confidence that the site is operating in the way it was designed 

to? 

Easy to follow & share: 

o Can users share the content easily (text and links)? 

o Are the videos and photos easy to upload, download, share, retrieve and organise?  

o Can users share (i.e. post to friends’ profiles) and tag other members in photographs 

and videos. 

o Are users able to access each other’s profile information? 

o Are users allowed to share their content with other SNS services? 

Forum/blog facilities and connectivity with different groups/businesses: 

o Do users become engaged with the site through a set of facilities that are designed to 

promote engagement (e.g. by creating a group, blog, business)? 

o Will information posted on users’ walls appear on their fans’ walls? 

o Is it easy to create polls, pages and forums? 

o Are blogs and forums used to get ideas about markets, customers, and strategies? 

o Is it easy to use site mail to communicate with friends? 

o Is it allowed to make free calls between computers and/or phones? 

o Is it easy to create events or select widgets using a calendar? 

o Can users join regional, educational or workplace networks? 

o Do websites use 'crowdsourcing' approach to stimulate innovation, solving problem 

and sharing knowledge? 

Syndication of Web content (such as RSS tools): 
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o Is there a news feed on users’ home pages that provides them with friends/ company 

activity updates? 

o Can users publish RSS feeds to their profiles? 

o Are RSS filters used to create content streams to improve customer relationship 

management? 

 

Frequent posting & updating: 

o Are interactive tools such as post text, single chat and multiple chat provided? 

o Is it easy to modify, update and remove posts? 

o Can the users participate as much as they want? 

User usability, sociability and 

management activities 

Manageable personal profile & user-driven content: 

o Is it easy to register on the site? 

o In case of theft and/or a forgotten password, is recovery option available? 

o Can customers personalise (customise) their online workplace? 

o Can users edit/delete the content that they have posted? 

o Can users easily collect and access the content that they have found and 

liked/marked as favourite? 

o Can users create and modify their personal profile, and delete it if necessary? 

o Reporting mechanism:  Can users report content that they may have a problem with 

(such as sexual, religious, illegal, etc.) easily?  

o Can the network delete a content that has received a lot of complaints? 

o Can the user manage all the activities pertaining to the site with ease, and have 

overall control?  

o Are items logically labelled and grouped in a control panel?  

Easy functionality, participation & user privileges, such as revoking & accepting 

friends/connections: 

o Private messaging: Can users who are directly connected chat/ message each other in 

a private conversation?  

o Public messaging: Can users broadcast and share messages with other users with 

whom they are directly connected? 

o Is it easy to accept new friends and blocking unwanted friends/connections? 

o Can users choose who they want to be directly connected to? This should be a two 

way agreement - where both users approve of the connection. 

o Can a conversation take place between more than just 2 users? 

o Can users register a group or book or band? Can they create a fan club for a band? 

Supporter of users’ skills & freedom, such as the customization of users’ 

content/messaging and notifications: 

o Does the site allow the user to initiate actions? 

o Can users create their own templates or page graphics?  

o Are there enough options for organising page layout or templates? 

o Can users choose a number of applications to be displayed on their 

profile page? 

o Does a website use e-mail notifications to encourage members? 

o Does site provides customisation based on users choice? 

Offers of informative feedback - action & reaction: 

o Is there confirmation for each action? 

o Is feedback given in proportion to the action performed (not too much and not too 

little)? 

o Are errors conveyed in context and written in a way that users will understand? 

o Does the site provide an overview of the work process that has been completed by 

the user (e.g. completing a user's profile)?  
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o Is the feedback given at any specific time tailored to the content or problem being 

studied by the user? 

o  Does the site feedback provide the user with meaningful information concerning 

their current level of achievement within the program?  

o Is the message of current status related to the user’s task? 

o  Does the site program provide the user with opportunities to access extended 

feedback from instructors through email and internet communication, and are 

adequate FAQs also offered? 

o  Does the performance support tools provided mimic their real–world counterparts? 

Appropriate multimedia with complete user control: 

o Are the videos and images on the site of high quality, with the inclusion of 

alternative text for visually impaired people? 

o Can users change video, audio and image settings easily? 

o Is a mechanism provided to skip/stop animation and video without disruption? 

o Does the site include sound and visual effects, these effects providing meaningful 

feedback or hints, designed perhaps to stir particular emotions?  

o Does the site include surprises, humour and interesting representations for the user, 

while avoiding unnecessary multimedia representations that could confuse a user 

who has just started to work with the site? 

o Is there unnecessary animation and ‘flash’ on the site (undesirable)?  

o Is it easy for users to set up their own channels (e.g. YouTube channels)? 

o Are video ratings and comments available on the site? 

o Can users modify photo, audio and video submissions? 

o Are users allowed to play videos outside the site (e.g. YouTube) which would mean 

that they could be ‘embedded’ into other websites? 

Accessibility and compatibility 

Accessibility and compatibility of hardware devices: 

o Is the site compatible with various platforms and hardware, and can its features be 

adapted to individual user preferences? 

o Do potential users have to have special computer skills to be able to use site?  

o  Are all the input devices/buttons that have no function disabled to prevent user-input 

errors? 

o  Are the lessons accessible to users with physical impairments, and their contents 

available in various languages? 

o Does the site is properly load tested and support agreed number of users at a time. 

o Does the site have proper Disaster Recovery in place? 

o Does the site is supported by text reader or other such devices? 

Accessible path-contact details, help and support: 

o Is a site map and /or table of contents available, as well as a calendar?  

o Is there accessible and appropriate help available on demand? 

o Does the site provide clear contact details, using multiple contact formats (email, 

forms, etc.)? 

o Is the FAQ page easy to find? 

o Is everything on the site clearly understandable by the user, including how to access 

options for additional guidance (chatting, editing, adding, seeking instruction or 

other forms of assistance) when needed? 

o Does user allowed to resume work where they left off after getting help? 

o Does the performance of the site is satisfactory and it loads most of the content in 

less than a second? 

Easy access through universal design: 

o Has a universal design been implemented to cater for diversified user groups? 

o Is the structure too tight (strangling) or too loose (lacking cohesion), both of which 

are undesirable?  
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Navigation site and search quality 

Correct & reliable navigation/directions:  

o Do all links and buttons lead to the correct location? 

o Does the site provide a breadcrumb (cookie crumb trail) to identify the path to the 

current location? 

o Does the site match the menu structure to the task structure, and can the user 

distinguish between options and content on the pages? 

Easy identification of links and menus:  

o Are the navigation objects and tools placed in consistent, clearly defined positions, 

and are they of an adequate size?  

o Are icons and links labelled? 

o Is an item still visible when it should be hidden from view, and vice versa?  

o Are the menus straightforward and easy to understand, the items being logically 

grouped and labelled? Do buttons, links and features have a 'mouseover' or pop-up 

window that provides meaningful feedback?  

Search support & functionality: 

o Are the functionality of buttons and controls obvious from their labels or from their 

design? 

o Are there clearly visible search buttons and search input fields consistently placed 

across all pages? 

o Are there live search results and filtering? 

o Does site help to auto fill the search query? 

o Does the search response are fast enough? 

o Are the results of searches clear, visible, informative, advisable and relevant? 

o Does the site support different search criteria (e.g. groups, people, interests, content, 

suggestions, and companies)? 

o Does the results page show the user what was searched for, and is it easy to edit and 

resubmit the search? 

o  Are all the necessary functions of the site available without having to leave the site, 

and do they work correctly?  

o  Are all the functions clearly labelled, thus facilitating successful completion of the 

task? Is the status of each task made clear on every page?  

o Is the search engine accurate?  

o Does the site support onsite searches within country/region, language, interests, 

industry, keyword videos, channels, play lists, and groups? 

o Can the moderated or restricted content be viewed by members with “SafeSearch” 

switched on? 
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Appendix S: The three methods’ performances in discovering usability problems for the 

social network domain 

Method Severity 

rating 

Area Website Usability problems discovered No: 

HE  

2 

Homepage Google+ It uses unfamiliar words that do not 

explain what is meant, such as 

“limited”, which is the link next to the 

post link (also, Hangouts, Poll). 

1 

HE 2 Post window Google+ It is not obvious how to cancel, edit… 

etc. the post. 

2 

HE 2 People page Google+ Adding people to your circles from the 

right rail does not offer an undo. 

3 

HE 2 People page Google+ Lack of ability to invite a big group of 

people to an event; for example, to 

invite 30 people, the user needs to type 

them all in manually. 

4 

HE 1 Homepage Google+ ‘Add people’ icon on the homepage 

looks like a chatting service. 

5 

HE 2 Photo page Google+ The problem that I faced at the time 

was the ‘upload image’ option; I 

selected an image and started the 

creative toolkit but in the toolkit 

window that image did not appear and 

there was no option available to upload 

it again. 

6 

HE 1 Photo page Google+ On ‘Photos’, I expected to be able to 

click on the CTAs. 

7 

HE 1 Homepage Google+ Not completely apparent on HOME, as 

the ‘posts’ widget is overpowering. 

8 

HE 1 Homepage Google+ Using the Chat link is better than the 

unclear icon. 

9 

HE 1 Homepage Google+ The breadcrumb-style heading looks 

clickable but it is not clickable. 

10 

HE 3 Homepage Google+ The menu is not associated to the 

context of the breadcrumb heading; it 

is a universal menu for Google+. 

11 

HE 3 Homepage LinkedIn When the user is selecting any other 

language, for example Arabic, half of 

the information comes in English by 

default. 

12 

HE 2 Profile LinkedIn It cannot see the list of my profile 

visitors.  

13 

HE 1 Whole 

website 

LinkedIn Colour of visited links does not 

change, 

14 

HE 2 Hangout LinkedIn ‘Imported contacts’ link is a foreign 

term to me. I did not import these 

contacts from anywhere, but LinkedIn 

has classified these contacts as such. 

This is confusing; I thought all of these 

folks were already connected to me. 

15 

HE  

1 

Homepage LinkedIn ‘Grow your network’ and ‘My 

Connections’ options need to be 

qualified. ‘Grow your network’ should 

include a description list: ‘your 

contacts and their contacts’. 

16 
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HE  

2 

Connections LinkedIn The presence of the link ‘Remove 

Connections’ is not obviously 

positioned and is unclear in meaning. 

Does it remove selected connections or 

all connections? 

17 

HE  

1 

Connections LinkedIn There seems to be a disconnection. 

Perhaps this area should have just one 

link: ‘Edit Connections’. The ‘Add 

Contacts’ screen can be combined with 

‘remove connections’ to reduce 

cognitive friction. 

18 

HE  

2 

Homepage LinkedIn Too many functions and links in the 

homepage which cannot be 

remembered. 

19 

HE  

2 

Homepage LinkedIn Continues to ask to accept the same 

contacts even after clicking the 

‘accept’ button and refreshing the 

page. 

20 

HE  

2 

Whole 

website 

Ecademy Not all icons are labelled clearly, e.g. 

‘Help Centre’.  

21 

HE  

3 

Homepage Ecademy The website uses abbreviated words 

which are not familiar to users, such as 

‘Msgs’. 

22 

HE  

3 

Whole 

website 

Ecademy The zones are separated but not clear. 23 

HE  

1 

Homepage Ecademy The most important items in a list are 

placed at the top. 

24 

HE & DSI & 

UT 

 

3 

Homepage Google+ The most important features are not 

positioned on the top bar, e.g. 

‘settings’ and ‘help’. 

25 

HE & DSI & 

UT 

 

3 

Post window Google+ When the user chooses ‘Post visibility’ 

from the window for creating a post, 

and after the post is created, there is no 

option to change it (e.g. from public to 

specific people). 

26 

HE & DSI & 

UT 

1 

 

Homepage Google+ Page is too long and should be linked 

by the top icon after each paragraph. 

27 

HE & DSI & 

UT 

3 Whole 

website 

Google+ Breadcrumbs to identify the path to the 

current location are not provided. 

28 

HE & DSI & 

UT 

 

1 

Homepage Google+ No ‘Site map’ and/or ‘table of 

contents’ available 

29 

HE & DSI & 

UT 

 

2 

Homepage Google+ It is not clear how to report unwanted 

posts or content. 

30 

HE & DSI & 

UT 

 

1 

Homepage Google+ Sharing content (text, video, photos 

and links) is available but not clearly 

marked, particularly for novice users. 

31 

HE & DSI & 

UT 

 

2 

Homepage Google+ It is difficult to change privacy and 

security settings (if this service exists). 

32 

HE & DSI & 

UT 

 

2 

Job LinkedIn It is not clear how to upload a CV. 33 

HE & DSI & 

UT 

 

2 

Homepage LinkedIn It is not clear how to add a tag when 

creating a post. 

34 

HE & DSI & 

UT 

 

1 

Profile LinkedIn The terms of a basic account say that 

you cannot see who has viewed your 

profile. So, this link should be disabled 

if the user has a basic account, but the 

website does not do so. 

35 
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HE & DSI & 

UT 

 

2 

Homepage LinkedIn The ‘Recent Activity’ link is not 

clearly positioned. It should be 

positioned on the homepage or it 

should be listed under the profile tab 

(drop-down menu). 

36 

HE & DSI & 

UT 

 

2 

Profile LinkedIn The ‘Ask to be recommended’ link is 

not clearly positioned.  

37 

HE & DSI & 

UT 

 

2 

Homepage LinkedIn There is no site map for this website. 38 

HE & DSI & 

UT 

 

1 

Homepage LinkedIn It is not clear how to delete a comment 

from someone’s post. 

39 

HE & DSI & 

UT 

 

1 

Profile LinkedIn It is not clear how to stop 

endorsements for skills.   

40 

HE & DSI & 

UT 

 

1 

profile LinkedIn There is no button to remove the 

summary in the profile page. 

41 

HE & DSI & 

UT 

 

2 

Help Forum LinkedIn The ‘Help Forum’ page displays this 

message: ‘Oops! We weren't able to 

retrieve Help Forum results. Please try 

again later.’ 

42 

HE & DSI & 

UT 

 

3 

Profile LinkedIn ‘Add Media’ button/icon does not 

work on the profile page. 

43 

HE & DSI & 

UT 

 

1 

Whole 

website 

Ecademy Borders are not used to identify 

meaningful groups. 

44 

HE & DSI & 

UT 

 

2 

Whole 

website 

Ecademy There is no identified link for going 

back from page to page. 

45 

HE & DSI & 

UT 

2 Whole 

website 

Ecademy Links are not eye-catching. 46 

HE & DSI & 

UT 

1 Inbox Ecademy Many pages start without headers, e.g. 

Inbox and Settings. 

47 

UT  

1 

Homepage Google+ It is not clear that this icon '+' on the 

photo page means create an album 

(until I move the mouse over it). 

48 

UT  

1 

Homepage Google+ It is not clear that if you click on a 

photo, this icon ‘ ’ does not mean 

‘download’ until I move the mouse 

over it and see the text 'download'. 

49 

UT  

2 

Photos Google+ The ‘Albums’ link is positioned in an 

unobvious area; it is hidden under 

‘More’ when you click on ‘Photos’ in 

the main menu.  

50 

UT  

1 

Whole 

website 

Google+ The colours of all the links are not 

clear; they are similar to the 

background colour, and thus they are 

not eye-catching. 

51 

UT  

1 

Whole 

website 

Google+ Font size is too small. 52 

UT  

1 

Registration Google+ The error messages on the registration 

form should appear above of the text 

field. 

53 

UT  

3 

Registration Google+ Required fields are not identified in the 

registration form. 

54 

UT 3 Connections Google+ It is not clear how to send an email to a 

particular friend.  

55 

UT 3 Setting Google+ It is not clear how to save a backup of 

your photos or profile information. 

56 
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UT 4 Registration Google+ To create an account, users have to 

receive a verification code from 

website. However, I did not receive a 

verification code. 

57 

UT 3 Homepage Google+ The hyperlink on the Google page to 

visit Google+ is not clearly positioned. 

58 

UT  

2 

Homepage Google+ It is not clear what ‘+1’ means; is it the 

same as ‘like’? 

59 

UT  

1 

Homepage Google+ The search field is not clearly 

positioned. It looks like the search field 

for the Google search engine. It should 

be positioned in the top bar with other 

links. 

60 

UT 2 People/ 

search 

Google+ Location support is needed to show the 

city location of Google+ friends. 

61 

UT 1 Collection Google+ The ‘Follow/Unfollow’ link is not 

clearly positioned in the collection 

page. Also, it should be of a different 

colour to the background.  

62 

UT 2 Collection Google+ The search field is not specific for the 

collection page. So, users would not go 

through collections to find something 

interesting. 

63 

UT 2 People Google+ The ‘suggested people’ link is not 

clearly positioned. 

64 

UT 2 Profile Google+ There is no refresh button on the 

profile page because when a link is 

shared, it should refresh the screen 

completely to see the post in the profile 

page. 

65 

UT 3 Hangout 

menu 

Google+  The ‘Start a Video Hangout’ link is 

not clearly positioned. 

66 

UT 1 Tour 

window 

Google+ There is no exit button on the Tour 

window. 

67 

UT 1 Profile Google+ There are no options in the 

‘Relationship status’ menu to choose 

Girlfriend, Boyfriend, Engaged, 

Married partner. 

68 

UT 2 chat / 

Hangout 

windows 

Google+ In the ‘Chat’ and ‘Video Hangout’ 

windows, there is no information to 

identify who is online or offline. 

69 

UT 1 Homepage Google+ There are two Home clickable icons on 

the top bar which have the same 

functionality, so they confuse users (  

  ). 

70 

UT 4 My Account Google+  It is difficult to reach the ‘My 

Account’ page to manage your account 

access and security settings. 

71 

UT 2 Photo Google+ There is no back link to return from the 

photo page to the homepage. 

72 

UT 3 Homepage Google+ There is no search box in Google+ 

Pages allowing users to search for 

specific words from the all the 

previous posts in that Google+ page. 

73 

UT 2 Homepage LinkedIn The drop down menu that is next to the 

search field is not visible. 

74 
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UT 4 Homepage LinkedIn The ‘Jobs’ tab does not work. 75 

UT 4 Join LinkedIn Required fields are not identified in the 

‘Join’ form. 

76 

UT 2 Profile LinkedIn The above links for ‘Add education’ 

and ‘Add publication’ do not appear 

(hiding) until the user moves the 

mouse over the same section. 

77 

UT 2 Profile LinkedIn The bottom buttons (‘Add education’, 

‘Add publication’ and ‘Add position’) 

in each section are not clear because 

they do not have borders and their 

colours are the same as the background 

colour. Also, they do not have a plus 

(+) symbol. 

78 

UT 1 Profile LinkedIn Many questions need to be answered 

for ‘Profile Strength’. 

79 

UT 2 Profile LinkedIn  The ‘managing public profile setting' 

link is not clearly positioned. 

80 

UT 3 forgotten 

password 

LinkedIn The LinkedIn link image to go back to 

the main page on the forgotten 

password page is not clickable (as 

users thought). 

81 

UT 2 forgotten 

password 

LinkedIn The error message, when the user 

enters an incorrect email in the 

‘Forgotten password’ page, is not 

clearly positioned. 

82 

UT 2 Homepage LinkedIn The drop down menu, which has the 

user's photo on the right of the 

Homepage on the above bar, confuses 

the user because it is clickable and it 

works with the same functionality as 

the ‘Profile’ link. 

83 

UT 2 Homepage LinkedIn It uses unfamiliar words, which results 

in users stopping their task in order to 

add connections such as using 

‘Keeping in Touch’ (which means your 

contacts or connections). 

84 

UT 2 Join LinkedIn When the user creates an account, 

LinkedIn asks the user in Step 2 to add 

contacts. If the user does not have any 

contacts to add, an error message 

appears. After LinkedIn has failed to 

add any contacts, the message is not 

clear in terms of information and 

colour. 

85 

UT 3 Homepage LinkedIn It is not clear how to turn off the 

‘suggested people’ feature. 

86 

UT 2 Homepage LinkedIn When clicking on the ‘Privacy & 

Settings’ link, it asks to login again. It 

is boring.   

87 

UT 3 Connections LinkedIn It is not clear how to revoke a recent 

connection.  

88 

UT 1 Homepage Ecademy ‘Terms and conditions’ link is not 

clearly positioned. 

89 

UT 1 Registration Ecademy The registration form is too long, 

which leads to user frustration. 

90 

UT 1 Homepage Ecademy The Homepage link is not easy to find. 91 
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UT 1 Homepage Ecademy Settings link is not clearly positioned. 92 

UT 3 Homepage Ecademy The aim and meaning of the ‘SEO’ 

link on the top bar is not clear. 

93 

UT 3 Message Ecademy It is not allowed to send messages until 

the user has upgraded the membership. 

94 

UT 4 Homepage Ecademy The ‘Suggested people’ link does not 

work. 

95 

UT 1 Blog Ecademy The required fields to create a blog are 

not identified. 

96 

UT 1 Blog Ecademy The ‘Follow’ link for a blog or a 

company is not clearly positioned. 

97 

UT 4 Mobile Ecademy Some features do not work properly on 

mobiles (e.g. Forgotten password). 

98 

UT 4 Homepage Ecademy Some companies appear on the search 

results without any information. 

99 

UT 1 Whole 

website 

Ecademy The links are not grouped; they are just 

listed on the two above bars. 

100 

UT 1 Homepage Ecademy The Ecademy logo on the homepage is 

clickable, but when the mouse moves 

over it, it does not show that it is 

clickable. 

101 

UT 1 Homepage Ecademy The icon to connect to Twitter does not 

work. 

102 

UT 1 Homepage Ecademy It does not support searching for 

people based on their email. 

103 

DSI 2 People Google+ There is a limit to adding people to 

your circles.  

104 

DSI 2 Poll Google+ There is no way to filter poll posts in 

communities or anywhere. 

105 

DSI 3 Profile Google+ To change your name in Google+, you 

can be permitted 3 name changes in a 

90-day period from the first change.  

106 

DSI 4 Whole 

website 

Google+ There are no links for reaching 

different pages in the help forums on 

Google+, such as Business forum and 

Hangout forum. 

107 

DSI 3 Whole 

website 

Google+ Google+ does not support any games. 108 

DSI 3 Notification Google+ There is no sync between the desktop 

and mobile applications in terms of 

notifications. So, when a notification is 

read on the desktop, it still appears as 

unread on the mobile application; it 

should be amended on the mobile.  

109 

DSI 4 Homepage Google+ Google+ claims that it provides strict 

controls to block spam post. However, 

many spam posts (e.g. porn) still 

appear many times, even after 

reporting them.  

110 

DSI 3 Notification Google+ If you turn off notifications when using 

a mobile, you still receive emails. So, 

you have to turn off the notifications 

from the computer. 

111 

DSI 2 Communities Google+ When you get blocked from a 

community, you can still post, but you 

cannot comment. A blocked user 

112 



Appendices 

 

331 

 

should be prevented from both posting 

and commenting. 

DSI 1 Homepage Google+ The Google+ logo is clickable and is 

positioned above the ‘Home’ icon but 

both are doing the same job. It is 

confusing. 

113 

DSI 3 Setting Google+ It is not clear how to change the 

language. 

114 

DSI 2 Homepage Google+ When you change the language to 

Arabic, some links still appear in 

English as a default. 

115 

DSI 3 Homepage Google+ It is not clear how to connect Google+ 

to another social network such as 

Twitter or Facebook.  

116 

DSI 2 Post Google+ Invalid URL format is accepted to 

post. 

117 

DSI 2 Share Google+ URL field is not required in ‘share a 

link’. 

118 

DSI 2 Profile Google+ There is no option to search by using a 

phone number, because even using 

email, Google+ does not give the 

person's profile correctly. 

119 

DSI 3 Collections Google+ If you have a collection and you want 

to delete this collection, but you want 

to move the posts before deleting the 

collection, there is no option to move 

or save these posts. 

120 

DSI 2 Photos Google+ If you want to post something and you 

want to attach photos, and when you 

select photos, another window appears 

which asks you to reselect the same 

photos from the same album. This task 

is then repeated (twice), which makes 

this feature inefficient and frustrating. 

121 

DSI 2 Poll Google+ In the polls, you cannot add more than 

one photo in one question. It should be 

allowed to add multiple images. 

122 

DSI 2 Notification Google+ There is no option to get a notification 

from an individual user as soon as 

he/she posts something; this 

notification is only available for 

Circles. 

123 

DSI 4 People Google+ Anyone can add you into his/her 

circles without your permission, and 

you cannot delete yourself from his/her 

circles. 

124 

DSI 3 Community Google+ If your friend adds you on his circles, 

and he creates a new community, his 

post in the community will post on 

your wall. However, you are allowed 

to re-share it, but you cannot comment 

on his post until you join his 

community. So, why is his post added 

to your wall when you have not joined 

his community? 

125 
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DSI 3 Help Forum Google+ It is confusing; there are many help 

forums, e.g. business forum, Google+ 

forum, hangout forum, etc. 

126 

DSI 3 Help Forum Google+ If you have a problem in hangouts, 

Google+ cannot help you because a 

hangout is a separate product and it has 

its own Help Forum. 

127 

DSI 2 Help 

community 

Google+ It is allowed to post only a limited 

number of questions (4 times) per day 

in the Google+ help community. This 

means that if you have more than four 

questions, you have to wait until the 

next day. 

128 

DSI 4 Forgot 

password 

Google+ If you have forgotten your password 

and have tried to recover it but cannot, 

you should ask for help from Gmail 

Product Forum, not from Google+. So, 

what is the benefit of the Google+ help 

centre? 

129 

DSI 1 Homepage Google+ If anyone gives a post +1, and then 

cancels his/her +1, it still shows up on 

the notifications button. This is an 

incorrect notification.  

130 

DSI 2 Notification Google+ There is no option to stop receiving 

notifications when commenting on a 

post. When you do this, you will get a 

notification for all the persons who 

comment after you. Google+ should 

modify this feature to notify only those 

persons who tagged you by name. 

131 

DSI 3 Business Google+ If you want start a business and you 

want to create a web page and URL, 

when I typed in a unique name, a 

message appears: ‘Many people have 

the same name’; however, when I 

searched the name, I could not find 

anyone using my specific name.  

132 

DSI 2 People Google+ The website does not prevent or 

recover from errors such as adding a 

friend in two different circles. 

133 

DSI 2 Homepage Google+ There is tendency to shuffle the order 

of the contents on the homepage feed. 

Every time I visit this website, I see the 

same posts but in a randomly different 

order. 

134 

DSI 2 Homepage Google+ The single-column view does not work 

on the communities’ page, which does 

not make very good use of screen 

space. 

135 

DSI 3 Photos Google+ The option of ‘Automatically enhance 

new photo’ is not available at the time 

of upload. To get it, it needs to go to 

the settings account. 

136 

DSI 4 Contact Google+ The site does not provide clear contact 

details. 

137 

DSI 1 Setting Google+ It is not clear how to change themes.  138 
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DSI 1 Setting Google+ There is no option to change the colour 

of the post. 

139 

DSI 2 Homepage Google+ The search functionality is not accurate 

(e.g. if I entered ‘events Austin Film 

festival’, it shows everything). 

140 

DSI 3 Homepage LinkedIn This website does not provide a chat 

service. 

141 

DSI 4 Email LinkedIn Receiving fraudulent email from 

LinkedIn: ‘Upgrade to Free Premium 

Account’, but when you set up your 

credit card information; they deduct 

the money without permission. 

142 

DSI 2 Sharing LinkedIn Not all posts on LinkedIn appear on 

the Twitter wall, and sometimes it 

takes a long time to appear. 

143 

DSI 3 Notifications LinkedIn There is no option to allow the user to 

get notifications about recent 

discussions on the help forum. 

144 

DSI 3 Setting LinkedIn It is difficult to remove credit card 

details from an account. 

145 

DSI 3 Post LinkedIn It is not possible to undo mistakenly 

flagged posts, and there is no option to 

see all posts that have been flagged. 

146 

DSI 2 Homepage LinkedIn Post and discussion are two 

terminologies but they are functionally 

the same. So, it can post a discussion in 

a group forum and also post a 

comment on the wall. Thus, one term 

should be used for both functions 

(inconsistencies). 

147 

DSI 2 Whole 

website 

LinkedIn There is a pop-up window that appears 

on the group page which cannot be 

closed; it asks you to follow another 

discussion group. 

148 

DSI 3 Pulse LinkedIn The bookmarking feature is not 

provided, e.g. in articles that are 

published on Pulse. 

149 

DSI 2 Post LinkedIn It does not support MP4 video format. 150 

DSI 2 Whole 

website 

LinkedIn It is not clear how to remove/edit the 

pay details. 

151 

DSI 2 Homepage LinkedIn There is no link for RSS or a search 

link for RSS on the homepage. 

152 

DSI 2 Sharing LinkedIn The sharing button does not show 

when you update a post and want to 

share it with your group. 

153 

DSI 2 Forum page LinkedIn It is not possible to return to your 

answer on the Forum if it is more than 

18 months from the date of 

publication. 

154 

DSI 3 Homepage LinkedIn The link ‘Help Forum’ is not 

positioned visibly in the top line of the 

menu. 

155 

DSI 1 advertising  LinkedIn The time for posting an advertisement 

by moderators is longer than expected. 

It takes five days, and it should take 

only two days. 

156 
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DSI 1 advertising  LinkedIn It is not allowed to advertise a picture 

if its size is more than 50 x 50. 

157 

DSI 1 advertising  LinkedIn There is no option to post advertising 

like video or animation. 

158 

DSI 2 Homepage LinkedIn It is not obvious how to remove an 

advertisement from the homepage. 

159 

DSI 3 Homepage LinkedIn There is no link to report spam on the 

wall. 

160 

DSI 2 Message LinkedIn Important features need to be paid for 

to get them to work, such as sending a 

message to someone not in your 

connection. 

161 

DSI 1 Inbox  LinkedIn There is no option to move a message 

in the archive folder to the inbox 

folder. 

162 

DSI 1 Homepage LinkedIn The admin of a company cannot use 

the ‘like’ link or the ‘share’ link on any 

post or news for the company. 

163 

DSI 1 Search  LinkedIn There is no option to search by date for 

finding a company that is a recently 

founded business. 

164 

DSI 3 Profile  LinkedIn Cannot upload photos, which means 

that there is something prohibiting this 

functionality. 

165 

DSI 3 Whole 

website 

LinkedIn The FAQ is not available on the 

homepage, and there are some 

questions on the Help Forum link. 

166 

DSI 2 Registration LinkedIn There is no option to stop sending 

‘invite’ messages to contacts during 

initial registration. 

167 

DSI 3 Homepage LinkedIn The ‘Contact us’ link in the Help 

Centre page (which has no 

functionality) is disabled. 

168 

DSI 2 Homepage LinkedIn It is difficult to find the ‘Account 

Setting’ link to customise settings. 

169 

DSI 1 Homepage LinkedIn Some menus are not understandable or 

straightforward (e.g. the Pulse link). 

170 

DSI 1 Homepage LinkedIn Home page is too long, which needs a 

great deal of scrolling. 

171 

DSI 1 Messages Ecademy Some pages require much scrolling 

(e.g. ‘New messages’ page contains 

too many messages, need a lot of 

scrolling). 

172 

DSI 2 Whole 

website 

Ecademy The FAQ is not available. 173 

DSI 1 Homepage Ecademy Registration error messages appear at 

the top of the form rather than at the 

top of the text box. 

174 

DSI 1 Search Ecademy Search results are not accurate, e.g. 

searching for UEA. 

175 

DSI 1 Whole 

website 

Ecademy Breadcrumbs are not clearly available; 

this is especially important for novice 

users. 

176 

DSI 2 Homepage Ecademy Reporting mechanism (e.g. deleting 

content that has a lot of flags reported) 

177 
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is not available or if it is, it is not clear 

or positioned clearly. 

DSI 2 Homepage Ecademy Site map is not available. 178 

DSI 1 Whole 

website 

Ecademy There are too many pop-ups. 179 

DSI 1 Homepage Ecademy Unable to find language option on 

home page for diversified users 

following different languages. 

180 

DSI 1 Homepage Ecademy Too many advertisements on the 

homepage. 

181 

DSI 1 Join Ecademy ‘Lost password?’ link should be called 

‘Forgotten password’.  

182 

DSI 1 Homepage Ecademy Too many links and functions on the 

Homepage. 

183 

DSI 1 Homepage Ecademy E-news section is not well-organised. 184 

DSI 1 Homepage Ecademy The distance between ‘members 

online’ and the drop down list is big, 

which confuses users. 

185 

DSI 1 Homepage Ecademy The links ‘Hide message’, ‘See all’, 

and ‘More’ should be grouped. 

186 

DSI 1 Whole 

website 

Ecademy Too much content on some pages. 187 

DSI 1 Join Ecademy Many buttons for ‘Join now’ on the 

page. 

188 

DSI 2 Search Ecademy It does not clear what is meant by 

‘Blackstar’ on the group page. 

189 

DSI 3 Registration Ecademy The required fields in the registration 

form are not identified. 

190 

DSI 1 Whole 

website 

Ecademy There are limited features for users 

who have created an account: create a 

profile, search for contacts and respond 

to messages on the website. 

191 

DSI 2 Whole 

website 

Ecademy It is not clear that those users who have 

a basic account can only respond to 

messages; they cannot send messages 

until they upgrade their membership. 

192 

DSI 3 Mobile Ecademy The website does not support properly 

surfing by mobile. 

193 

DSI 1 Events Ecademy The calendar link on the ‘Events’ page 

is in a small font. 

194 

DSI 2 blog Ecademy Terms and conditions for creating a 

blog are not found on the blog page. 

195 

DSI 1 Company Ecademy Too many confusing fields to complete 

in the registration form for a company. 

196 

DSI 1 Whole 

website 

Ecademy Link colours should be standardized. 197 

DSI 2 Setting Ecademy It is not clear how to close an account.  198 

DSI  

2 

Whole 

website 

Ecademy Not all icons are labelled clearly, e.g. 

‘Help Centre’.  

199 

DSI  

2 

Homepage Ecademy The website uses abbreviated words 

which are not familiar to users, such as 

‘Msgs’. 

200 
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Appendix T:  Sets of tasks for Falsification Test for the social network domain 

Task 1 < Google+ > 

Task Goal  To examine the reality of the DSI problems in order to identify whether they are real or false 

problems 

User’s Tasks  You want make a video call; what do you do? 

 You want create a vote to choose the best place for a barbecue; thus, you want upload 

two images for two places. What do you do?  

 You want send a post to a specific friend; what do you do?  

 You find a mistake in the post, and want edit it; what do you do? 

 You want send a post by using an invalid URL; what do you do? 

 You want to add someone to your circles. Once you have added him, you want to undo 

this action; what do you do? Also, try to add him again into two groups of circles; how 

does his process make you feel? 

 You want to create a family circle and to add 50 people to this circle; what do you do? 

 Someone has added you to their circles but you do not want to be there; what do you 

do? 

 You want to create an event in order to invite 40 people; what do you do? 

 You want to upload a photo and start using the creative toolkit; what do you do? 

 You want to choose another language; what do you do? 

 You want to know who has visited your profile page; what do you do? 

 You want to filter poll posts in communities; what do you do? 

 You want to change your name in Google+ and you have three names, so you want try 

each name and see how your profile page looks; what do you do? 

 You have five problems: one in your Business page, one in the Hangout page and three 

in Google+ page. So, you want to find solutions for these problems; what do you do? 

 You want to play your favourite game (such as Clash of Clans) in Google+; what do 

you do? 

 You have received a post from a friend. Try reading it from your desktop, and after 

that try to use your mobile to check the homepage icon for a notification; does it still 

show that there is one post marked as unread? 

 Try to change the notifications from your mobile so as not to allow receiving an email 

notification. After that, we will send a post to you; have you nevertheless received an 

email notification? 

 You want to go back to the homepage. Try to use the Google+ logo and the Home 

button on the drop down menu; what do you feel? 

 You want to connect your Google+ account to another social network account; what 

do you do?  

 You want to send a post link for a new movie. In the post's window, you click on the 

‘share’ button without adding that link; what do you feel?  

 You want to search for a friend so as to add him. Use his email and his phone number 

to find him; what do you do? 

 Create a collection and sent many posts. After that, you decide to close this collection 

but you want move or save these posts before closing it; what do you do? 

 Someone from your circles has created a new community. You see one post in his 

community on your wall, and thus you want to comment on this post; what do you do? 

 You want to create your own business. You want choose a name for your business, so 

what do you do? 

 You want to turn on the ‘Automatically enhance new photo’ option; what do you do?  

 You want to change the page theme and colour of your post; what do you do? 

 You answered a question on the Google+ forum. How can you stop receiving 

notifications from people who comment after you; what do you do? 
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Task 2: <  LinkedIn > 

Task Goal  To examine the reality of the DSI problems in order to identify whether they are real or false 

problems 

User’s Tasks  You want create an account but you do not want to send invite messages to your 

contacts; what do you do?  

 You want to import some contacts, so you use the ‘Imported contacts’ link; what 

do you do? 

 You want to add connections and you have these links: ‘Grow your network’ and 

‘My Connections’. So, which one you will use, and what do you feel?  

 You want to edit the connection, so use the ‘Edit Connections’ link. What do you 

feel? 

 You want to remove a connection, so use the ‘Remove Connections’ link to do it; 

what do you feel? 

 On the homepage, you find notifications for accepting some invitations. You have 

time to do this, so what do you do? 

 You have a problem and you want to chat with a friend who may be able to help. 

What do you do, and what do you feel? 

 You have connected your account to, for example, Twitter. Thus, you want to post 

in LinkedIn and for it to appear in Twitter. What do you do, and what do you feel? 

 You want to receive notifications about the recent discussions on the Help forum; 

what do you do? 

 You want to edit your payment card information; what do you do? After that, you 

want to remove that card information; what do you do? 

 You have mistakenly flagged a post, so you want to undo this action. Also, you 

want to see all posts that have been flagged; what do you do? 

 You are in the Pulse page. You find an interesting article, and you want to use the 

bookmarking facility to read it later; what do you do? 

 You want to send a post as an MP4 video; what do you do, and what do you feel?  

 You want to receive RSS news from an interesting company; what do you do? 

 You want to update an image and share it with your group; what do you do? 

 You have a problem, and you got an answer to this problem one year ago. Now try 

to return to your answer in the Help Forum; what do you do? 

 You have an image as advertisement (50 x 50) and you want post it; what do you 

do? After that, you want to remove this image and post a video or animation file; 

what do you do? 

 You have received a post on your wall but you want to report it; what do you do? 

 You find an old friend and you want to send a message before asking for a 

connection; what do you do? 

 You want to move a message from the archive folder to the inbox folder; what do 

you do? 

 You want to search for a company that is a recently founded business; what do you 

do? 

 You have a problem and you want to search for an answer in the FAQ; what do 

you do? 

 You want to customise your settings; what do you do? 

 

Task 3: <  Ecademy > 

Task Goal  To examine the reality of the DSI problems in order to identify whether they are real or false 

problems 

User’s Tasks  You want to create an account in this website but, during the registration process, 

try to include an incorrect or invalid input (such as leaving a required field empty); 

what do you feel?  

 You have a problem and you need help, so you want to visit the Help page; what 

do you do? 

 You want to send a message; what do you do? 
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 You have a problem and you want to search for an answer in the FAQ; what do 

you do? 

 You want to report a post; what do you do? 

 You want to visit pages that are interesting to you, so you are looking for a quick 

and easy way to navigate between these pages (e.g. site map); what do you do, and 

what do you feel? 

 You want to change the website language; what do you do? 

 You have forgotten your password; what do you do? 

 You want to send a message to your friends but you want to know who is online; 

what do you do? 

 You want to create your own blog but you want to know the terms and conditions; 

what do you do? 

 You want to join the latest blogs who have ‘Blackstar’; what do you do, and what 

do you feel? 

 You want use your mobile to surf this website; what do you do, and what do you 

feel? 

 You want to register your company; what do you do, and what do you feel? 

 You want to create your own event; what do you do, and what do you feel? 

 You want to close your account; what do you do? 

 



Appendices 

 

339 

 

 

Appendix U1:  Response from BBC website on the problem report 

Dear Audience Member Reference CAS-1113745-6DLGHX 

Thanks for your enquiry. 

As the BBC is a public corporation, financed by the licence fee, its income must be used for broadcasting 
or closely associated purposes. We therefore need to place sensible limits on the type and quantity of 
information we can provide as answers to the enquiries we receive. 

If we were to oblige any one of the huge number of requests similar to yours that we receive each week, 
it would set a precedent which we wouldn’t be able to maintain. Unfortunately, for this reason, we must 
turn down such requests and we’re regrettably unable to help you on this occasion. 

Thanks again for contacting the BBC. 

Finally, I have attached an invitation from the Head of BBC Audience Services, asking you to participate 
in our customer survey. We would welcome your views on our service. 

Kind Regards 
Deborah McEntee 
BBC Audience Services 
www.bbc.co.uk/faq 
__________________________________________ 

Dear Audience Member 

Thank you for your recent email to the BBC. It is our aim to provide the highest standard of responses to 
emails we receive. To help us do this, I am writing to ask you to complete a customer satisfaction survey 
which is being conducted by the research company Ipsos MORI. 

Your response will help us to judge how your most recent email was handled, so we'd be grateful if you 
could rate the service you received and the quality of our response. We aren't expecting you to rate 
the BBC, its output, or any previous contacts you may have had with us. The purpose of this survey is to 
help us understand the level of service we currently provide when responding to emails and to ensure we 
achieve the highest possible standards. We may use your individual responses to help in our staff 
training and performance management. 

The questionnaire is very straightforward to complete and should take no longer than 5-10 minutes. You 
can log onto it in two ways, depending upon the email system you are using. You can either click onto 
the following website address, or paste it into your address bar (where you normally type in a website 
address). You will be guided through the questionnaire automatically once you have logged into it. 

Website Address: http://survey2.infocorp.co.uk/webprod/resources/bbcinfo/start.asp?st=1&pass=CAS-
1113745-6DLGHX 

Thank you very much for taking the time to assist us. 
Sam Smith 
Head of BBC Audience Services 

 

 

http://www.bbc.co.uk/faq
http://survey2.infocorp.co.uk/webprod/resources/bbcinfo/start.asp?st=1&pass=CAS-1113745-6DLGHX
http://survey2.infocorp.co.uk/webprod/resources/bbcinfo/start.asp?st=1&pass=CAS-1113745-6DLGHX
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Appendix U2:  Response from LinkedIn website on the problem report 
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Appendix X:  Confirmation of attending BCS HCI 2012 conference 
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Appendix Y:  Confirmation of student volunteer for organising a conference 

 

Appendix Z:  Email and questions to measure the usefulness of the adaptive framework 



Appendices 

 

345 

 

 

Dear Mr/ Ms,  

This email includes two attached files. The first file is a usability problem report that 

was produced using three different evaluation methods on your website. The usability 

problem report has been divided into four parts. The first part describes the usability 

problem that were discovered by HE. The second part describes the overlapped 

problems that were discovered by the three methods. The third part describes the 

usability problem that were discovered by UT. The fourth part describes the usability 

problem that were discovered by DSI. Also, it includes the areas of the discovered 

problems and their severity. The second file is a set of recommendations that 

highlights the most common usability problems that were discovered and gives 

suggestion on how the usability for your website could be improved.  

As this research was proposed using the adaptive framework and its generated 

method, which is called DSI, could you answer the following questions; 

1. Do you think the problems that were discovered by DSI are useful? If not, 

why? 

2. Based on the problems discovered by DSI, would you use the DSI method to 

improve your website in the future? 

3. If you have another website in a different domain, would you use the adaptive 

framework to generate the DSI method to evaluate your website? 

 


