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Abstract

This thesis aims to assess and develop objective and robust approaches to evaluate
regional climate model (RCM) historical skill using performance metrics and to
provide guidance to relevant groups as to how best utilise these metrics. Per-
formance metrics are quantitative, scalar measures of the numerical distance, or
’error’, between historical model simulations and observations. Model evaluation
practice tends to involve ad hoc approaches with little consideration to the under-
lying sensitivity of the method to small changes in approach. The main questions
that arise are to what degree are the outputs, and subsequent applications, of these
performance metrics robust?

ENSEMBLES and CORDEX RCMs covering Europe are used with E-OBS
observational data to assess historical and future simulation characteristics using a
range of performance metrics. Metric sensitivity is found in some cases to be low,
such as differences between variable types, with extreme indices often producing
redundant information. In other cases sensitivity is large, particularly for temporal
statistics, but not for spatial pattern statistics. Assessments made over a single
decade are found to be robust with respect to the full 40-year time period.

Two applications of metrics are considered: metric combinations and explo-
ration of the stationarity of historical RCM bias characteristics. The sensitivity of
metric combination procedure is found to be low with respect to the combination
method and potentially high for the type of metric included, but remains uncertain
for the number of metrics included. Stationarity of biases appears to be highly
dependent on the potential for underlying causes of model bias to change substan-
tially in the future, such as the case of surface albedo in the Alps.

It is concluded that performance metrics and their applications can and should
be considered more systematically using a range of redundancy and stationarity
tests as indicators of historical and future robustness.
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Chapter 1

Introduction

Scientific evidence for anthropogenic climate change is widely considered to be
overwhelming (Stocker et al., 2013). The burning of fossil fuels on large industrial
scales over the last 150 years has increased concentrations of atmospheric green-
house gases to abnormally high levels. There is high confidence that over 50%

of the average global temperature rise as observed over the last century can be
attributed to these changes (Bindoff et al., 2013). As a result, national governments
seeking an evidence-based response to the challenges posed require information on
the expected regional changes. Although future projections based on collections
of global climate model (GCM) simulations (commonly referred to as multi-model
ensembles) are readily available through large coordinated projects (Meehl et al.,
2007; Taylor et al., 2012), they do not have the spatial detail needed to identify
likely smaller-scale impacts. Therefore there is a need for higher-resolution regional
climate change projections to inform the development of regional vulnerability and
impacts assessments and appropriate adaptation policies (Jacob et al., 2014).

The need for better regional information has motivated the production of
regional climate model (RCM) ensembles (Van der Linden and Mitchell, 2009;
Giorgi et al., 2009) which provide the basis for the construction of regional climate
future projections. Assessing these models based on how well they simulate climate
processes and dynamics is of vital importance, not only so one can trust the reliabil-
ity of future simulations, but also so that any systematic errors can be identified for
model development purposes. Performance metrics, adopted after their successful
use in weather forecasting, are quantitative measures used to evaluate the skill
of RCMs in regard to a specific simulation aspect, such as climatological means
or the simulation of extreme events, assessed against suitable observational data.
Individual metric assessments may then be combined into a single generalised
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score which may provide a more comprehensive indicator of overall RCM skill.

The output from metrics or general performance indicators can be utilised in
constructing future projections, either through weighting of a multi-model ensem-
ble or by the elimination/selection of subsets of models. The overall aim is to better
characterise projection uncertainty based on the inferred reliability of the RCMs.
However, the use of metrics in three distinct applications remains problematic.
First, performance metrics have been used somewhat without scrutiny in the past
(Tebaldi and Knutti, 2007), and thus the degree of sensitivity to the assessment
method is unknown. Secondly, the formulation of combination procedures has
been to a certain extent ad hoc and output similarly could be largely dependent on
approach (Christensen et al., 2010). Thirdly, the use of metric assessed RCM errors
for the construction of future projections assumes that these error characteristics
retain their underlying behaviour from hindcasts into the future (Räisänen and
Ylhäisi, 2011), which likewise has been examined little. Therefore, the use of some
performance metrics may be inappropriate as skill measures, the combination of
these constituent components into more generalised performance indicators too
subjective and the assumed justification for application of these skill measures
in future projections perhaps tenuous. These potentially detrimental attributes of
performance metrics, if not examined and understood, may place a limitation on
the ability to provide robust and objective RCM performance evaluations due to the
potential of overly sensitive skill assessments, and also undermine the basis for ap-
plying those assessments in methods to inform future regional climate projections.

1.1 Regional Climate Models and The Need for Per-
formance Evaluation

Our understanding about the consequences of climate change on global scales is
ever increasing, and the likely impacts affect a wide range of natural and human
systems (Field et al., 2014). Socio-economic impacts assessed on global scales
are expected in areas such as human health (Patz et al., 2005), food and water
security (Hanjra and Qureshi, 2010), coastal zones due to sea-level rise (Nicholls
and Cazenave, 2010) and national security concerns (Barnett and Adger, 2007).
Ecological effects occur in domains such as biodiversity loss (Bellard et al., 2012),
desertification (Stringer et al., 2009) and ocean acidification as a result of CO2
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emissions (Doney et al., 2009). However, many of these impacts, such as droughts
or floods, occur on relatively small regional to local scales. Therefore to assess the
level of vulnerability, and design appropriate adaptation measures, regional climate
models are required to provide a higher level of detail than is available from coarse
resolution GCMs (Wang et al., 2004). With the objective of providing more region-
ally relevant high-resolution projections, RCMs have been developed to produce
dynamically downscaled climate simulations of use to a variety of climate change
information users. Before a discussion of why the evaluation of RCM performance
is important for this task, some background on the types, constructions, errors and
uncertainties involved in climate modelling are important to consider.

GCMs are invaluable tools for assessing large-scale anthropogenic impacts on
the climate system. They play a central role in climate change attribution studies
(Rosenzweig et al., 2008) and provide the essential component for producing future
climate change projections. GCMs contribute to our understanding of large-scale
climatic phenomena such as El Niño Southern Oscillation (e.g. Stevenson et al.,
2012), Atlantic Meridional Overturning Circulation (e.g. Weaver et al., 2012),
future sea level rise (e.g. Yin, 2012) and Arctic sea ice extent (e.g. Stroeve et al.,
2012). Additionally, information on the direct consequences on global temperatures
of greenhouse gas (GHG) emissions through the estimation of climate sensitivity
can be produced (e.g. Knutti and Hegerl, 2008; Andrews et al., 2012). Typi-
cally, coupled atmosphere-ocean GCMs have been used to assess planetary-scale
climatic behaviour, although more recently Earth System Models (ESMs) (such
as the HadGEM2 model (Collins et al., 2008)) have been developed to include
more components which describe the ecosystem, carbon cycle, ocean biology and
atmospheric chemistry. GCMs and ESMs are typically run at a spatial resolution of
100-200km due to computational limitations, which leads to the logical develop-
ment of approaches to ’downscale’ this large-scale information to the regional scale.

Downscaling can either be done dynamically, by using nested RCMs, or statisti-
cally, whereby a relationship between large-scale ’predictor’ variables and observed
station data is exploited by mapping future low-resolution GCM projections to pro-
duce local variable timeseries (Wilby et al., 1998). RCMs focus on much smaller
continental size domains and operate with considerably higher-spatial resolution
than GCMs. 25-50km simulations predominated previous multi-model ensemble
projects such as PRUDENCE (Christensen et al., 2002) and ENSEMBLES (Van der
Linden and Mitchell, 2009), although ultra-high resolution 11km RCM European
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simulations are now being developed and used in the recent CORDEX collabora-
tion (Giorgi et al., 2009). The increased spatial resolution enables a more precise
representation of the local orography and land surface characteristics, which in turn
is hoped to lead to an improved simulation of local climate phenomena.

Both RCMs and GCMs are highly complex computer simulation programs
which simulate the physical processes governing climate. They use systems of
mathematical equations to represent the behaviour and interactions of the key
components of the climate system: the atmosphere, hydrosphere, cryosphere, and
land surface (Stocker, 2011). The simulation domain is discretised in both time and
space to varying degrees of resolution, depending on the model application, and
each grid-box is resolved using numerical approximation schemes. Advances in
computing power have lead to a rapid increase in both the resolution and complex-
ity of climate model design, with the expectation of improvements in simulation
quality. Even so, many small-scale processes, such as cloud convection or eddy
currents are unable to be resolved explicitly with the latest models (Stan et al.,
2010). The reliability of climate models is gauged from several factors: their
being based on the established laws of physics (e.g. laws of thermodynamics),
assessed simulations of known past states of climate and the level of agreement
with present observed climate (Knutti, 2008). However, there remain important
sources of uncertainty in the modelling of climate that are crucial to developing the
understanding of the most probable future changes.

1.1.1 Sources of RCM Uncertainty and Error

Inherent within climate models are four main sources of uncertainty in the de-
scriptions of the underlying processes and dynamics of the climate system: choice
of initial conditions, boundary conditions, parameterisations and model structural
considerations (Tebaldi and Knutti, 2007). Modelling uncertainty can be classified
either as aleatory (a stochastic or ’random’ process, e.g. El Niño) or epistemic
(originating from a lack of knowledge, e.g. future GHG concentrations) (Dessai
and Hulme, 2004). The total future projection uncertainty is often characterised
by the range of model simulations over all available model configurations (Collins
et al., 2013). Model error on the other hand is quantified as the difference of a
single model simulation against an observational dataset. Uncertainty relates to
the degree of certainty one can have of the application of modelling to a problem
whereas error relates to the quality of an individual solution. Understanding both
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aspects is crucial to improve the performance of a single model and to increase the
confidence in future projection results.

Initial conditions in the case of a GCM are usually taken from reanalysis or
observations, and for RCMs this would also include GCM forcings as one further
type. The climate model is then allowed to run for some period of time, referred to
as the ’spin-up’ time, to allow the atmospheric circulation to develop. Since errors
in initial conditions do not have as large an impact on the long-term evolution of
climate statistics as in numerical weather prediction, assessing the consequences of
climate change is more commonly defined as a boundary value problem (Collins,
2002). In terms of climate change projections with GCMs, the form of boundary
conditions used has changed from CMIP3 to CMIP5. The SRES emissions sce-
narios (Nakicenovic et al., 2000) used in the earlier ensemble projections specified
the amount of GHG gases to be emitted under different assumptions, whereas
the newer ’representative concentration pathway’ (RCP) approach specifies GHG
concentrations instead (Moss et al., 2010). The two approaches although different
are ultimately hypothetical in nature, covering a range of plausible futures and
therefore contributing to RCM and GCM projection uncertainty.

The additional boundary conditions necessary to force an RCM (sea surface
temperatures and atmospheric pressure levels) can be provided either from re-
analysis data for simulating hindcasts or from a parent GCM for producing future
projections. In the hindcast setup for RCMs the aim is to produce accurate simu-
lations of known past observations by utilising observationally derived reanalysis
products. Despite reanalysis forcing being commonly referred to as ’perfect’
boundary conditions (Prömmel et al., 2010), regional biases in the climatic fields
remain a possibility (e.g. Jaeger et al., 2008). The presence of boundary condition
biases has the potential to cloud judgements of RCM skill when we are to assume
that the reanalysis forcing does not contribute additional error to simulations. The
benefit of using reanalysis forcing is that the large-scale climatic characteristics
of the local domain are replicated as close as possible so that RCM output can be
evaluated directly against observations. This contrasts to GCM-forced simulations
which are likely to contribute additional error to any simulations covering observed
time periods. Therefore reanalysis-forced simulations are the least problematic
approach to evaluate the skill of RCMs, since the boundary condition error is
minimised. This is the approach taken in the relevant analysis in Chapters 4 and 5
covering evaluation of RCM hindcasts. GCM-forced simulations on the other hand
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provide the basis for future downscaled climate change projections, and as such the
quality of GCM boundary conditions is essential to producing reliable downscaled
information.

Parameterisation uncertainty originates from the inclusion (or exclusion) of
numerous modelling modules which provide an indirect means of simulating
processes that either occur on time or spatial scales smaller than can be resolved
by a climate model explicitly (Jakob, 2010) or are too complicated to be rep-
resented otherwise (Flato et al., 2013). Examples of parameterisations include
the representation of clouds (e.g. Klein et al., 2013), land surface (e.g. Rosolem
et al., 2013), convection (e.g. Hourdin et al., 2013) and the atmospheric boundary
layer (e.g. Baklanov et al., 2011). Each parameterisation can be evaluated against
observations either individually or in the output of the full climate model. The
overall uncertainty relating to this third aspect arises due to the number of possible
configurations in which a climate model can be constructed. Perturbed Physics
Ensembles are one way to assess a single climate model’s parametric sensitivity by
running a large number of repeated simulations in which each ensemble member
has a unique parametrisation setup. Stainforth et al. (2005), for example, used this
approach when investigating the range of climate sensitivity simulated by 2,578
model variations and found that parametric choice had a high degree of influence.

Finally, although parameterisations can have a substantial effect on simulated
quantities of interest, model structural choices are also a large source of uncertainty
(Sanderson, 2011). Climate model simulations are computed on discretised three
dimensional grids over the spherical planetary surface, ocean and atmosphere.
There is no known optimal method to do this. The speed of state of the art super-
computers is the one major constraint on the resolutions that can be employed, and
therefore this aspect has increased much in line with microprocessor development.
The structural choices following this are the numerical approximation schemes
used, and the sensitivity to these components cannot be evaluated through a Per-
turbed Physics Ensemble, due to structural choices remaining constant over all
simulations, but through a multi-model ensemble using model output from several
modelling centres (Tebaldi and Knutti, 2007). One structural choice specific to
RCMs is the technique used to force simulations, or ’nesting’ approach, which
consists of a vertical atmospheric component with additional sea-surface temper-
ature data which are of lower resolution than the RCM itself (e.g. Køltzow et al.,
2011). Structural uncertainty is assessed through the use of multi-model ensembles
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spanning a range of alternative approaches to modelling climate.

The development of RCMs and GCMs to provide both a consistent represen-
tation of the climate system and reliable future climate change projections rests
on a process of continual model assessment. Model improvements require both
simulation error detection and the subsequent diagnosis of the causes thereof. This
procedure is very much analogous to that used in operational weather and seasonal
forecast evaluation, and accordingly it is helpful to consider the approaches taken
within that more mature discipline.

1.2 General Approaches to Climate Model Evalua-
tion

1.2.1 Weather and Seasonal Forecasting Evaluation

The origins of climate modelling lie in numerical weather prediction (NWP), which
demonstrated that mathematical modelling is competent to represent the chaotic
multi-dimensional dynamics involved in short-term forecasting with a high degree
of skill. It is standard practice that NWP centres operate several types of ensem-
ble forecasting system (Zhang and Pu, 2010) producing simulations focussed on
near-term 24-36 hour, 1-2 week medium-term out to seasonal/decadal time-frames.
Short-term forecasts are of higher spatial resolution; the short-term UK Met Office
UKV model for example runs with a variable resolution with 1.5km gridbox size
in the domain centre (Pocock et al., 2012). The ensemble members span various
model structural formulations and perturbed initial conditions to test the sensitivity
of probabilistic forecasts to the model setup. The introduction of more compre-
hensive spatially-detailed forecasts and further developments to process simulation
among other things have led to considerable improvements in forecast quality
(Magnusson and Källén, 2013).

The success of the application of mathematical modelling to the problem of
weather prediction has relied on the repeated comparison of forecast results against
observations. Verification is the test of whether a model is a reasonable repre-
sentation of the chosen target system, whereas validation is a test of whether the
accuracy of the simulation meets some predefined standard (Sargent, 1998). The
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continuous nature of producing short to seasonal timescale forecasts lends itself to
these examinations of model skill, as models can be assessed over a wide range of
statistics. The assessment of model errors is the basis for improving forecasting
skill by identifying model deficiencies, in addition to providing information to end
users as to which forecasting system is most appropriate to their needs (Gleckler
et al., 2008). Furthermore this continual testing has enabled modelling centres to
measure changes in forecast skill (Goddard et al., 2013), leading to a quantitative
and more objective approach to demonstrate improvements in performance. Rank
histograms, root mean squared error (RMSE), ensemble reliability, sharpness and
the Brier Skill Score are commonly applied metrics which evaluate the ability of
an ensemble to reproduce the statistical characteristics of the observed weather
conditions, or to assess the consistency of successive forecasts (Buizza, 2008). The
benefits of these standardised metrics in NWP evaluation has lead to the question
of whether such an approach could be used to assess climate model performance
(Gleckler et al., 2008).

An intermediate step from short-term weather forecasting to climate projections
are seasonal to decadal forecasts. These types of forecast are essentially an attempt
to predict the likely evolution of those external and internal variability factors which
determine the course of medium-term climate (Smith et al., 2012). Although the
short term trajectory of weather is chaotic and thus precludes accurate forecasting
for timescales beyond a few weeks, there are aspects of climate variability that are
to a certain extent predictable on monthly to seasonal timescales (Hansen, 2006),
although this underlying quality differs depending on the season and region of
interest (Graham et al., 2005). There are two methods (sometimes used in combi-
nation) used to produce seasonal forecasts: dynamical (utilising GCMs or RCMs)
and statistical (e.g. Lim et al., 2011). To evaluate seasonal or decadal forecast skill
the World Meteorological Organisation (WMO) developed standardised evaluation
procedures which include several metrics for quantifying the error of probabilistic
or deterministic forecasts (WMO, 1992). These include simple RMSE type metrics
and the ’Receiver Operating Characteristic’ (ROC), adopted from its widespread
application in medical science, as a measure of a model’s predictive ’hit rate’ (or
probability of detection) against the false alarm rate of an event (Marzban, 2003).
The skill of seasonal forecasting as quantified by these measures has improved due
to improvements in the understanding and simulation of the different components
of variability (Kirtman et al., 2013).
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1.2.2 Climate Model Evaluation Methods

Climate models require comparison with real world observations to ensure consis-
tency with known climatic processes and dynamics and to increase confidence in
model reliability when constructing future projections (Reifen and Toumi, 2009).
There are a number of approaches to achieve this, varying in complexity and
specialisation depending on the purpose of the evaluation. These methods can be
placed in one of two groups: statistical evaluations of model errors or assessments
of the representation of climate processes. Reasons for evaluating climate models
are for the identification of systematic biases aiding model development, or for
informing, either through ensemble weighting or model selection/elimination,
future climate change projections.

Performance metrics provide a quantitative method to evaluate model error
characteristics. Despite their now standardised use in NWP development, the
applicability of metrics to the assessment of climate model skill is unfortunately
problematic. The most clear difference between the two problems is that cli-
mate simulations attempt to model a system evolving over decadal to centennial
timescales. This presents difficulties for model verification since the observations
required to test climate projections are not available (Tebaldi and Knutti, 2007).
Gleckler et al. (2008) notes that a small set of variables may not be enough to
assess climate model skill despite being adequate in the case of NWP, and that
there is little consensus as to whether an optimal set of metrics could be defined
for climate model evaluation. Finally, the agreement of climate simulations with
past observations only constitutes a ’necessary but not sufficient condition’ for
confidence in the reliability of future projections (Xu et al., 2010).

Despite these complications, some of the strengths of NWP methodology have
been exploited by the climate modelling community. The multi-model ensemble
approach developed in NWP is now commonplace (e.g. Taylor et al., 2012), with
the aspiration of a more objective framework for the production of future projec-
tions. Additionally, the in-depth evaluation and improvement to all climate model
components has lead to increases in model complexity and realism (Flato et al.,
2013). In a similar fashion to NWP and seasonal forecast evaluation, the benefits
of using quantitative metrics are numerous:

• A standardised assessment technique across the climate modelling commu-
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nity leading to a more transparent and objective model development regime.

• The ability to measure the differences in skill within and between successive
generations of model ensemble, either for single variables or more compre-
hensively.

• To provide a useful visual summary (e.g. Taylor diagrams) of absolute and
relative model performance for users of climate model information.

The secondary use of metrics outside of the model development or user infor-
mation provision spheres is in the application of model scores to the construction
(by ensemble weighting or model elimination) of future ensemble projections.
Qualitative assessment (e.g. expert judgement) may be able to achieve this to a
certain extent, but may lack objectivity.

The second group of model assessment techniques involve the detailed inspec-
tion of climate process simulation. This can generally either be done by running
individual model components and subsequently evaluating full model simulations
with the integrated updated component, or by use of a ’regime-based’ approach
(Flato et al., 2013). The benefits of the former approach are that the mathematical
formulae representing distinct processes can be directly tested against observations
(if suitable datasets exist), and therefore upgrades can be made to the descriptions
of the underlying physics if required (Boone et al., 2009). The latter method
enables the evaluation of model processes that occur ’within specific categories
that describe physically distinct regimes of the system’ (Flato et al., 2013), such
as in different ’dynamic and/or thermodynamic’ states in the case of cloud process
studies (e.g. Williams and Webb, 2009). This approach therefore acknowledges the
fact that many processes do not lend themselves to evaluation on strictly seasonal
or annual time domains, and thus regime-based methods can be used to investigate
climate dynamics as they occur in correspondence with reality.

Specific to RCMs is the possibility of direct comparison to high-quality (de-
pending on domain) gridded observational datasets. Since the current practice has
been to force RCMs with reanalysis (and GCMs), it is a logical step to use per-
formance metrics for the purpose of RCM error assessment (Sánchez et al., 2009;
Christensen et al., 2010; Coppola et al., 2010; Kjellström et al., 2010; Holtanová
et al., 2012; Giorgi et al., 2012; Kim et al., 2014; Evans et al., 2014; Kotlarski
et al., 2014). This approach resolves the difficulty of using GCMs, which are likely



1.3 The Use of Performance Metrics 11

to be a substantial contributor to simulation error, as the provider of boundary
conditions. However, the sensitivity of performance metrics to the underlying
assessment methodology has received little attention thus far, with many studies
using ad hoc types of skill measure without consideration of the robustness of the
method. Therefore the use of such quantitative performance metrics to evaluate
RCM performance, given the importance of robust assessment, is the focus of this
thesis. The reason for focussing on performance metrics is due to the need for
more objective quantitative approaches to climate model evaluation, in addition to
the increasing trend towards the use of multi-model ensembles, which are ideally
suited to this application.

1.3 The Use of Performance Metrics

1.3.1 Performance Metric Sensitivity

What is a performance metric? As a working definition it is beneficial to describe
what constitutes a performance metric and what the preferable characteristics of
such a measure might be.
Definition: A Performance Metric is a quantitative measure of climate model er-
ror composed of four distinct elements: variable, statistic, spatio-temporal domain
and reference dataset.

Desirable characteristics for a particular metric might be:

• Gives output which is robust/insensitive to small changes in evaluation
methodology.

• Is able to produce information on general or specific model simulation as-
pects.

• Can provide a quantitative measure of the magnitude or direction of model
errors.

The use of performance metrics with RCMs has in the past been somewhat
arbitrary in terms of metric construction (for further details see Section 2.1), with-
out regard for the effect these underlying choices have on output sensitivity. RCM
evaluation using performance metrics relies on the premise that they are robust; that
they will not produce inconsistent or overly volatile results if subjected to minor
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changes in application. The consequences of this not being the case are problem-
atic. Assessment of RCM skill in relation to the simulation of a given process
may be misrepresented, potentially masking or exaggerating an issue, distracting
or undermining efforts to improve overall model performance. Additionally, if a
RCM ensemble is used for the production of future climate change projections
through methods such as ensemble weighting using output from sensitive metrics,
the future changes and uncertainty information may be misleading and unfounded.

Although some desirable characteristics of performance metrics may be implic-
itly assumed in RCM evaluation, without further investigation it remains an open
question whether the use of metric output based on a single set of construction
choices is fully justifiable.

1.3.2 Metric Combination Approaches

Comprehensive measures of RCM performance, encapsulating a range of simula-
tion aspects, are one approach toward a more holistic and rigorous model evaluation
process. Through the consideration of more than one performance metric, it may
be possible to arrive at a single overall indicator of model performance.

Definition: A Generalised Performance Indicator (GPI) is an amalgamation
of several chosen performance metrics, combined in such a way as to produce a
scalar value quantifying overall or specific targeted model performance.

Alternatives to commonly used methodological approaches with GPIs have, in
a similar vein to the use of single performance metrics, been under-sampled (see
Chapter 2.2). Most studies utilise identical combination methods, mainly geometric
multiplication of metric output, which is not the only possibility. Additionally, the
number and type of metric included in combination is also important; if a pair of
included metrics are giving the same information, then the overall indicator score
may be biased in some respect.

Therefore more wide ranging sampling of combination possibilities in tandem
with a more systematic and objective approach to choosing which metrics or
performance aspects to include is needed.
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1.3.3 Stationarity of Model Errors in Future Projections

Attempting to reduce uncertainty in regional future projections through the use of
metric evaluations, by adjusting, constraining or elimination of model ensemble
output, has been a central theme for improving projected climate changes (Chapter
2.3). In the simplest case of bias correction for example, the calculation of mean
error would be used and removed from future projected changes, thereby arriving
at the ’true’ (or most plausible under the emissions scenario assumptions) climate.
However, the direct application of model errors in hindcasts to future projections re-
lies on a major assumption: that the distribution of model ensemble errors remains
stationary in time; that whatever emissions scenario and resultant lateral boundary
condition forcing is applied, the error characteristics of each RCM will respond
uniformly. Given the presence of potential ’tipping points’, nonlinearities within
the climate system, such behaviour in projections is not guaranteed. Furthermore,
if GPI output is used to ’weight’ model ensembles in future projections the model
error characteristics measured by each individual metric component have to be
stationary.

Therefore, although not directly verifiable, this assumption requires further
scrutiny as it is the basis for many efforts to reduce or constrain uncertainty in
future regional downscaling methods.

1.4 Aims and Objectives

This thesis investigates the use and application of performance metrics with RCMs.
The ’use’ of metrics relates to how to choose a metric, or set of metrics, in their
capacity as an indicator of model performance for that specific variable, region and
domain of interest. ’Application’ of performance metrics relates to the use of metric
output in several other capacities; either collectively, generating measures of over-
all model performance, or as indicators of future projection reliability. Performance
metrics, as measures of model error, have a degree of subjectivity in their selec-
tion, commonly giving rise to ad hoc use with little consideration for underlying
sensitivity to small changes in method. This has implications for how performance
metrics are used in the validation, overall assessment, selection/elimination and fu-
ture projection weighting of RCMs. To better understand and identify appropriate
approaches using and applying performance metrics, the thesis has three aims:
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• To assess and develop objective approaches for the assessment of RCMs using
performance metrics.

• To investigate and develop criteria and analysis methods more likely to pro-
vide robust outcomes from the application of performance metrics.

• To provide guidance and recommendations to relevant groups on the use and
application of performance metrics.

To achieve these aims, three objectives are identified which the analysis in Chap-
ters 4, 5 and 6 respectively explore in detail:

• To investigate the sensitivity of performance metrics to small changes in
methodological approach.

• To evaluate the use of GPIs as robust measures of overall RCM performance.

• To assess the plausibility of the stationarity assumption in climate change
projections.

The first two aims have a specific focus on assessing and developing more
objective methods of RCM evaluation. Relevant to this is the investigation and
development of model evaluation criteria more likely to provide robust outcomes:
what factors should be considered? The third aim is to provide guidance to relevant
parties (e.g. model developers, impacts modellers and policy makers) as to how
best to utilise performance metrics in their areas of work. To further investigate
these three aims, various types of analysis method are applied tailored for each
specific topic. Further methodological information is provided in each relevant
analysis chapter, and a brief outline provided in the next section.

1.5 Structure of Thesis

Chapter 1 provides a brief description of climate change, the production of regional
climate change projections, sources of RCM uncertainty and error, and the need
and development of RCM robust and objective evaluation methods. Performance
metrics and GPIs are introduced, in addition to the concept of non-stationary
simulation biases.

The Literature Review (Chapter 2 ) surveys the current understanding of three
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distinct but related topics: the current practice of approaches to performance
metrics, the development of metric combinations methods, and of their use in con-
structing future climate change projections, reliant on the stationarity assumption.

Chapter 3 details desirable specifications of RCM and observational data for use
in model evaluation studies. It provides detailed examination of the reanalysis and
GCM-forced ENSEMBLES and CORDEX RCM and E-OBS gridded observational
data used in the three analysis chapters. The format of the model and observational
data in addition to pre-processing and standardisation methods are also discussed.

The first analysis Chapter 4 investigates the sensitivity of performance metrics
in their use in assessing reanalysis forced RCMs in hindcasts. The aim is to identify
more robust model evaluation procedures which have an objective basis for their
application, and also to reduce the level of metric redundancy. ’Redundancy’ is
defined as the degree to which information provided by a metric can be obtained
using another metric, thereby making the use of both unnecessary.

Chapter 5 Metric Combinations explores methods of producing generalised
performance indicators (GPIs), used to give an overall comprehensive test of model
skill, to understand the sensitivity of these overall skill measures to changes to
their inputs (different choices of metric) or the combination approach (multiplica-
tive/additive) used. The number and type of metrics included in the GPI is varied
as to observe to what extent such overall indicators of model performance are
influenced by such changes in assessment criteria. A final expert set of metrics is
given for combination in an overall score of RCM performance.

The Stationarity Assumption is explored in the final analysis in Chapter 6, assessing
whether performance metric assessments relative to other ensemble members or
the ’true’ future climate may remain constant in time, or behave in a non-stationary
way. This indirectly tests whether and in what circumstances the stationarity
premise, relied upon by bias-correction and by methods that directly apply quanti-
tative RCM assessments, is reasonable in future climate change projections.

The final Chapter 7, Conclusions, Recommendations and Outlook, provides
an overview of the results from the analysis of Chapters 4, 5 and 6, detailing key
findings and points. The implications and recommendations drawn from these
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results for relevant groups is discussed. Recommendations for particular analysis
methods, approaches and criteria for metric and GPI construction are provided,
with potential development of these methodologies and further analysis suggested.
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Chapter 2

Literature Review

2.1 Performance Metrics: Sensitivity and Robust-
ness

The evaluation of climate model skill through the use of performance metrics plays
a central role in measuring progress towards more realistic simulation of climate
(Räisänen, 1997; Moise and Delage, 2011). Performance metrics give a concise
quantitative measure of a model’s ability, or skill, to accurately reproduce climatic
observations over a given validation period. By utilising such statistical measures,
one may identify the strengths and weaknesses of a given model and potentially
diagnose which processes are represented poorly (Phillips et al., 2004). In addition,
one may simply rank the models by order of skill, or compare the performance
of different generations of climate model. A common finding is that no single
model consistently outperforms all other ensemble members when evaluated over
all variables in both GCM and RCM ensembles (Lambert and Boer, 2001; Gleckler
et al., 2008; Christensen et al., 2010), inducing a limitation on absolute judgements
of which model is ’best’ overall. This is due to the fact that different sets of metrics
could give different answers. Moreover, it is unclear which processes or variables
are most relevant for determining how well a model reproduces climate, and at
what scales these should be measured, be it temporal or spatial. Thus the task
of constructing and choosing metrics for model performance evaluation remains
subjective, leading to disagreement as to what the most justifiable approach might
be (Tebaldi and Knutti, 2007).

The usefulness of performance metrics is reliant on their providing robust,
relevant information on the absolute and relative model performance in historical
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simulations, and giving an indication of model reliability in future projections. A
’robust’ assessment by a metric would require it to be insensitive to small changes
in the construction of the test. ’Relevant’ information would be assessments which
assist in identifying areas of model deficiency, in terms of the direction and mag-
nitude of errors or the presence of systematic model biases across an ensemble.
Absolute performance is related specifically to the magnitude of model errors
against observations, whereas relative performance pertains to the distribution of
model performance within a multimodel ensemble, the secondary conclusions from
direct comparison with observations (Radic and Clarke, 2011). Thus far there has
been some effort made to explore different metric constructions with a wide array
of variables or statistic choices, in particular for GCMs but less so for RCMs.
Comprehensive approaches assessing GCMs such as Murphy et al. (2004) and
Reichler and Kim (2008), utilising a single statistic applied over a wide array of
variables, have attempted to produce generalised performance indicators. RCM
approaches (Coppola et al., 2010; Eum et al., 2012; Fowler and Ekström, 2009;
Holtanová et al., 2012; Kjellström et al., 2010; Lenderink, 2010; Lorenz and Jacob,
2010; Perkins et al., 2007; Pierce et al., 2009; Sánchez et al., 2009) have been
more focussed in their scope, aiming to capture model performance for a single
or multiple variables with more than one corresponding statistic. Some studies
have taken a further step in using information obtained from performance metrics
to construct future climate change projections, either through model ensemble
weighting techniques or by eliminating those models judged to be unrealistic and
thus inappropriate for use (e.g. Holtanová et al., 2012). However, a thorough ex-
amination of the inherent uncertainties involved in metric construction is presently
lacking for such uses, particularly in the case of RCMs, due to somewhat arbitrary
methodological choices without regard in many cases to the underlying sensitivity
of results. This has the potential to undermine conclusions drawn from performance
metrics if they are not adequately scrutinised.

The subjective aspects involved in constructing metrics originate from four spe-
cific methodological choices (Pincus et al., 2008);

• Variable

• Spatio-temporal domain

• Statistic

• Observational reference dataset
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One of the first decisions in evaluating the performance of a climate model is to
determine which variables should the simulation quality be assessed with respect
to. Applications of performance metrics fall into two main groups: either specific
process-based assessments, or more general ’overviews’ of model performance
covering a wider range of variables (Ma et al., 2013). Each type has certain
requirements for which variables are needed for the evaluation to meet its pur-
pose. Process-based studies investigating the representation of large scale modes
of variability such as ENSO or the MJO would be interested in variables that
relate to the underlying physics of the system such as those governing feedback
processes or specific patterns of spatio-temporal variability. For example, in the
case of El-Niño Southern Oscillation this approach has been taken by evaluating
the reproduction of the Bjerknes feedback in the CMIP5 ensemble (Bellenger
et al., 2014), whereas the latter approach was applied to metric assessments of
Madden-Julian Oscillation representation wherein an Empirical Orthogonal Func-
tion analysis of Outgoing Longwave Radiation and zonal winds was used (Kim
et al., 2009). In the case of RCMs, the large scale circulation is provided by either
reanalysis or GCM boundary conditions and as such the reproduction of large scale
modes of variability not usually the focus of performance assessment. However,
there are examples of studies investigating the effect of these systems on RCM
simulation quality, such as the influence of ENSO on South African RCM simu-
lations (Boulard et al., 2013). More common to RCM process-based assessments
are studies which tend to focus more on the representation of climate feedbacks
such as the soil moisture-precipitation feedback (e.g. Jaeger and Seneviratne, 2011).

In studies exploring performance metrics, this role of variable choice has been
explored most, with the previously mentioned GCM studies of Murphy et al.

(2004) and Reichler and Kim (2008) being the notable examples. Within their
Climate Prediction Index (CPI), Murphy et al. (2004) calculated a range of metrics
spanning a broad range of 32 atmosphere and surface variables. These included
the most commonly assessed 1.5m temperature and precipitation variables, but also
less frequently investigated aspects such as top-of-atmosphere outgoing short and
longwave radiation and sensible heat fluxes. Reichler and Kim (2008) similarly
evaluated GCMs over a set of 14 variable types, chosen primarily due to the avail-
ability of model data. Both studies have shortcomings with respect to the remaining
three metric aspects (spatio-temporal domain, statistic and observational dataset).
The choice of spatio-temporal domain in both studies involved an evaluation of
model performance over the total global domain, and the temporal domains were
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limited to mean climatologies. Each study employed a single statistic involving a
variant of RMSE for all variables, and finally, only one observed dataset is used
as reference for each variable (some are reanalysis products, which may have
additional inherent error). As a result, each metric within both studies has several
limitations. As an evaluation of GCMs, use of the total global domain is not sur-
prising, but ignores spatial variation in model performance. Similarly, evaluation
only of mean climatologies does not sample higher order moments of variability.
Furthermore, the statistic used ignores whether such a choice can have an effect on
the inferred level of performance. The consequence of these limitations is that for
each of those evaluated metrics, one cannot know how reliant each assessment is
on those specific metric aspects selected.

RCM metric studies thus far have not been as wide ranging with respect to how
variable choice affects model evaluations as those extensive GCM multiple-metric
analyses referred to. Several studies have investigated ENSEMBLES RCMs for a
range of different variables. Kjellström et al. (2010) assessed the simulation of daily
temperature and precipitation over the European and sub-domains, going further
than assessment of the mean climatology by considering the percentile distribution
of simulations. They found that for both variables, evaluations of the mean clima-
tology were not fully representative of the whole ensemble performance; model
errors tended to increase in magnitude when extremes were considered, but the
general distribution of model performance (i.e. ’good’ or ’bad’ models remaining
so across the percentile range) remained relatively constant. One drawback of their
study was the limitation to only two metric types (Cumulative Distribution Func-
tion and Probability Density Function) and use of a single observational dataset to
evaluate the models. Therefore the degree to which the model evaluations would be
similar in comparison to other alternative datasets, particularly at the extremes, is
an unknown factor. Coppola et al. (2010) assessed RCMs in their representation of
seasonal temperature and precipitation mesoscale behaviour, with the aim of testing
the ’added value’ of dynamical downscaling for Europe. Model performance in
wind simulation was investigated by Donat et al. (2010), who found that model
skill was influenced heavily by the representation of highly variable orography.
Lenderink (2010) studied precipitation extremes relative to the E-OBS gridded
observational dataset, and found that there was little change in model performance
when assessed over different sub-domains or seasons, but found a high level of
sensitivity to the choice of metric. Lorenz and Jacob (2010) evaluated long term
historical simulation temperature trends in ENSEMBLES RCMs relative to E-OBS,
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and found a systematic underestimation of the observed trend.

More recently, the CORDEX regional climate modelling project (Giorgi et al.,
2009) has provided a range of RCM historical simulations and future projections
for several global regions. Kotlarski et al. (2014) evaluated the EURO-CORDEX
ensemble (Jacob et al., 2014) in its representation of seasonal and monthly tem-
perature and precipitation relative to E-OBS. They found that systematic model
errors identified in previous RCM ensembles, such as the prevalence of ’drizzling’
in most RCMs, were also found in the latest RCMs. Vautard et al. (2013) assessed
the EURO-CORDEX RCMs for simulation of temperature extremes, specifically
heat waves, and found that models had a high degree of spatial variability in model
performance. Northern regions tended to simulate too cold temperatures, whereas
southern areas were too warm in reproducing the observed 90th-percentile of mean
temperature. Interannual variability of heat waves is found to be simulated with
a reasonable degree of accuracy, although it is suggested that this behaviour is
likely more a product of the boundary forcing rather than inherent model skill.
Africa has been of particular focus of dynamical downscaling with RCMs within
the CORDEX framework. Nikulin et al. (2012) evaluated the representation of
precipitation for 50km resolution RCMs, including the West African Monsoon and
seasonal climatologies, against several observational products. They found that
models were reasonably skilful in temporal and spatial precipitation variability,
although some models presented large systematic errors. RCM skill in simulating
mean, minimum and maximum temperature, precipitation and cloudiness with
CORDEX-Africa was investigated by Kim et al. (2014), who found that model
performance, although generally of good quality, varies with the region in question,
posing difficulties for further evaluation and use of RCMs information for end users.

There has been some exploration of the role of spatial variability in RCM metric
evaluations; the European ’Rockel’ regional sub-domains proposed by Rockel and
Woth (2007) being one illustration of the possibilities in this area. Additionally,
some statistics have been tested which explore beyond the standard error statistics
(e.g. RMSE) used in earlier GCM studies. Evaluations using CDF and PDF (e.g
Sánchez et al., 2009), linear trend (e.g. Eum et al., 2012) and spatial correlation
(e.g. Xu et al., 2010) methods provide a more in-depth consideration of other model
simulation aspects. However, these studies although spanning a range of alternative
methodologies, do so in isolation from one another, precluding a comparison
between RCM evaluations. Therefore there remains a question as to how these
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different methodologies compare in their assessment of model performance.

The effect of observational choice also has the potential to have a substantial
influence on model performance evaluations. Thorne et al. (2005) describes how
methodological decisions and limitations on station data availability in creating
observational datasets result in a level of unavoidable structural uncertainty, giving
rise to a degree of variation between products. Therefore, the differences between
two gridded observational or reanalysis data used to quantify model simulation
quality may give rise to dissimilar model error evaluations. Although many studies
assessing RCM or GCM performance do not focus on this potentially important
aspect of metric construction in favour of spanning a number of variables and
statistics, there are some studies directly addressing this issue.

Sillmann et al. (2013) evaluated the CMIP3 and CMIP5 ensembles in their
reproduction of a set of extreme indices proposed by the Expert Team on Climate
Change Detection and Indices (ETCCDI). As reference, they chose four reanalysis
datasets with which to evaluate models: NCEP-DOE, NCEP/NCAR, ERA-40 and
ERA-Interim. The magnitude of differences in some regions between the various
reanalysis data was found to be considerable, and as a consequence some indices of
extremes were heavily influenced by the choice of reanalysis. One finding was that
the common outperforming characteristic of the multimodel mean versus the best
performing model was insensitive to the choice of reanalysis, even though the rela-
tive individual model performance within both ensembles was not. This result adds
weight to the use of the multi-model mean given its apparent robustness relative
to changes in observations. Sillmann et al. (2013) also found that the evaluation
of extreme climate statistics specifically using reanalysis data was problematic due
to differences between products, thus leading to the recommendation that gridded
observationally derived datasets be used in future studies specifically targeting
climate extremes.

Such a study was undertaken by Casanueva et al. (2013), who assessed the
performance of five ENSEMBLES RCMs in addition to five statistical downscaling
methods over the Iberian peninsula for maximum and minimum temperature 5th
and 95th percentiles. Two observational based gridded datasets were used, the
25km E-OBS and 20km resolution Spain02 (Herrera et al., 2012), with some
discrepancy found between the two, particularly for the winter 5-th percentile of
minimum temperature. Although no specific quantitative assessment was made
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of the sensitivity of metric evaluations to the choice of observational dataset, they
suggest that there is a potential, given the differences between the two datasets used,
for such decisions to influence metric assessments regarding model performance.
This specific question was investigated by Gómez-Navarro et al. (2012) who sim-
ilarly tested ENSEMBLES RCMs over Spain for precipitation and both minimum
and maximum temperature variables. They considered the ranking of models
based primarily on the spatial correlation statistic against three reference datasets;
E-OBS, Spain02 and the Spanish Meteorological Centre’s AEMET dataset and
found that model rankings were highly dependent on observational reference; in
some cases models were gauged to be better or worse performing subject to the
chosen observations. However, it could be argued that such behaviour for extreme
values is not unexpected, given that structural differences in observational dataset
construction, such as interpolation or smoothing methods, can lead to substantial
differences between different datasets especially in the tails of the distribution
(Hofstra et al., 2010), whilst being less apparent when assessing models for the
mean climatology (Sylla et al., 2013).

Figure 2.1: GCM metric scores for CMIP5 GCMs assessing their performance in simulating
evapotranspiration. PDFs represent the range of scores generated in assessing GCMs for
(top to bottom) spatial correlation, spatial RMSE, temporal correlation, temporal RMSE
and distributional similarity from using six observational datasets. Modified from Schwalm
et al. (2013).

A more in-depth investigation of metric construction sensitivity regarding
the three choices of observational data, spatio-temporal domain and statistic was
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undertaken by Schwalm et al. (2013). They concentrated on one variable, evap-
otranspiration, for which they used six global datasets as reference. The eight
models assessed were from the CMIP5 ensemble, evaluated over five statistics;
spatial and temporal RMSE, spatial and temporal correlations and the PDF statistic
of Perkins et al. (2007). For sampling on the temporal scale, models were assessed
for each 10-year period covering the full observational time length. In all, for each
model and metric construction combination, 68,700 evaluations are calculated to
provide a range of metric output for each statistic. They found that each metric
assessment had a high degree of sensitivity, especially with respect to the choice of
observational dataset, which was found to be the most influential of all metric con-
struction aspects. One result from their work is shown in Figure 2.1, in which eight
GCM performance assessments are found to span a wide range of statistic values in
response to changes in reference dataset. Furthermore, model rankings were found
to be not of a single value, but a range of plausible ranking values depending on the
choices underlying the chosen metric. They suggest that their results give reason
to be hesitant of definitive conclusions based on single metric constructions not
spanning a range of choices, and consequently that metric assessments of model
relative performance should not be considered as definitive in character.

Whether or not the conclusions of Schwalm et al. (2013) are as relevant for
more commonly considered variables such as mean temperature or mean clima-
tologies however, has yet to be shown. Furthermore, one cannot expect GCMs to
display highly correlating temporal skill over different short time periods due to
the inherent internal variability. In the case of reanalysis forced RCMs, this may
be a fairer test given that one should expect the RCMs to be temporally synchro-
nised with the observations. Nevertheless, the results of Schwalm et al. (2013) in
addition to Sillmann et al. (2013), Kjellström et al. (2010), Murphy et al. (2004)
and Reichler and Kim (2008) would give cause to investigate further the effects of
metric construction choice on apparent model performance. In particular, if metric
assessments are to be used as a basis to construct future projections by, for example
weighting ensembles, a clearer understanding of how sensitive different types of
metric are with respect to their underlying construction is vital, otherwise such uses
of metric output might be considered overconfident.
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2.2 Metric Combination Approaches

A single performance metric, although able to give a concise quantitative indication
of model skill, is limited in its assessment to the specific variable aspect in question.
A broader and more comprehensive assessment of model performance across a
range of simulation aspects is desirable to produce generalised performance indica-
tors, or GPIs, so that overall climate model skill can be summarised in as compact
a format as possible. The potential benefits of doing so would be to evaluate the
improvements of multimodel ensembles over different successive generations,
and to provide a useful summary benchmark for users of RCM or GCM data
on which they can quickly assess, for example, whether they wish to use those
models. Metric combination approaches are a logical solution to this problem,
due to their ability to take into account a range of factors relevant to whatever is
considered ’good’ performance. A good example of this is provided by the I2

GPI of Reichler and Kim (2008) (Figure 2.2), where the performance of individual
GCMs, in addition to that of several generations of model, can be assessed quickly
and intuitively. However, there remains much scope in what such combination
methods might entail, and whether it is possible to reach a well defined, optimal
and justifiable method has yet to be demonstrated, with most approaches again
using ad hoc constructions.

Figure 2.2: I2 metric combination scores for CMIP1, CMIP2, CMIP3, and CMIP3 pre-
industrial GCMs providing a measure of overall performance covering 14 mean climatolog-
ical variables, including sea-level pressure, surface heat flux and snow fraction. Coloured
dots represent individual GCMs, back dots multimodel means, whereas grey dots represent
the average I2 value for the ensemble. The REA green dot represents the I2 value of the
NCEP/NCAR reanalysis. Smaller values of I2 indicate better overall performance when
assessing GCMs relative to gridded observations or reanalysis (depending on the variable
in question). Modified from Reichler and Kim (2008)
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Giorgi and Mearns (2002) considered two distinct aspects of model simulation
into one combined model assessment framework, named the ’Reliability Ensem-
ble Averaging’ (REA) method. It aims to provide an indicator for the reliability of
projections for a single variable, in addition to the average change from historical
to future scenario and uncertainty estimates. Their approach involves the calcula-
tion of two factors: RB,i and RD,i, and combining into one ’Reliability Factor’ Ri

according to

Ri = mn

√
(RB,i)m · (RD,i)n (2.2.1)

where
RB,i =

εT
ABS(BT,i)

(2.2.2)

and
RD,i =

εT
ABS(BD,i)

(2.2.3)

The factors of εT refer to the long term average of observed precipitation or tem-
perature variability. This is calculated first by detrending an observed timeseries,
then producing a 30-year moving average timeseries; for each sliding window
of 30 years duration, a single value is produced. Next to estimate the natural
variability, two alternative options are available: calculation either of differences
between predefined percentiles or the difference between maximum/minimum
values of the 30-year averages. Giorgi and Mearns (2002) recommend the use of
the latter approach for shorter observed timeseries, given that εT is probably an
underestimation of natural variability in this case. The skill of model i is given by
RB,i, the inverse of the absolute model bias relative to observations; the smaller the
bias, the higher the skill score. BT,i refers to the model error relative to observed
mean climatology covering the period 1961-1990, BD,i is defined as the differ-
ence between the average projected future temperature change (mean temperature
2071-2100 - mean temperature 1961-1990) of GCM i and the ensemble’s REA
weighted average change. This is necessarily an iterative process; the first value
of the REA weighted projected change is simply the standard multimodel mean
change, BD,i are defined as relative to this, and thus the REA is recalculated and
so on. RD,i, the degree of convergence, calculates the ’distance’ of the projected
average temperature or precipitation of model i to the ensemble mean change. The
further away a model’s projected change is from the average of all models, the
lower the score assigned. The exponents m and n in Ri can be varied to emphasise
one factor over the other. Although not truly a metric combination approach, given
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that the second component is not strictly a performance metric and more precisely
a parameter assessing overall ensemble behaviour, the REA method was an early
attempt at considering more than one simulation aspect in its evaluations.

Despite the novel approach in including more than one criterion in the evalua-
tion procedure, two main criticisms to the stated components can be raised. First,
it is unlikely that a metric relying on a single variable for information can be fully
representative of the overall model performance (Gleckler et al., 2008). Second, the
convergence factor assumes that the mean projection is derived from a randomly
sampled ensemble producing independent members, which is unlikely (Tebaldi
and Knutti, 2007). This model independence is an issue for the convergence factor
because if some models are more closely related, and therefore showing a level
of dependence, they will be more likely to produce similar projected temperature
changes. For example, going to the extreme case, if an ensemble of three models
has two identical members, then these two will be judged more ’reliable’, by the fact
that their projected changes will be closer to the (biased) mean change. The point is
that there is nothing intrinsically about these two simulations which will make them
more reliable, other than the fact that they are identical. Therefore, models which
produce projections closer to the ensemble average cannot conclusively be said to
be more reliable, due to the fact that the similarity may be as a result of common
assumptions or systematic biases. Furthermore, by penalising those models whose
projections lie towards the tails of the distribution when weighting projections,
such a condition will lead to an unjustified narrowing of the range of changes due to
the under-sampling of anomalous results (Knutti, 2010). Despite the questionable
assumptions the REA method relies upon in the choice of its constituent elements,
this early study has initiated further research into more comprehensive combined
metrics incorporating different and an increased number of components.

More recent studies have aimed to provide metric combinations spanning mul-
tiple variables and variability moments. A further development of the approach of
Giorgi and Mearns (2002) was done by Xu et al. (2010), who proposed an updated
version of the REA method motivated by the criticisms directed toward the original
configuration. They assessed 18 GCMs from the CMIP3 ensemble simulating the
East Asian domain against gridded observations. The problematic measure of con-
vergence was removed in favour of evaluating model skill strictly on the reproduc-
tion of observations alone, and incorporated several additional tests of performance
spanning three variables simultaneously: temperature, precipitation and sea-level
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pressure, addressing the second main criticism. The metric R described is a combi-
nation of five ’sub-metrics’:

f1(T̄ ) =
εt

ABS(T )
(2.2.4)

f2(Tvar) =
εσt

|σm − σo|
(2.2.5)

f3(P̄ ) =
εp

ABS(P )
(2.2.6)

f4(Pvar) =
εσp

|σm − σo|
(2.2.7)

f5(SLPcorr) = corr(SLPm, SLPo) (2.2.8)

Here, σm and σo are defined as the interannual standard deviation of tempera-
ture and precipitation in f2 and f3 respectively. corr(SLPm, SLPo) is the spatial
correlation of sea level pressure between observed and simulated fields. These are
then composed into a final score R based on their product:

R =
5∏
j=1

f
mj

j = fm1
1 · fm2

2 · fm3
3 · fm4

4 · fm5
5 (2.2.9)

The factors of f1 and f3 are of the same form as RB,i in Giorgi and Mearns
(2002), but take into account performance of both temperature (T ) and precipita-
tion (P ) in the final score. f2 and f4 are measures of a model’s skill to simulate
interannual variability of T and P . Finally, sea level pressure (SLP ) performance
is included with sub-metric f5 as a measure of spatial correlation skill. The factors
of ε in f1 . . . f4 remain measures of natural variability, but are now calculated for
each specific variable tested. The exponents mj of each sub-metric can be altered
following on the original approach of the REA metric.

To analyse the sensitivity of model scores to the metric construction choice
they varied the values of m1 . . .m5 over six permutations, including combinations
compromising T or P only, and an ’unweighted’ ensemble mean from mj = 0 ∀
j ∈ [1, . . . , 5]. By evaluating models from the CMIP3 ensemble taken over several
East Asian domains, they found that the total metric scores R for each GCM varied
most with the inclusion or exclusion of the precipitation focussed sub-metrics,
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which indicated that the range of ensemble simulations for this specific variable
was greater than that for sea level pressure and temperature. One possible criticism
of the study could be due to the fact that the multiplicative (or geometric) com-
bination scheme itself was held constant, which potentially could be a source of
sensitivity if an alternative approach were used.

Murphy et al. (2004) developed the concept of combined metrics by introduc-
ing the ’Climate Prediction Index’ (CPI) with the aim of improving projections of
climate sensitivity with a perturbed physics GCM ensemble. Their metric employs
32 climatic variables in one combined assessment of model skill, and is calculated
by first taking the normalised root mean squared errors (RMSE) of model and ob-
servational temporal means for variable k and season j:

CPIjk =

√√√√ 1

nσ2
ANN

n∑
i=1

(Mi −Oi)
2 (2.2.10)

Here, σ2
ANN is found first by calculating the simulated interannual variance for

each grid point, then averaging spatially to produce the final quantity, n gridpoints
andMi, Oi are 20-year mean values for model simulations and observations respec-
tively at gridpoint i respectively. The final score CPI2 for each model is given by
first taking each CPIk averaged over all seasons,

CPIk =
1

4

4∑
j=1

CPIjk (2.2.11)

and then taking the product of the squares of each resultant CPIk.

CPI2 =
32∏
k=1

CPI2mk
k (2.2.12)

The weights mk given to each variable are equally set to 1 except in the case of
cloud height optical thickness, which are given 1/3 weighting due to the acknowl-
edged interdependencies of the variable. ’Interdependencies’ refers to the fact that
the nine cloud cover varables are closely related; there are three optical thickness
and height categories, and so 1/3 weighting is applied to each to normalise this
variable category. The potential for sub-metric weighting has been explored by
Xu et al. (2010), but definitive conclusions as to whether this is necessary, or can
be done objectively remains an open question. Reichler and Kim (2008) adopted
a similar method in their I2 model performance index in their study investigating
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improvements in different generations of GCM ensembles. Their proposed metric
comprised 14 variables, combined as in the CPI but with a small scaling factor to
take into account error differences in each generation of model ensemble. They
found that the I2 metric is relatively insensitive to changes in the variables included,
with skill scores converging as the number of such parameters is increased. As
a result, it was concluded that I2 successfully differentiates different ensemble
generations with respect to their ability to replicate mean climate statistics.

Figure 2.3: Relative performance of CMIP3 GCMs for 26 variables, including temperature,
zonal wind speed, heat fluxes and radiative forcing. Split boxes indicate relative scores
calculated from two separate observational datasets. Modified from Gleckler et al. (2008)

By taking into account a higher number of variables in their evaluation, Mur-
phy et al. (2004) and Reichler and Kim (2008) were able to take a wider ranging
approach in their performance metric formulation. However, as noted by the latter
study, sampling first order moments of variability may not be the only aspect of
climate simulation relevant for the evaluation of model skill. Gleckler et al. (2008)
acknowledged this issue in their study evaluating not only the mean state of CMIP3
ensemble members over 26 variables independently but also considered the rela-
tionship and possibility for metric redundancy between them. Assessing a wide
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range of variables and providing a simple, qualitative visual reference was shown
to be one of the key benefits of metric evaluations (Figure 2.3). The presence of
redundant metrics entails the ’double counting’ of information which had already
been obtained by another metric, which (aside from practical considerations of the
efficiency of model assessment) may undermine the goal of producing a balanced
assessment of model performance, without over emphasising certain characteristics
of simulations. Additionally, the higher variability moments were assessed sepa-
rately with a ’Model Variability Index’ (MVI)

MV Imr =
F∑
f=1

(
βmrf −

1

βmrf

)2

(2.2.13)

where m, f and r correspond to the model, variable and observational dataset
respectively. β2

mrf is defined as the ratio
vs
vo

, where vs and vo are the simulated and

observed variance for each the spatial average timeseries and variable respectively.
Thus MV Imr > 0 with values closer to 0 signifying closer agreement of the vari-
ance of model m with the observed dataset r. They then investigated to what extent
a relationship exists between the model mean state error and MV Imr variability
metrics and found mixed results. In the tropics they found very little correlation
between the two measures whereas in northern extra-tropical regions, although it
appears to be weak, they argue there is some relationship. In concluding, it was
cautioned that metrics based on mean climate statistics alone risk giving incomplete
and deficient assessments of overall model performance.

The approach of Xu et al. (2010) in utilising several variables and moments of
variability to assess GCM performance is similar to several other metric propos-
als that focus specifically on evaluating RCMs. Sánchez et al. (2009) formulated
a metric combination of five sub-components each assessing the reproduction of
precipitation cumulative distribution functions for model m and observations o,

f1 = 1−

√
|Am − Ao|

2Ao
(2.2.14)

f2 = 1−

√
|A+

m − A+
o |

2A+
o

(2.2.15)

f3 = 1−

√
|A−

m − A−
o |

2A−
o

(2.2.16)
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f4 = 1−

√
|Pm − Po|

2Po
(2.2.17)

f5 = 1−

√
|σm − σo|

2σo
(2.2.18)

where A represents the total area below the CDF curve for models (RCM) and
observations (CRU) respectively, A− the area below the 50th percentile, and A+

the area above the 50th percentile. These CDFs are produced from regional spatial
average timeseries. P ∗ is defined as the spatio-temporal average and σ∗ the PDF
standard deviation. Coppola et al. (2010) proposed a combined metric evaluating
the mesoscale signal of both precipitation and temperature signals concurrently in
European RCM simulations with five sub-metrics. These cover spatial correlation
patterns (g1, g2), normalised RMSE (g3, g4) and inter-correlations between precipi-
tation and temperature patterns (g5).

g1 = R(Pm, Po) (2.2.19)

g2 = R(Tm, To) (2.2.20)

g3 =
σ(Po)

RMSE(Pm)
(2.2.21)

g4 =
σ(To)

RMSE(Tm)
(2.2.22)

g5 = 1− |R(Po, To)−R(Pm, Tm)|
2

(2.2.23)

Here, T and p are defined as the seasonal average mesoscale fields (RCM
simulation - large scale ∼250km component) for temperature and precipitation
respectively. σ(x) is calculated by finding the interannual standard deviation
of seasonal values, and then spatially averaging for a given region of interest.
Following in this approach, Eum et al. (2012) incorporated additional aspects of
climate simulation into their metric combination by including metrics assessing the
reproduction of linear trends and extremes.

Only a limited sampling of the possibilities for combination methods has been
attempted in the current literature. The predominant method involves taking the
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product over all included sub-metrics, given by

n∏
k=1

fαk
k = fα1

1 · fα2
2 · · · fαn

n (2.2.24)

where the fk are individual metrics and each αk can be varied to ’weight’ one
or more fk. This provides a demanding appraisal of skill by requiring that models
perform well over all variables and parameters evaluated to merit a high score (Xu
et al., 2010). However, Eum et al. (2012) argue that this approach has the potential
to give too much emphasis to particularly low scores, thereby producing a mislead-
ing assessment of overall model skill. They investigate by comparing the metric
product combination approach with an additive method (the numerical average of
all metric scores), which would not be as sensitive to anomalous sub-metric scores,
but found that the former multiplicative approach when used in model ensemble
weighting gives a lower error than the simple multimodel mean in the reproduction
of mean climate. However, it is unclear to what extent this finding justifies the view
that a metric product approach, over an additive approach say, is superior and gives
a robust assessment of model performance.

Christensen et al. (2010) investigated the sensitivity of combination procedure
by comparing three different methods, WPROD, WRANK and WREDU . WPROD is
the standard approach given by (Equation 2.2.24) with n = 5 and αk = 1; WRANK

is a method which ranks models by their respective scores under each fk and
transforms this into individual scores based on each model’s relative performance
with other ensemble members; WREDU takes the ’standard’ method of WPROD

and transforms the output scores so that the ratio of best to worst model is altered
by a factor of 1.2 by manipulating the values of αk. It was found that WPROD

gives a higher variation in model scores but that the overall ranking of models is
largely insensitive to the choice of combination approach within their proposed
methods. They acknowledge that WRANK and WREDU do not provide unique
model scores since they are calculated by relative performance differences within
the ensemble i.e. inclusion or exclusion of a single model would change scores for
the other ensemble members. Therefore, these approaches are of limited use for
comparing inter-generation improvements in climate model performance, as they
do not provide an absolute performance measure.

To analyse the uncertainty specifically within the multiplicative combination
procedure Coppola et al. (2010) tested several alternative combinations of gk, given
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by:

a) g1 · g2 · g3 · g4 · g5
b) g1 · g3
c) g2 · g4
d) g1 · g2 · g3 · g4
e) (g1)

2 · (g2)2 · g3 · g4

Table 2.1: Metric combination approaches proposed by Coppola et al. (2010). gn represents
individual metrics.

The standard method (Equation 2.2.24) is given by (a); (b) and (c) take into account
either precipitation or temperature respectively; (d) eliminates the cross correlation
sub-metric g5; approach (e) gives higher emphasis to correlation sub-metrics g1 and
g2 with increased values of α1 and α2. They found that the precipitation sub-metrics
g1 and g3 had a greater influence on overall model scores due to the higher range
of values produced. The effect of this on final scores was that the overall metric
will be evaluating more in terms of precipitation performance than temperature;
multiplicative combinations may place too much emphasis on sub-metrics which
discriminate between models more than others. Under this approach, if two models
A and B score similarly in one aspect, but A scores twice as high than B in
another, the overall score of A will be double that of B under this framework. In
addition, the results of Coppola et al. (2010) indicated that the performance of
weighted ensemble means, when evaluated against observations, were for the most
part insensitive to combination method. This offers support to the multiplicative
approach due to the apparent robust assessments it provides with respect to choice
of components gk used.

The second fundamental source of subjectivity in constructing combined
metrics lies with which sub-metrics to include or exclude. The early literature
somewhat ignores this issue. The approach taken by both Murphy et al. (2004)
and Reichler and Kim (2008) are comprehensive in the sense that they span a large
range of variables. However, Gleckler et al. (2008) noted that when combining
a variety of metrics it is uncertain to what extent they contribute independent
assessments of model performance. This has the potential, if strong relationships
are found, to bias the combined metric through a ’double-counting’ of particular
model characteristics.
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To assess the similarity in metric results over a large range of variables, Gleckler
et al. (2008) used two tests to investigate the level of metric redundancy i.e. the
amount of repeated information given by different metrics. First, they proposed a
simple test whereby model rankings under each of the 20 variables are compared
for all combinations, amounting to 190 unique pairs. The idea being that the lower
the change in average ranking, the more redundant information is present. It was
found that the change in ranking over all metrics pairs and 24 models varied from
3 to 6, with a mode value of 4. The significance of this result is difficult to assess,
however the average ranking value change is such that models would for the most
part appear to be consistently performing across most variables. Models highly
scoring in one variable tend to do so for other variables on average. This suggests
a reasonable degree of metric redundancy, and the second test of Gleckler et al.

(2008) may assist in identifying such relationships. This test involves calculating
the correlations between model scores based on two different metrics. They found
that in some cases high correlations exist, such as between outgoing longwave
radiation and precipitation rates, and also cases where there is no perceived re-
lationship. Waugh et al. (2008) analysed chemistry-climate atmospheric models
with a process based metric over 16 variables. They too looked at the correlations
between all 120 metric pairs. Their results showed that most pairs had weak to no
correlation, but high correlations were present, mostly between metrics targeted at
similar variables or processes. Correlation analyses such as these could be exploited
as a basis for removing one of the variables from an overall set of metrics, although
it would be for expert judgement to determine which variable to keep, since the
statistic used does not provide any additional information to assist in this decision.

Pierce et al. (2009) recognised this redundancy issue and proposed an objective
method to reduce the effective number of sub-metrics in combined metrics. They
utilised Empirical Orthogonal Function (EOF) analysis to find the largest modes
of variability within the metric space. Thus, by taking the first few components
representing a majority of the variance between metric scores, a set of EOFs
with which to assess model performance can be produced. They acknowledge a
fundamental issue with this method is that an EOF analysis will find orthogonal
basis functions which most optimally describe the variability of model scores, but
will not necessarily produce EOFs which ’point’ directly towards improved skill.
The implication of this is that the EOF basis functions would not assist in identi-
fying the metrics that are most important to characterise model performance, only
those metrics which best describe the metric output data. Additionally, there is no
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criterion for choosing how many components to take, although this overall method
might be considered more objective than the arbitrary weighting of individual
sub-metrics as proffered in studies mentioned above (see Equation 2.2.24).

Nishii et al. (2012) further investigated this matter by testing whether a cho-
sen combined metric is sensitive to the redundant information with a variety of
multi-variate analysis methods. The Climate Prediction Index (CPI) of Murphy
et al. (2004) was used as the baseline metric, with the 24 models of the CMIP3
GCM ensemble being utilised. The CPI was calculated using 22 climatic variables
and then decomposed using three methods in turn: Principle Component Analysis
(PCA), Cluster Analysis and a Non-negative Matrix Factorisation (NMF) method
of Lee and Seung (1999). It was found that the overall model performance index,
when constructed using each of the stated methods, produces similar results when a
large enough sample of variables (in this case 22) is considered. These conclusions
are limited to mean climate statistics used in the CPI however, which as stated
earlier are unlikely to be fully representative of the overall model performance.
These results indicate that there may be a potential for reducing the number of
metrics within a combination.

Overall, a wide range of metric combination approaches have been investigated,
with some common construction approaches being shared among them. Multiplica-
tive methods are widely adopted, with less attention being paid to alternatives; ad-
ditive methods for example. A range of metrics which are included in combination
spanning different variables and measures of variability is a typical feature, however
the impact of different possible choices in this area has not been explored in detail.
Finally, the level of metric redundancy within combination approaches has begun
to be investigated, which could potentially lead to more objective methods. Met-
ric Combination approaches as used to generate generalised performance indicators
thus far have yet to reach any standard methodological basis, nevertheless they are
one of the most promising avenues by which to reach such comprehensive model
performance assessments.
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2.3 Constructing Climate Change Projections: Ap-
proaches and Assumptions

With the emergence of large coordinated global and regional multi-model ensemble
projects (Meehl et al., 2007; Taylor et al., 2012; Christensen et al., 2002; Van der
Linden and Mitchell, 2009; Giorgi et al., 2009) the development of approaches to
construct climate change projections has become an area of active research (Tebaldi
and Knutti, 2007). More specifically, consideration has been given to methods
aimed at producing, characterising and potentially reducing the uncertainty in pro-
jections (Daron and Stainforth, 2013), which are of vital importance to provide ro-
bust climate change information both to impacts, adaptation and vulnerability com-
munities and decision makers. There are several approaches commonly used to go
about these different tasks: the use of simple “one-model-one-vote” (Knutti, 2010)
constructions of multimodel means and ensemble simulation spreads, probabilistic
statistical methods for quantifying uncertainty and a range of “post-processing” bias
correction techniques for ’correcting’ model systematic errors for impacts applica-
tions (Dosio et al., 2012). A common theme throughout is the concept of station-
arity; that model characteristics identified in historical simulations will continue to
hold into future projections. Based on this assumption model historical-projection
simulation differences are considered reliable estimates of the climate change signal
(Bellprat et al., 2013), model ensemble projections are weighted based on historical
performance and model biases are removed in projections. To ensure the robust-
ness of these applications and the findings generated the assumption of stationarity
should be considered in more detail.

2.3.1 Standard Projection Constructions

The current basic toolbox for producing information on climate change projections
constitutes a range of approaches: multimodel mean projections as a ’best guess’
of the future climatic state, the spread of ensemble simulations as an indicator
of projection uncertainty and assessments of model consensus as a measure of
projection robustness. Each of these approaches, although commonplace, have
weaknesses or assumptions not always acknowledged which may have an effect on
how robust conclusions drawn from projections can be.

The rationale for using multimodel means (MMM) for ensemble projections in
large part is based on the the frequent finding that the MMM often has a lower error
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relative to observations than the best ensemble member in historical simulations
(e.g. Hagedorn et al., 2005; Gleckler et al., 2008; Reichler and Kim, 2008; Pierce
et al., 2009). The common explanation for this phenomenon is the cancellation
of errors (Weigel et al., 2008) which would occur with a set models which are
assumed to give largely independent results. However Annan and Hargreaves
(2011) suggest that the reason may be due to the statistical characteristics of
multimodel ensembles. An over dispersive ensemble, in which models are sampled
from a wider distribution than the observations (i.e. observations rarely exhibiting
behaviour that the model ensemble does not capture), will give a situation where
the MMM is much more likely to be closer (lower overall error) to the observations
than would be expected, meaning that this apparent ’skill’ of the MMM may be
somewhat unremarkable. Therefore whether the projected MMM can be relied
upon as being in some sense ’close to the truth’ in future projections is uncertain.
Furthermore, the interpretation of the projection spread of multimodel ensembles
(e.g. Knutti and Sedláček, 2013) is limited by the fact that they do not correspond in
any statistical sense to likely ’true’ uncertainty range (Collins et al., 2013). Indeed,
information as to the skill of individual models is ignored in these constructions,
potentially leaving in unrealistic outlier models which may exaggerate the ’likely’
projection range if model biases grow under climate change (Christensen and
Boberg, 2012). Such issues have been demonstrated to be an issue for many regions
around the globe (Figure 2.4), where systematic temperature dependent model
biases are found. Finally, methods to measure the apparent consensus of ensemble
simulations in certain aspects such as the future sign of change in precipitation
levels often assume the independence of systematic error biases between ensemble
members (Power et al., 2012), which has in recent times been raised as a question-
able premise (Abramowitz and Gupta, 2008).

To improve on these standard approaches to producing future climate change
projections, utilising information gained about model characteristics and perfor-
mance in historical runs to construct projections has been suggested. Climate
model skill is determined from the ability to replicate past observations over a
range of climatic variables (Tebaldi and Knutti, 2007). As Räisänen and Ylhäisi
(2011) note, it is uncertain to what extent present and past skill can be relied upon
as indicators of future performance. Xu et al. (2010) agree that due to the nature of
climate model development, ’good’ performance should be considered at present
a necessary but insufficient condition for future reliability. Oreskes et al. (1994)
discussed the issue of the non-uniqueness of model solutions to observational
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Figure 2.4: CMIP5 GCM bias analysis for various regions; horizontal axes are observations,
vertical GCM temperatures. GCM biases are seen to be strongly dependent on temperature
in most cases, suggesting that mean bias correction methods may be unable to remedy such
discrepancies. Modified from Christensen and Boberg (2012).

data, which implies that one can only conclude that a model is consistent with the
observations, and not infer from this that it correctly and completely describes the
dynamical system. This difficulty is emphasised due to the clear lack of alternative
validation methods for long-term multi-decadal projections, which thus demands
that skill be defined for the most part on the reproduction of past observations and
important climatic processes alone (Knutti, 2008).

One difficulty inherent in evaluating climate models based on their replication
of past observations is highlighted by Parker (2011) who notes that the construc-
tion and development of GCMs, and to a lesser extent RCMs, requires a degree of
model calibration, or ’tuning’, to form simulations that are consistent with known
fundamental climate aspects (Flato et al., 2013). One common example of this is
to correct for TOA radiative errors by varying cloud parametrisations (Mauritsen
et al., 2012). If a model’s parameterisations are altered in this way to improve sim-
ulations relative to a set of chosen observed characteristics, it is important to know
what specific aspects have been tuned for, since evaluating a model for a variable
which has been tuned for risks a degree of circular logic. Guilyardi et al. (2013) dis-
cuss the recent improvement in transparency towards this and more general forms
of climate model ’metadata’; technical details relating to model structural develop-
ments, numerical approximation schemes, parametrisation choices and experiment
plans. They note that although much information of this type has been released for
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the latest CMIP5 ensemble, details regarding the model calibration stages remain
undocumented. However, even if total knowledge behind model developments and
calibration datasets were in the public domain, an understanding of how such infor-
mation could be utilised in model evaluations is currently lacking (Abramowitz and
Gupta, 2008). Such information could be relevant in choosing independent datasets
to those used in climate model development stages, although it may be impossible
to completely avoid the overall issue.

2.3.2 Probabilistic Climate Change Projections

Efforts to reduce uncertainty with probabilistic projections have taken either
a Bayesian or frequentist statistical perspective in recent times (Räisänen and
Ylhäisi, 2011). Both approaches have a degree of subjectivity in their application;
the Bayesian perspective requires the construction of prior distributions from which
the final ’posterior’ distributions are built (Tebaldi and Knutti, 2007), whereas the
frequentist model ensemble weighting methods necessitate the selection of a num-
ber of performance metrics to provide the weights. Tebaldi et al. (2005) suggested
a Bayesian framework to incorporate known model performance and observational
information to producing probability density functions (PDFs) of regional changes
in temperature with GCMs. They showed that probabilistic projections could be
constructed whilst including different assumptions concerning the characteristics of
the model ensemble and model performance weightings, in this case by the factors
of ensemble convergence and mean bias in line with the REA method of Giorgi
and Mearns (2002). Furrer et al. (2007) produced temperature and precipitation
probabilistic projections on a grid point level, developing from the larger regional
sized projections previously considered. The single variable approach was gen-
eralised to include multiple variables by Smith et al. (2009), taking into account
results from 22 regions at once rather than separately. Kang et al. (2012) produced
projections of northern winter temperatures assessed from NARCCAP RCM sim-
ulations within a Bayesian framework. Although becoming more widespread, the
choice of prior distributions has come under criticism by Knutti et al. (2010), who
argue that because of the somewhat random sampling for multimodel ensembles, in
contrast to that of perturbed physics ensembles, the choice of an appropriate prior
is complicated and may not be justifiable. The stationarity assumption also arises
where any model performance information is included to construct the posterior
distributions, such as that used in Tebaldi et al. (2005), since it is assumed that this
performance information is time invariant. Buser et al. (2009) suggest an approach
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to account for such time varying model biases, by incorporating this specific aspect
into their hierarchical Bayesian framework. They found that RCM Alpine seasonal
temperature projections were sensitive to this assumption, for both a “constant bias”
and “constant relation” bias behaviour, and recommend further research in this area.

The frequentist approach to constructing climate change projections involves
the application of weights to individual models within an ensemble, on the basis
of previous assessed performance under a given metric or set of metrics. This
weight could be effectively a zero weight; in practice removing a model from
the constructed projection. Elimination of weaker performing ensemble members
based on predefined benchmarks may provide a practical way of accounting for
demonstrably unrealistic simulations. One example of this method is in producing
estimates for when the Arctic sea will be ice free in summer (Stroeve et al., 2007;
Wang and Overland, 2009; Zhang, 2010). However, Mahlstein and Knutti (2012)
criticise the subjective nature of such ’model elimination’ approaches, since as
they point out criteria could be generated to eliminate any model if desired. Fur-
thermore, the restriction of multi-model ensembles to small ’suitable’ subgroups
also ignores the issue of model independence, since by only using models passing
imposed benchmarks may lead to an artificial narrowing of projections leading to
overconfidence (Knutti et al., 2010).

One problem in determining whether to weight model ensembles is that there
is no consensus on the best way of doing so (Weigel et al., 2010). Although
multimodel means have been shown in several cases to produce more lower error
simulation fields than the best ensemble member (Tebaldi and Knutti, 2007),
Doblas-Reyes et al. (2005) argue that this potentially can be improved upon given
that the assumptions of uniform model skill and independence are rarely applicable
in current ensembles. Thus it is suggested that performance related weighting may
be introduced to produce more robust projections, but this may simply be adding
a new level of uncertainty (Christensen et al., 2010). Utilising weighting metrics
based on model performance has been shown to be an improvement over equal
weighting in short-term seasonal and weather forecasting (Hagedorn et al., 2005).
However, this does not guarantee that the method will be applicable to long-term
decadal projections as there are several key differences in the two applications.
Climate projections do not have data to verify the simulations or the application
of weighting schemes, unlike for short-term forecasts. Additionally, the structure
(issues of for example, model independence) of multimodel ensembles used in
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short-term and weather forecasting are better understood than those ’ensembles of
opportunity’ generated for climate simulations.

The main assumption of model ensemble weighting is that model skill assessed
by a performance metric in historical simulations will be stationary into future pro-
jections (Räisänen and Ylhäisi, 2011). Put simply, stationarity implies that ’good’
performance in the past, however defined, justifies an emphasis on that model in
future relative to weaker models. Whetton et al. (2007) analysed the relationship
between spatial patterns of past mean climatologies and the corresponding future
changes with 17 CMIP3 GCMs. They utilised a pseudo-reality method in which
the seasonal ’M’ metric of Watterson (1996) is calculated between all 136 pairs of
GCMs for three variables; mean temperature, sea level pressure and precipitation.
They found that in higher latitudes a notable relationship between those models
simulating similarly in historical runs to the future changes in temperature, with
weaker relationships found for the other variables. In the tropics with the variables
assessed only weak connections were present. It is suggested that such an approach
could be used to inform ensemble weighting approaches. Abe et al. (2009) simi-
larly analysed the pseudo-reality correspondence between GCM pairs of past and
future spatial patterns for CMIP3. They included three separate metrics; the similar
’M’ statistic, the Climate Predication Index of Murphy et al. (2004) and a centred
spatial correlation measure, R for temperature, sea-level pressure and precipitation.
The metrics were applied to each pair combination of GCM for historical (1981-
2000) and future projection (2081-2100) periods, and correlation coefficients were
produced to measure the similarity of simulation. These assessments were made
for three variables; surface air temperature, sea level pressure and precipitation, and
the analysis was done seasonally over global and four regional domains. Their re-
sults concur with those of Whetton et al. (2007) in that they found some moderately
significant correlations for temperature in high latitudes, but decreasing correla-
tions in lower latitudes. Precipitation correlations were generally less reliable than
for temperature, although over the tropics stronger relationships were found which
they suggest may have some use for weighting projections. In concluding, they
find a weak case for the use of such spatial correlations for multimodel ensem-
ble weighting due to the generally low level of correlation between past and future
assessments. The main conclusion from this is that alternative metrics should be
investigated to determine if stronger historical-future projection relationships can
be identified, with which the stationarity assumption would hold.
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2.3.3 The Stationarity Assumption

The reliability of regional and global climate model future projections is often
inferred from their respective performance in replicating observed historical con-
ditions (Tebaldi and Knutti, 2007). This assessment involves a quantitative or
qualitative appraisal of model errors over a range of variables, which in turn can
provide information on whether or not various simulated climate processes are
sufficiently realistic. Evaluation of the behaviour of these systematic model errors
beyond the timeframe of observations, on the other hand, is much more prob-
lematic due to the lack of verification data. Understanding whether these model
characteristics change relative to the unknowable future ’truth’ is crucial for the
robustness of a number of applications: statistical downscaling, bias correction and
ensemble projection weighting. The basic reason is that these methods all assume
that historical bias characteristics remain constant over time, or time-invariant. The
second problem is that the scientific basis for this assumption may be questionable
since emergent model properties and behaviour, such as land surface characteristics,
which are the cause of model bias are also implicitly considered to be time-invariant
(Maraun, 2012).

The use of bias correction to reduce the systematic errors of regional and global
climate model data for use in impacts studies is becoming more commonplace
(Vannitsem, 2011). Such ’post-processing’ of spatio-temporal data has been seen,
particularly for users of downscaled climate information, as desirable due to its
simplicity of use (Johnson and Sharma, 2012). A variety of methods have been
proposed, from simple additive methods (e.g. Déqué, 2007), linear regression tech-
niques (e.g. Hay and Clark, 2003) or more complex CDF matching (e.g. Piani et al.,
2010; Heinrich and Gobiet, 2012); and gamma-gamma transformation approaches
(e.g. Sharma et al., 2007). However, such methods have been questioned due in part
to their lack of physical rationale (Ehret et al., 2012) and more fundamentally their
assumption that the correction function will remain stationary or time invariant,
that is model biases remaining stationary from historical simulations to future
projections (Teutschbein and Seibert, 2012). Since the potential rate of change of
the future temperatures is simulated to be higher than in the observed past, it is
questionable whether this assumption holds. Indeed, long-term projections may
become “skewed” due to inaccuracies in the model processes or parametrisations,
such as carbon-cycle feedbacks (Frame et al., 2007).
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Figure 2.5: Seasonal (DJF top row, JJA bottom row) mean temperature bias and bias correc-
tions assessed and applied to ENSEMBLES RCMs. First column indicates average 1970-
1999 mean bias across all RCMs, second column average change from 1970-1999 to 2070-
2099, third column average projection ’error’ reduction, fourth column minimum projection
’error’ reduction. Modified from Maraun (2012).

Maraun (2012) investigated the stationarity of mean seasonal temperature
and precipitation biases in future projections in RCMs, using models from the
ENSEMBLES project. They utilised a pseudo-reality method in which the un-
knowable future real world observations or ’truth’ is replaced by members from the
GCM/RCM ensemble in turn in future projections. Historical RCM biases were as-
sessed from simulations forced by reanalysis data. Using this approach it is possible
to assess the potential for such biases to change in character over long multi-decadal
timescales, given the premise that each model GCM/RCM combination will behave
similarly to, and thus be exchangeable with, the ’true’ climate. They found that the
relative model biases for both mean temperature and precipitation were generally
consistent from 1970-1999 to 2070-2099, as can be seen in Figure 2.5. This
bias change was found to be particularly strong in regions such as the white and
baltic seas where sea ice is common. These results contrast with the findings of
Christensen et al. (2008) who evaluated reanalysis forced RCMs over Europe and
suggested a potential for biases in temperature and precipitation to be amplified
with increases in temperature. This finding was echoed by Christensen and Boberg
(2012) who assessed CMIP5 GCMs for their regional warming response and found
that models with a warm bias tended to project warmer temperatures, although
there was some regional variation in this behaviour. They suggest that this general
characteristic of GCMs should warn against an overdependence on interpreting the
spread of future projected temperature changes without taking such non-stationary
biases into account. Although the results of Maraun (2012) suggest that bias
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correction may be justified for mean seasonal errors, the conclusions are based in
pseudo-reality meaning that the evaluated bias changes are only relative to other
potentially similarly constructed models. Christensen et al. (2008) and Christensen
and Boberg (2012) provide reasons to question whether the behaviour of climate
model ensembles for such a pseudo-reality application can be relied upon to give a
definitive answer.

2.4 Implications

This literature review covers three general themes: performance metrics and their
underlying sensitivity to changes in methodology, approaches to combine metrics
for more general overviews of model performance and the use of model perfor-
mance information to construct future climate change projections. The merits
of considering these issues is to identify where the use of performance metrics
in assessing RCMs may be improved, either in their inherent robustness and re-
dundancy, or in the application of model assessments either in combination or to
improve understanding of future climate change projections. Several findings are
apparent from the work that has occurred so far in these areas.

First, the evaluation of RCMs with performance metrics has yet to be done
within a fully comprehensive framework, assessing a range of variables, over
several spatial and temporal domains, with a range of statistics and observational
datasets. Although these tasks may have been done in isolation, for an assessment
of the sensitivity of performance metrics to these differences in methodology it is
required that a wider assessment should be done to fulfil this goal. In particular, an
effort to evaluate models in their temporal behaviour and performance in relation
to extreme events, going further than mean climatological evaluation, would be
of benefit to produce a more thorough assessment of overall performance. Spatial
variation in RCM performance is of importance, particularly to the climate change
impacts community, who may wish to select certain models, and require robust
RCM evaluation frameworks for doing so.

Second, there are several possible approaches to combine performance metric
output to produce a single quantitative measure of overall performance (GPI).
The literature generally shares similar methodologies in this regard, and in par-
ticular to RCM assessment do not incorporate a large number of variables or
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statistics. Two issues arise in this case. Investigation into both the number and
type of performance metric to include and the sensitivity of GPI output based
on these decisions. Additionally, the construction approach itself is lacking in
scrutiny, as a similar method is used across all studies. The ability to rely on a
robust, comprehensive and as far as is possible objective overall evaluation frame-
work for RCMs will be of benefit both to assess progress in simulation quality
and to provide a coherent, simplified digest for users of climate change information.

Third, the use of performance metrics in approaches to constrain multimodel
ensemble climate change projections relies on a stationarity assumption whereby
model performance assessments are assumed to remain constant into future projec-
tions. This is of relevance to both ensemble weighting methods and bias correction
applications. Little has been done as far as RCM dynamical downscaling on this
issue and is the basis for some methods attempting to go beyond the standard equal
model approach. Assessment of this assumption, be it only in an indirect manner,
will be of use to test the justification for the use of these methods in applications of
model performance evaluations.
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Chapter 3

Regional Climate Model and
Observational Data

3.1 Overview of RCM projects and Observational
Data Options

Coordinated regional downscaling programmes are a relatively recent development,
following on from the precedent set in the GCM community with the AMIP, CMIP
and the later CMIP3 and CMIP5 projects (Gates, 1992; Meehl et al., 2000, 2007;
Taylor et al., 2012). These earlier GCM efforts established a framework in regard to
coordinating modelling groups and their experiments, thereby ensuring analogous
simulation protocols. By employing this collaborative scheme, global models can
be evaluated alongside one another in a more objective and standardised man-
ner. The RCM modelling community has been developing on an analogous path,
producing multi-model ensembles covering a variety of domains (see Table 3.1).
The Co-ordinated Regional Downscaling Experiment (CORDEX) belongs to the
latest generation of these projects, although it could be considered distinctive due
to its far larger scope. It encompasses thirteen, sometimes overlapping, domains
spanning the majority of the Earth’s land surface: Africa, the Arctic and Antarctic,
Europe, the Mediterranean, Northern, Central and South America, the Middle East
and Northern Africa, South, Central and East Asia and Australasia. Most simula-
tions are run at 0.44◦ ( 50km grids) resolution, with higher 0.11◦ ( 12.5km grids)
resolution simulations additionally produced for Europe. These more spatially
detailed historical and future projection runs enable regional assessments as to the
likely impacts with higher spatial fidelity than previous downscaling projects (Jacob
et al., 2014). Unfortunately, due to time constraints, RCM data from CORDEX is
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not used for the first or second analysis, however the third analysis utilises a subset
of historical and future projection runs from dataset. At the time of writing most
of the simulations for CORDEX have been completed and are available online for
download.

When selecting an RCM ensemble for a particular analysis, a number of factors
should be taken into consideration, such as:

• Length and period of simulation timeframe

• Availability of high quality observational datasets

• Ensemble size

• Type of lateral boundary condition forcing implemented

• Spatial and timeframe (e.g. daily/monthly means) resolution of output

Naturally, all of the mentioned past and current generation RCM projects vary
in these aspects, and for different scientific questions or applications one may
prefer one RCM ensemble over another. For the purposes of investigating the use
of performance metrics with RCMs however, most important is the requirement
of high quality observations with which to evaluate RCM simulation quality. If
observational datasets are used that are of lower resolution, or of fewer underlying
station number, then the benefits of using high resolution dynamical downscaling
with RCMs are not as well exploited. Lower resolution observations would not be
of use in determining model performance over complex orography for example.
Secondly, those ensembles utilising reanalysis forcing are able to provide simula-
tions without the potential influence of GCM boundary condition biases (with the
generally reasonable assumption that reanalysis forcing biases are negligible) thus
enabling as far as it is feasible the evaluation of the RCM simulation alone. Thirdly,
long multi-decadal simulation runs will be preferred as to ensure robust climate
statistics, especially in the case of extreme indices. Fourthly, ideally the size of the
ensemble should be large (this study uses nine RCMs), ensuring that intermodel
comparisons of absolute and relative performance are meaningful. Finally, high
spatial resolution output will preferred, to make sure that the analysis findings are
relevant to studies utilising more detailed model output.

Of the available project data, the European ENSEMBLES dataset meets these
requirements best. Unlike some earlier projects which rely on GCM forced runs
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Region Available RCM Simulations Observational Datasets

Africa 2009 ENSEMBLES: ERA-
Interim reanalysis driven RCM
runs covering 1989-2007 over
west Africa at 50km resolu-
tion. 3 GCMs (HadCM3Q0,
ECHAM5-r3 and ECHAM5)
used to drive 11 separate RCMs
covering roughly 1950-2050 at
50km resolution.

TARCAT v2.0 decadal, monthly
and seasonal rainfall estimates
from satellite data. 10 year
climatologies and anomalies
against the 10 year climatology
covering 1983-2012.

Europe 2005 PRUDENCE: 50km GCM
forced runs covering 1961-1990
and 2071-2090, at mostly 50km
resolution.
2009 ENSEMBLES: 25km and
50km ERA-40 forced 1961-
2000 simulations and CMIP3
GCM 1950-2050+ projections

25km and 50km E-OBS gridded
tas, tasmax, tasmin, pr, slp data

North America 2007 NARCCAP: NCEP/DOE
II Reanalysis driven runs at
50km resolution covering 1979-
2004. GCM nested RCM runs at
50km resolution covering 1971-
2000 and 2041-2070. GCMs
forced with A2 emissions sce-
nario

JISAO Precipitation Grids avail-
able in 0.5x0.5 and 1.0x1.0 de-
gree resolution. Covers 1900-
2008

South America 2008 CLARIS-LPB runs: 50km
resolution ERA-Interim driven
RCM runs for 1990-2008.
CMIP5 GCM driven RCM runs
for 1960-1990, 2010-2040 and
2070-2100. A1B emissions
scenario utilised.

0.5x0.5 gridded minimum and
maximum temperature for
1961-2000

East Asia 2005 RMIP Project: 1989-1998
decadal RCM simulation (60km
resolution), and future climate
change scenario both forced by
a GCM

Station and gridded temperature
and precipitation observations

Table 3.1: RCM Projects by domain
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alone (e.g. PRUDENCE), ENSEMBLES includes ERA-40 reanalysis forced histor-
ical simulations covering 1958-2001. This is of benefit when investigating the skill
of the RCMs, and not so much the lateral boundary condition driving component.
Furthermore, the reanalysis forced historical runs and in particular the GCM forced
projections are longer in their timeframe duration and higher in spatial resolution
than pursued in previous downscaling projects. The ENSEMBLES (and CORDEX)
GCM forced simulations are transient (i.e. continuous), whereas in PRUDENCE
a time-slice approach was used whereby two 30-year timeframes (1970-1999 and
2070-2099) are used (Christensen et al., 2002). Time-slice simulations although
less computationally expensive do not give information on the decades immediately
following the historical time period which can used to assess impacts for example
on water systems (Burton et al., 2010). Most importantly, the high resolution
E-OBS dataset (Haylock et al., 2008; Van den Besselaar et al., 2011) was assem-
bled specifically for comparison with those RCMs produced, and is output on
identical grids to the models. This allows model-observation comparison without
the concern of regridding observational datasets with unknown interpolation error
introduced. This contrasts with other simulated regions such as Africa (e.g. Kim
et al., 2014), where the quality and spatial coverage of observations is comparably
low, and the use of re-interpolated observations or non-station based reanaly-
sis has to be considered, such as the TRMM satellite product (Huffman et al.,
2007) as a proxy for precipitation over the tropics. Overall, the ENSEMBLES
dataset currently remains the best option for investigating performance metrics
with RCMs, when model/observational comparison is required. For consideration
of the stationarity of metric assessments however, since the method does not use
observations (obviously none are available for validation of future projections) the
high resolution CORDEX historical and future projection simulations are the best
current option for investigations in this area.

3.2 ENSEMBLES RCM Data

The RCM data which is utilised in the following analysis is taken from the Euro-
pean ENSEMBLES project. The aims of the project were threefold: to develop
dynamical downscaling methods within a multi-model ensemble framework, to
improve our simulation and understanding of climate feedbacks and to enhance
networking between the RCM community and users of such downscaled informa-
tion (Van der Linden and Mitchell, 2009). Several regional modelling centres from
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across Europe, in addition to one Canadian group, contributed to this ’ensemble
of opportunity’, producing two types of simulation; ERA-40 reanalysis forced
historical and GCM forced future projections. The purpose of the reanalysis forced
runs was predominantly to provide simulations with ’perfect’ boundary condition,
giving an opportunity for RCM validation exercises with as little external bias
introduced as possible. The GCM forced simulations on the other hand enabled
the construction of long time scale future projections across Europe for use in the
vulnerability, impacts and adaptation user communities.

Figure 3.1: Standard minimum domain rotated-pole projection for ENSEMBLES RCMs.
Displayed is the 2-metre temperature (◦C) annual mean climatology for KNMI-RACMO2
covering 1961-2000

The experimental setup for ENSEMBLES required the use of a standard spa-
tial domain and timeframe for both simulation types. Two different resolutions of
RCM were supplied by modeling groups for ENSEMBLES; 0.22◦ (approx. 25km)
and 0.44 (approx. 50km) data. For the higher resolution RCM output, which is
utilised in the analyses, models are expected to cover an equal area rotated-pole
projection with a minimum 190x170 latitude-longitude grid mesh. This region cov-
ers Morocco and Northern Algeria in the South-West, Turkey and Cyprus in the
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South-East, Finland and Eastern Bloc nations in the North-East and Iceland in the
North-West (Figure 3.1). Most models exceed this area in simulation domain (see
Table 3.2 for details for each RCM) with a ’buffer zone’ of 8 or more gridboxes in
the surrounding region to allow the RCM to incorporate the lateral boundary con-
ditions adequately and produce a consistent internal mesoscale simulation (Liang
et al., 2001). The models are constructed with different, although in some cases
closely related, physics packages (several use modified versions of ECHAM-4 or
ECMWF), various Soil-Vegetation-Atmosphere (SVAT) model components, orog-
raphy physiographical datasets, surface characteristics, solar constant, GHG and
aerosol concentrations. The RCMs are configured on spatial domains of differ-
ent sizes and internal time step lengths. The time domains covered by historical
and future projection runs for ENSEMBLES are different; reanalysis forced runs
naturally correspond closely to the time domain of ERA-40 (September 1957 to
August 2002), with models covering at least the 40-year period 1961-2000. The
GCM forced projections on the other hand cover at minimum 1950-2050 with some
RCM-GCM combinations reaching 2100. RCM output covers a large set of climatic
variables (80+) over various timescales (daily/monthly) depending on the variable
type. Of the RCMs submitted to the ENSEMBLES database only those whose out-
put is given on the same rotated-pole grid, identical to E-OBS, are included in the
two analyses in Chapters 4 and 5. This is due to two reasons: the fact that a re-
gridding process would contribute some interpolation error which could adversely
affect results and also computational difficulties in regridding the curvilinear grids
on which the RCMs are based. Notwithstanding this drawback however, the size of
the ensemble used is considered large enough for the purposes of the analysis.
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Table 3.2: ENSEMBLES RCM details for those used in Chapter 4 and 5 analysis on Metric Sensitivity and Metric Combinations

Institute RCM Version Grid Dimen-
sions

Vertical
Levels

Time
Step
Duration

Physics Package Model Components

C4I (Community Climate
Change Consortium for Ireland)

RCA 3 206x206 31 30 min-
utes

Semi-implicit, semi-lagrangian
core

SVAT models: no name; devel-
oped at Rossby Centre.

DMI (Danish Meteorological
Institute)

HIRHAM 2 213x198 31 5 minutes Semi lagrangian dynamics cou-
pled with physics of ECHAM4

Vegetation effects and run-off
scheme (Dimenil and Todini
1992). Variables for maximum
soil water holding capacity of
the soil (Clausen et al. 1994;
Roeckner et al. 1996).

ETHZ (Swiss Federal
Institute of Technology in
Zurich)

CLM 2.4.6 230x210 32 6 minutes CLM is based on the COSMO
weather forecast model.

SVAT model:BATS, soil
model:TERRA3D

KNMI (Royal Netherlands
Meteorological Institute)

RACMO2 2.1 206x224 40 15 min-
utes

Based on ECMWF model cycle
23 release 4 (similar to that
used in ERA40). Updated by
KNMI.

SVAT model:TESSEL

Continued on next page
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Table 3.2 – Continued from previous page

Institute RCM Version Grid Dimen-
sions

Vertical
Levels

Time
Step
Duration

Physics Package Model Components

METO-HC (Met Office
Hadley Centre)

HadRM3Q0 n/a 214x220 19 5 minutes HadRM3 is based on a modified
version of the HadCM3 atmo-
spheric component.

MOSES land surface scheme,
US Navy 10◦ orography dataset,
solar constant=1365W/m2

METNO (Norwegian
Meteorological Institute)

HIRHAM 2 213x198 31 3.75 min-
utes

Semi lagrangian dynamics cou-
pled with physics of ECHAM4

Vegetation effects and run-off
scheme (Dimenil and Todini
1992). Variables for maximum
soil water holding capacity of
the soil (Clausen et al. 1994;
Roeckner et al. 1996).

MPI (Max Planck
Institute)

REMO 5.7 218x242 27 4 minutes REMO is based on the
ECHAM-4 GCM physics
with the Europa-Modell NWP
model as its dynamical core.

Land surface scheme extension
of ECHAM4 parametrisations,
REMO contains MPI ocean
model, the Hydrological Dis-
charge Model (HD Model) and
the REMO atmosphere model.

RPN (Recherche en Prévision
Numérique)

GEMLAM 1 n/a 56 12 min-
utes

Semi-lagrangian, semi-implicit
numerical scheme, CMC/RPN
physics

SVAT model: ISBA

Continued on next page
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Table 3.2 – Continued from previous page

Institute RCM Version Grid Dimen-
sions

Vertical
Levels

Time
Step
Duration

Physics Package Model Components

SMHI (Swedish Meteorologica-
land Hydrological Institute)

RCA3.0 3 204x222 24 15 min-
utes

Semi-implicit, semi-lagrangian
core

SVAT model: RCA land surface
model, updated from that used
in RCA2.0
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The ENSEMBLES RCMs in their representation of summer (JJA) and winter
(DJF) mean temperature climatologies (see Figures 3.2, 3.3, 3.4) produce similar
bias characteristics. Seven out of the nine RCMs in summer months have a system-
atic 2-4◦C warm bias in the Mediterranean and Balkan regions, spreading to central
Europe in some cases, most notably RPN-GEMLAM. A majority of simulations in
northern Scandinavian regions have a systematic 0 to -3◦C cold bias. SMHI-RCA is
clearly the best performing RCM overall for this season with low mean difference
produced across the whole European domain. In winter months, RCMs system-
atically are too warm in northern Scandinavia whilst being too cold in the south,
particularly over the Alps.

Figure 3.2: C4I-RCA3, DMI-HIRHAM and ETHZ-CLM - EOBS summer (JJA) and winter
(DJF) mean 2-metre temperature (◦C) differences over 1961-2000
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Figure 3.3: KNMI-RACMO, METNO-HIRHAM and METO-HC-HADRM3 - EOBS sum-
mer (JJA) and winter (DJF) mean 2-metre temperature (◦C) differences over 1961-2000

Figure 3.4: MPI-REMO, RPN-GEMLAM and SMHI-RCA - EOBS summer (JJA) and win-
ter (DJF) mean 2-metre temperature (◦C) differences over 1961-2000
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Figure 3.5: C4I-RCA3, DMI-HIRHAM and ETHZ-CLM - EOBS summer (JJA) and winter
(DJF) mean precipitation (mm/month) differences over 1961-2000

Figure 3.6: KNMI-RACMO, METNO-HIRHAM and METO-HC-HADRM3 - EOBS sum-
mer (JJA) and winter (DJF) mean precipitation (mm/month) differences over 1961-2000
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Figure 3.7: MPI-REMO, RPN-GEMLAM and SMHI-RCA - EOBS summer (JJA) and win-
ter (DJF) mean precipitation (mm/month) differences over 1961-2000

In contrast to temperature biases, there are fewer shared systematic precipitation
biases in summer, with the RCMs producing a both drier and wetter simulations
over central and eastern Europe relative to E-OBS. In some regions however the
RCMs are similar in their bias pattern, such as a wet bias in the higher altitude
regions (e.g. Norwegian coast, Alps, Pyrenees). Winter months are generally wetter
than summer overall, with the RCMs producing more similar bias patterns than in
summer months. High altitude regions exhibit the highest precipitation bias whereas
in eastern Europe RCMs perform generally better with low error.

3.2.1 Forcing Details

The European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-40
global reanalysis product, covering from late 1957 to 2002, is a hybrid of in-situ
station based and (since 1970) satellite observations assimilated with the Integrated
Forecast System (IFS) atmospheric model (Uppala et al., 2005). It has 60 vertical
levels of varying height, ranging from 0.5-1km in the troposphere to 1.5km in the
stratosphere up to 0.1hPa, and a horizontal resolution of 1.121◦ (∼125km). The
timestep used in the reanalysis is every six hours (Kallberg et al., 2004), publicly
available from the ECMWF online database. Although ERA-40 is based upon
real world observations, and is in practice treated as such in many applications,
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Institute-RCM Greenhouse Gases Solar Forcing Aerosols

C4I-RCA3 ’Effective’ CO2 approx. lin-
ear increase (1.5ppmv/yr)

1365W/m2 (variable) Included in CO2
forcing

DMI-HIRHAM 1960-1990 observed values,
1990 onwards supplied from
MPI ECHAM4

1376W/m2 ECHAM4 tabulated
constant

ETHZ-CLM 360 ppm constant 1368W/m2 constant

KNMI-RACMO2 SRES-A1B defined concen-
trations 1950-2100

1370W/m2 Four aerosols;Tanré
climatology

METO-HC-
HADRM3

HadCM3 setup 1365W/m2 constant SO2 and Dimethyl
Sulfide HadGEM
setup

METNO-HIRHAM 1960-1990 observed values,
1990 onwards supplied from
MPI ECHAM4

1376W/m2 ECHAM4 tabulated
constant values

MPI-REMO Constant Constant, undefined Tanré climatology

RPN-GEMLAM Constant 1367W/m2 n/a

SMHI-RCA3 CO2 linear increase
(1.5ppmv/yr), other GHGs
not accounted for

1370W/m2 Constant

Table 3.3: External Forcing for included ENSEMBLES RCMs

it is not perfect for three reasons: forecast model biases, observational errors and
the choice of data assimilation method (Bao and Zhang, 2013). Intercomparison
between different reanalysis products and gridded observations shows how these
differences in approach affect general biases, trends and variability across both the
globe and throughout the 45 year time period (Simmons et al., 2004). Generally
these differences are small however errors do arise in specific regions and times,
particularly in the earlier years, often due to a lack of observational coverage
(Mooney et al., 2011).

It is often not straightforward to locate detailed information for each RCM in
regard to how they are forced, either by reanalysis or GCM, however, for those that
did have published documentation some similarities are identified. The majority
of the ERA-40 vertical atmospheric levels are used, interpolated to some three
dimensional common grid. For SMHI-RCA3, vertical levels 13-60 (descending to
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the surface level) were used interpolated to the identical spatial resolution as the
RCM (Kjellström, 2005). These atmospheric fields are used as lateral boundary
conditions and, in addition to sea-surface temperatures (SSTs) and sea-ice data for
some RCMs such as MPI-REMO, are updated every 6 hours. In addition to lateral
boundary conditions, other external forcings are included such as greenhouse gases
(GHGs), solar and aerosols in the simulations, and these are detailed in Table 3.3.
The ENSEMBLES RCMs are one-way forced; they only receive information from
the lateral boundary conditions (LBC) and external forcings and do not feed back
information. ETHZ-CLM, unlike the other models in the ensemble includes spec-
tral nudging whereby the LBCs can influence the internal simulation to strengthen
consistency with the large scale circulation (Separovic et al., 2012). The models
have varying levels of ’spin-up’ time, where the RCM is given a period (5-10 years)
to reach a consistent internal flow. This is done to account for processes that require
a long period to produce behaviour consistent with reality (Laprise, 2008).

3.3 CORDEX RCM Data

The RCM data used for the Chapter 6 analysis focussing on the stationarity assump-
tion of metric assessments is taken from the CORDEX ensemble (Giorgi et al.,
2009). The pseudo-reality method used in this analysis requires a set of RCMs with
identical boundary conditions, so that the intercomparison between how the models
respond to a changing climate is as fair as possible. Since GCMs have different
climate sensitivities (Andrews et al., 2012), the resulting forced RCM projections
will inherit the climate change signal of the GCM and thus be dissimilar in their
simulations characteristics. Testing the changes in bias distribution between two
RCMs with different GCM forcings would be in effect testing how different the
GCMs behave and not the RCMs. Identically forced RCM projections on the other
hand provide the exact experimental setup which allows such a determination to be
made, since any change in relative bias must be due to RCM features alone. From
the CORDEX ensemble, three RCMs are identified which satisfy the requirement of
the same GCM forcing, in this case HADGEM2-ES: CCLM4-8-17, RACMO22E
and RCA4 (Table 3.4). Again, the simulations cover an historical (1971-2005)
and future projection period (2006-2100) . The analysis only uses a total of two
subsets from these simulated timeframe to assess the changes between the RCMs:
1971-2000 as an ’evaluation’ period and a projection period 2071-2100. These
GCM forced simulations follow the representative concentration pathway (RCP)
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8.5 (Van Vuuren et al., 2011), the highest radiative forcing increase. This forcing
level is used to provide the most stringent test of bias stationarity, as this will max-
imise the climate change signal between evaluation and projection time-periods,
ensuring that any non-stationary bias changes will be identified. To further assist
in setting the most exacting test of RCM bias stationarity, the furthest apart time
periods (1971-2000 and 2071-2100) are chosen, with the same aim of maximising
the simulated signal.
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Table 3.4: CORDEX RCMs forced by HADGEM2-ES details for those used in Chapter 6 analysis on the stationarity of metric assessments

Institute RCM Country RCP Atmosphere Model Land surface/Soil Ocean/Sea Ice

CLM (CLM Community with
contributions by BTU, DWD,
ETHZ, UCD,WEGC)

CLMcom-
CCLM4-8-17

Germany RCP8.5 ECHAM5 CLandM, Veg3D, Terra
soil model

CICE ice model,
NEMO ocean

KNMI (Royal Netherlands Me-
teorological Institute)

RACMO22E Netherlands RCP8.5 ECMWF - -

SMHI (Swedish Meteorological
and Hydrological Institute)

RCA4 Sweden RCP8.5 - - -
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Figure 3.8: CLMcom-CCLM4 forced by HADGEM2-ES mean temperature bias against
E-OBS (◦C) for 1971-2000.

Figure 3.9: KNMI-RACMO22E forced by HADGEM2-ES mean temperature bias against
E-OBS (◦C) for 1971-2000.

Figure 3.10: SMHI-RCA4 forced by HADGEM2-ES mean temperature bias against E-OBS
(◦C) for 1971-2000.
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For the HADGEM2-ES forced RCMs CLMcom-CCLM4 (Figure 3.8), KNMI-
RACMO22E(Figure 3.9) and SMHI-RCA4 (Figure 3.10), the historical temperature
bias characteristics are similar both between the models and to ERA-40 forced
ENSEMBLES simulations. Summer months see a north/south bias split, with
central and southern Europe up to 5◦C too warm whereas northern regions are
systematically cold. In winter, southern areas are too cold, with the strongest biases
occuring in the Alps. Central regions are simulated reasonably well with low
average error, however in the north the RCMs are too warm except in some cases
for the higher altitude Norwegian mountains.

3.4 Observational Datasets

To evaluate the quality of ENSEMBLES RCMs over the full European spatial
domain, as opposed to a more localised study, gridded observational products
are preferred for two main reasons. First, although RCMs are of a comparably
high spatial resolution compared to GCMs, the output variables are still in effect
smoothed. This means that comparison directly to raw station data would not be
a consistent test of model errors over regions of highly variable orography for
example. Gridded observational products necessarily require a smoothing process,
and therefore provide a fairer test for models over larger spatial scales, since it is
comparing ’like with like’. Furthermore, station data can be of shorter time lengths,
or have missing values which can be remedied through considering information
from other local stations through a gridded product. However, it should be noted
that due to the low station density in E-OBS for example, significant errors can arise
when compared to higher density localised products, which may have a detrimental
impact on the robustness of model evaluations (e.g. Kyselỳ and Plavcová, 2010).
More localised studies, such as statistical downscaling, make better use of station
data as they are interested in the model bias at that precise area. Second, more
specific to the ENSEMBLES RCM data are practicalities; the E-OBS data was
produced specifically for comparison with this model ensemble and therefore is a
natural choice.

To assess the quality of the RCMs in historical simulations forced by ERA-40,
daily mean, minimum and maximum temperature, precipitation sums, and mean
sea-level pressure data are available from the E-OBS database. They are output at
both 25km and 50km resolutions on identical grids to the majority of ENSEMBLES
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RCMs. The temperature and precipitation datasets were produced by Haylock et al.

(2008) and cover the time period 1950-2006. They cover land surface regions,
and draw together meteorological station data from 2316 locations, although this
is not a constant value through time in the final data. The density of stations
is not uniform (see Figure 3.11); the Netherlands, Ireland, Switzerland and the
UK having the greatest spatial coverage. Other regions such as Iceland, Turkey,
Northern Africa, and Northern Scandinavia have considerably fewer stations per
km2. Mainland countries such as France, Spain, Portugal, Germany and Poland
have moderate station density. Quality control (QC) measures were implemented
first to filter out any unrealistic values from each station’s timeseries (e.g. maxi-
mum temperature<minimum temperature, precipitation<0). Station data passing
these QC processes was then interpolated to the rotate-pole equal area grid, with
interpolation error estimates calculated, output on separate files. These could
be used in further work investigating the impact of observational uncertainty on
RCM metric assessments, but for the following analysis are not used. As regards
the station density it is unlikely that a dataset can be constructed such that each
gridbox contains at least one real world meteorological station; for this dataset,
each of the 625km2 gridboxes has on average approximately a 15% chance that
it contains a station; for the more station sparse regions this likelihood will decrease.

Figure 3.11: Station locations for E-OBS precipitation (left) and temperature (right) grid-
ded datasets. Variable dataset density is clear, with the highest spatial coverage in central
regions, whereas regions such as Iceland and Turkey have sparse coverage. Modified from
Haylock et al. (2008).

E-OBS also has a gridded land-surface-only sea-level pressure dataset con-
structed by Van den Besselaar et al. (2011) which is also output on the ENSEM-
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BLES RCM grids. The number of stations included in the dataset varies throughout
the time period 1950-2010. Initially, data from approximately 100 stations was
available, although this increases roughly linearly to 416 in 2010. Van den Besse-
laar et al. (2011) note that it is of no disadvantage to use fewer stations than in
temperature datasets, as the latter are expected to be more heterogeneous over the
spatial domain, and as such require higher station density. However, one drawback
of this dataset is the lack of stations in some of the Eastern and Northern European
countries, such as Ukraine, Romania, Belarus, Lithuania, Finland and Sweden. QC
procedures implemented in the construction of this dataset included a removal of
concurring extremely low or high values but the lack of a homogeneity test for the
stations data is one of the weaknesses of the original dataset, but is said to have
been rectified in later versions (Van den Besselaar et al., 2011).

3.5 Data Format and Preprocessing

RCM data was obtained from the ENSEMBLES and CORDEX online databases,
both of which provide data in NetCDF file format. This type of file delivers a struc-
tured array configuration, ideal for large gridded climate model output. For each
variable, the data is given as a three-dimensional matrix; two spatial dimensions
and one in time. Additionally, the generated NetCDF file specification includes
grids for latitude and longitude coordinates, number of time steps in addition,
variable units, to more general simulation attributes such as model specification,
forcing and the mapping projection type. The majority of the ENSEMBLES RCM
simulations are run on an identical rotated-pole grid projection of dimensions
190x170 grid points, which similarly has been used in the E-OBS dataset. The
CORDEX RCMs also are on rotated-pole grids, and all cover an identical grid size
of 412x424. This projection type produces approximately equal area grid boxes,
and is the unmodified and uninterpolated output from each RCM. Some of the
ENSEMBLES RCMs are given on atypical grids, which are equal area projections,
but do not match with the observed datasets.

The different types of RCM data used in the analyses were subject to a range
of processing stages prior to use in any evaluation. Firstly, decadal or otherwise
incomplete data was concatenated to assemble the full timeseries for evaluation.
Next, units were standardised; for example precipitation data is provided in units
of kgm−2s−1 for RCMs and in millimetres for E-OBS, temperature data in K for
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models and ◦C for E-OBS. A land-sea mask is applied to only leave land surface
regions, as gridded observations are only available in these locations. This land-sea
mask is different for CORDEX and ENSEMBLES RCMs given their different
spatial resolution, and is also computed in different ways. For ENSEMBLES,
since it is to be directly compared to the land-only E-OBS dataset, only those grid
points for which E-OBS has any data are used. Observational gridboxes of which
timeseries are incomplete are also removed from the ENSEMBLES analysis as are
land surface regions of North Africa, Iceland and South-Eastern regions such as
Turkey. The former is done to ensure that extreme indices (which are calculated
in many cases on an annual basis) are correctly represented, the latter to exclude
regions with little in the way of observational station data spatial coverage in the
E-OBS datasets. For CORDEX, grid cells with <10% land area are excluded
(calculated from the percentage land-fraction dataset). Leap years are taken into
account by removing February 29th days from the timeseries, to leave (for reanal-
ysis forced historical simulations) the number of time steps at 14600=365*40.
This is done to simplify considerably the programming of evaluation code without
loss of significant information. Although for the majority of analyses presented in
this thesis the omission of 1 leap year day’s data is unlikely to make substantial
difference, for the calculation of cold day persistence extreme indices this factor
may become much more relevant in more detailed examinations. The observations
and ENSEMBLES RCM data matrices are then cropped to the standard domain
size of 190x170 grid points, ready to be used for calculations.
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Figure 3.12: Land-sea mask used for CORDEX RCM analysis
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Figure 3.13: Land-sea mask used for ENSEMBLES RCM analysis

Figure 3.14: Percentage timeseries with no missing values for Temperature (Left) and Pre-
cipitation (Right) E-OBS datasets
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Chapter 4

Metric Sensitivity

4.1 Introduction and Methodology

When evaluating an RCM with a performance metric, there are four distinct metric
component choices to be made: variable, spatial-temporal domain, statistic and
observational dataset. Quantitative RCM evaluations will to different degrees be
influenced by these choices, and as such it is of central importance to understand
how the overall metric is sensitive to changes in each component. The following
analysis focuses on assessing the sensitivity to the first three metric elements by
evaluating ENSEMBLES RCMs over a range of variables, temporal and spatial
domains and statistics against gridded observational data products. The purpose
of this investigation is to first determine the degree of robustness of different
metric types to small changes in methodological approach, and secondly to provide
guidance on how to approach the evaluation of RCMs with performance metrics.
Evaluation of RCMs and the causes of model error are not per se the objective of
the study, although the aims of the investigation require this step to be carried out.
The three different sources of metric sensitivity tested in this chapter utilise RCM
assessments using temperature (Tmax, Tx90p, Tmin, Tn10p, DTR), precipitation
and sea level pressure and associated extreme indices, and this set is reduced to a
final set of 16 for redundancy analysis (Section 4.5). These indices (Tables 4.1, 4.2
and 4.3) are selected from the set proposed by the Expert Team on Climate Change
Detection and Indices (ETCCDI) by three criteria: they must be appropriate for
model-observation comparison, that the final group should capture as much in-
formation as possible and must evenly cover the three main elements of extreme
events : frequency, magnitude and persistence.
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The statistics utilised in the analysis fall into four separate categories: standard
error, temporal variability, spatial pattern and event frequency statistics, each
selected to assess different moments of variability. The simplest and most common
form of statistic is the standard error type. These are generic in construction and can
be applied in evaluating many different aspects of model simulation performance.
Examples of such statistics are Root Mean Squared Error or Standard Deviation
(Table 4.4). Some of these are used more than once in the following analysis, both
in the evaluation of spatial patterns and for other gridpoint type output. The second
type of statistic are Temporal Variability statistics (Table 4.1), which are more
specific in construction and purpose, aimed at evaluating RCM simulations in their
representation of linear trends or interannual variability. The third type of statistic
used covers Spatial Pattern statistics (Table 4.5), and finally ’event frequency’
statistics (Table 4.7), used to assess RCMs over the distribution of model errors.

Figure 4.1: The eight sub-European ’Rockel’ regions as first suggested by Burkhardt Rockel
and Katja Woth for use in analysis of regions of homogeneous character. Modified from
Rockel and Woth (2007)

To evaluate the degree of sensitivity of these metric types to minor changes in
their component choices, RCM performance is quantified for each variable, index,
statistic and spatial domain. These domains cover the ’Rockel’ regions (Figure 4.1),
leading to nine domains overall: the whole European domain and eight sub-domains
of varying area sizes. Each metric component requires specific comparisons to
judge the level of inherent sensitivity due to the specific contribution each makes to
the overall RCM assessment process. For the statistics, relative metric output will
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be produced and transformed such that metric output increases with model perfor-
mance (several metrics such as RMSE decrease in value as performance increases)
to aid visual appraisal of how metric output varies with the underlying statistic.
Transforming involves a procedure for metrics which increase with increasing er-
ror (RMSE, MAE and IA); these metrics are transformed by calculating the inverse
for each value. This transformed output is then further modified by normalising it,
and thus making each statistic comparable in terms of how the overall distribution of
model performance is presented by each in turn. This is carried out by removing the
mean and dividing by the standard deviation, removing differences both in magni-
tude and in variation. Normalising therefore enables the differences between two or
more statistics, which may be quite different with respect to the level of dispersion
(the magnitude of how wide the range of metric output is), to be evaluated.
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Table 4.1: Extreme Indices - Frequency

ETCCDI Number Name Description Chosen Reason

1. FD Number of frost days (Annual count) yes Measure of anomalies in the length of spring and
autumn seasons (Tebaldi et al., 2006).

2. SU Number of summer days (Annual count) no Arbitrary threshold, will not be comparable over domains

3. ID Number of icing days (Annual count) yes Measure frequency of more extreme sub-zero Tmax events

4. TR Number of tropical nights (Annual count) no Arbitrary threshold, will not be comparable over domains

10. TN10p Percentage of days when TN < 10th percentile no Best used for assessing changes in exceedance
rates over long time frames. Standard percentile

thresholds given below will provide more meaningful
information for shorter analysed time-series.

11. TX10p Percentage of days when TX < 10th percentile no “

12. TN90p Percentage of days when TN > 90th percentile no ”

13. TX90p Percentage of days when TX > 90th percentile no “

20. R10mm Annual count of days when PRCP ≥ 10mm yes Arbitrary absolute threshold; can be better represented
by the given percentile measure in index 22.

21. R20mm Annual count of days when PRCP ≥ 20mm yes ”

22. Rnnmm Annual count of days when PRCP ≥ nnmm, no Provides a measure of moderate and high intensity
nn is a user defined threshold precipitation events. nn is set to the 90th

and 95th percentiles of daily precipitation,
calculated for each grid box from observations
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Table 4.2: Extreme Indices - Magnitude. Percentile thresholds are calculated using a 5-day running window centred on each calendar day in question to
estimate percentiles from a 5 · 40 = 200 day sample (1961-2000 period), as recommended by Zhang et al. (2005)

Number Name Description Chosen Reason

n/a Tx90p threshold 90th percentiles of Tmax yes Provides spatially comparable information relating to
the distribution of both moderate and severe

extremes. 90th percentile chosen to give
robust output from 40 year time series as well as

being the most commonly adopted threshold.

n/a Tn10p threshold 10th percentile of Tmin yes “

6. TXx Monthly maximum value of daily maximum temperature no Can be excessively influenced by
anomalous results

7. TNx Monthly maximum value of daily minimum temperature no “

8. TXn Monthly minimum value of daily maximum temperature no ”

9. TNn Monthly minimum value of daily minimum temperature no “

16. DTR Diurnal temperature range (Monthly) yes Not directly evaluated in other metrics

17. Rx1day Monthly maximum 1-day precipitation yes Provides a measure of short
term intense precipitation events

18. Rx5day Monthly maximum consecutive 5-day precipitation yes Provides a measure of long
term intense precipitation events

19. SDII Simple precipitation intensity index (Annual) no Not a measure of extremes
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Table 4.3: Extreme Indices - Persistence

Number Name Description Chosen Reason

5. GSL Growing season length (Annual) no Not an indicator of extremes

14. WSDI Warm spell duration index. Annual count of days with yes Measure of persistency of warm extremes and is
at least 6 consecutive days when TX > 90th percentile spatially comparable given that it is

based on a percentile threshold.

15. CSDI Cold spell duration index. Annual count of days with yes Measure of persistency of cold extremes and is
at least 6 consecutive days when TN < 10th percentile spatially comparable given that it is

based on a percentile threshold.

23. CDD Maximum length of dry spell, maximum number yes Provides an indicator of sustained drought conditions
of consecutive days with RR < 1mm (Annual)

24. CWD Maximum length of wet spell, maximum number yes Provides an indicator of sustained precipitation events
of consecutive days with RR ≥ 1mm (Annual)
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Statistic Equation Reference

Root Mean Squared Error (RMSE) RMSE(M,O) =

√√√√ 1

n

n∑
k=1

(Mk −Ok)
2

Mean Absolute Error (MAE) MAE(M,O) =
1

n

n∑
k=1

|Mk −Ok|

Standard Deviation (SD) (σ) σ(M) =

√√√√ 1

n

n∑
k=1

(Mk − M̄)2

Index of Agreement (IA) IA = 1−


n∑
k=1

(Mk −Ok)
2

n∑
k=1

[
|Mk − Ō|+ |Ok − Ō|

]2
 Legates and McCabe Jr (1999)

Table 4.4: Standard Error Statistics. Here, Mk and Ok refer to RCM and Observed data at gridpoint (or timestep if considering single timeseries) k
respectively, Ō is the observational mean, M̄ the RCM mean value.
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Statistic Equations Reference

Spatial Skill Score (SSS) SSS (M,O) = 1−


n∑
k=1

(Mk −Ok)
2

n∑
k=1

(Ō −Ok)
2

 Pierce et al. (2009)

Correlation (R) R(M,O) =
1

nσmσo

n∑
k=1

(Mk − M̄)(Ok − Ō) Taylor (2001)

Spatial Skill Metric (SSM) f3 =
n∑
k=1

1

|Sm,k − So,k|
where Sk = µk − µl ∀ k, l ε {1, ..., n} Eum et al. (2012)

Table 4.5: Spatial Pattern Statistics. Here, σm and σo are defined as the RCM and observational standard deviation respectively, µk and µl represent mean
values for grid points k and l where the total number of gridpoints is n. Sm,k and So,k are length-n vectors for RCM and observational data respectively
with entries µk − µ1, µk − µ2, ..., µk − µn. For each gridpoint k, the difference of that gridpoint’s value to all other gridpoints l is calculated, and the sum
of these differences given by each Sk. Next, and the difference between the observational and simulated Sk is calculated. This produces a scalar quantity, of
which the inverse of the absolute is taken. The summation over all gridpoints k is then carried out. According to Eum et al. (2012), this metric measures the
’spatial distribution of difference of mean values between a gridpoint and the rest of grid points within the region of interest; therefore it gives an idea about
the heterogeneity/homogeneity of the spatial information that an RCM is able to reproduce with respect to the observed value’.
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Statistic Equations Reference

Annual Cycle Skill Score (ACSS) ACSS (M,O) = 1−


12∑
k=1

wk(Mk −Ok)
2

 n∑
k=1

(Ō −Ok)
2

)( 12∑
k=1

wk

)
 Holtanová et al. (2012)

Annual Variability Metric (AVM) f2 =
1

n∑
k=1

(
Am,k − Ao,k

) where Am,k =
am,k − ām

σm
Eum et al. (2012)

Interannual Variability Metric (IVM) f2(Tvar) =
εσt

|σm − σo|
, f4(Pvar) =

εσp
|σm − σo|

Xu et al. (2010)

Linear Trends Metric (LT) LT = 1− |βm − βo|
ζ − |βm − βo|

Lorenz and Jacob (2010)

Table 4.6: Temporal Variability Statistics. For the ACSS, wk is the number of days in month k to weight each month equally. In the AVM, am,k represents
the mean annual value of RCM m for year k, ām is the mean climatological monthly value for RCM m, Ao,k is defined equivalently to Am,k. εσt and εσp
aremeasuresofobservednaturalvariabilityfortemperatureandprecipitationrespectively, definedbythedifferencebetweenmaximumandminimumvaluesof20−
yearmovingaverages.βm and βo are the gradient slopes for RCM and observed temperature trends, and ζ is a pre-defined constant, here set at

0.5.
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Statistic Equations Reference

PDF Overlap Skill Score (PDF) PDF =
n∑
b=1

inf
{

PDFm,b, PDFo,b

}
Perkins et al. (2007)

CDF Metrics f1 = 1−

√
|Am − Ao|

2Ao
, f2 = 1−

√
|A+

m − A+
o |

2A+
o

, f3 = 1−

√
|A−

m − A−
o |

2A−
o

Sánchez et al. (2009)

f4 = 1−

√
|Pm − Po|

2Po
and f5 = 1−

√
|σm − σo|

2σo

Table 4.7: Event Frequency Statistics. Here, PDFm,b and PDFo,b are the PDF distributions of RCM and observed timeseries respectively, the metric measures
the overlap between the two areas. Am and Ao refer to the areas under the CDF curves of RCM and observational data respectively, A+ and A− refer to the
regions above and below the 50th percentile respectively. Pm and Po are defined as the time and space average of simulated and observed data respectively.
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These statistics (Tables 4.4 4.5 4.6 4.7) although on the surface do span a
range of various alternative, there are several shared characteristics with which it is
possible to make some predictions. First, there is a set of statistics (RMSE, MAE,
IA and SSS) which share a central ’model-observation’ component, with the re-
mainder of the statistics often applying some normalising factor. Taking RMSE and
MAE first, it is clear these two statistics are the closest in construction, however,
since RMSE involves squaring errors, it will inevitably lead to an emphasis of any
highly variable input data. IA on the other hand also has a ’squaring-errors’ term,
but also normalises by a factor called the ’potential error’, which is also sensitive
to extreme values. This term appears to try to offset model scores if either the
observed or modelled variance is too large, assisting in generating better scores.
The Spatial Skill Score too is normalised by the observed variance, and therefore
for homogeneous data will behave much like RMSE or MAE, but for high variable
datasets will factor in the difficulty for RCM to replicate the values, as such it is a
less stringent statistic. The remaining statistics are not as closely related, in part
due to their more targeted nature, such as the linear trends statistic.

To evaluate the more general behaviour and relationship of the statistics, vari-
ables and domains to one another, Principal Component Analysis (PCA) is utilised
to objectively identify similarities within these metric construction choices. To
apply PCA to the metric output, the 4-d metric, comprising variable, model, do-
main and statistic dimensions, must be transformed into a 2-d matrix (columns the
variable of interest, in this example statistics, rows observations). Before applying
PCA the data are standardised as each statistic produces output which is of different
units, and each variable has a different range of variability.

For the example of statistic sensitivity, the 2-D matrix to which the PCA is
applied to is produced by concatenating several smaller 2-D matrices each of which
represents a variable with columns statistics and rows RCMs. This leads to a
144x7 matrix or 144x5 (9 RCMs * 16 variables by 7 or 5 statistics, depending on
the analysis in question). The domain from which this data is taken from is held
constant, and so this PCA is processed nine times for each domain (total European
domain and eight sub-domains). The PCA is calculated from the covariance matrix
of this 2-d input matrix after normalisation of the input variables. The reason for
standardising the data is that each variable has a different range of output and it is
important that one avoids one variable disproportionately skewing the total variance
over all evaluations (if one variable has a large variance and the data is normalised
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after concatenating, the other variables will appear to have little variance, which
will adversely affect the PCA results).

In addition to this PCA approach for evaluating how absolute metric output
varies with respect to statistic, variable choice or domain, the relative model
performance for each configuration is analysed by looking at model ranks, the per-
formance of RCMs relative to one another in the ensemble. These are qualitatively
assessed as to how much the changing of statistic can alter the overall relative
positions of RCMs within the ensemble. Issues such as whether the model ranks
are concentrated or dispersed or if a clear hierarchy of models can be determined
is examined. These would both be characteristics of metric output which is either
robust or sensitive to the choice of statistic in the construction.

4.2 Sensitivity to Choice of Variable

In the second group of performance metric applications, the main purpose is to
enable a more general characterisation of model simulation quality to be made
and therefore inevitably spans a wider array of variables. This can take the form
of comprehensive tests of skill over a number of commonly used variables such
as temperature, precipitation commonly in terms of a basic error statistic (e.g.
Murphy et al., 2004; Gleckler et al., 2008; Reichler and Kim, 2008). However in
the past such studies have either neglected temporal aspects and the representation
of climate extremes, or have not spanned a wide range of variables, potentially
weakening the certainty of final model assessments. This thesis is focussed towards
understanding how robust this second type of general model performance metric
is, both in terms of a single metric and a set of metrics, and the following analysis
aims to investigate to what degree the choice of variable can have on the assessed
model performance.

Temperature Variables

The nine RCMs assessed in this study are taken from the European ENSEMBLES
project, and are evaluated against the E-OBS gridded temperature observational
datasets. Figure 4.2 shows the minimum, mean and maximum annual temperature
timeseries produced from annual spatial averages for the RCM ensemble and E-
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OBS. Only European area average RCM assessments are considered in this section.
Overall, the models have good performance in simulating mean temperatures, with
the average magnitude of error being approximately 0.2-0.5◦C, although as Lorenz
and Jacob (2010) found the models do not capture the observed warming trend.
For the minimum and maximum temperatures (Tmin and Tmax respectively), a
wider range of model performance is identified. For the most part, the RCMs on
average systematically overestimate Tmin and underestimate Tmax leading to a
smaller than observed DTR. Mean absolute errors for Tmin range from 0.2-3.7◦C,
and 1.6-4.8◦C for Tmax.

Information gained through evaluating the RCMs only at the mean of the
temperature distribution in the case of this ensemble does not capture the full char-
acteristics of model behaviour. Some RCMs which perform poorly at the extremes
cannot be identified when assessed in their representation of mean climatology, as is
the case with SMHI-RCA and RPN-GEMLAM. The fact that these two RCMs are
at the tails of the mean temperature timeseries ensemble distribution does not guar-
antee that similarly performing models will therefore be poorly performing at the
extremes, as illustrated by MPI-REMO which has a similar mean temperature error
as RPN-GEMLAM but has substantially lower errors particularly in its simulations
of Tmax and Tx90p. Furthermore, the inadequacy of evaluating RCMs solely on
their skill of replicating mean temperatures is shown by the assessment of diurnal
temperature range (DTR) performance, as the highly unrealistic performance of
RPN-GEMLAM would not be able to be identified using this single test of model
skill.
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Figure 4.2: Europe spatial-average annual mean minimum, mean and maximum tempera-
ture and diurnal temperature range time series for ENSEMBLES RCMs, E-OBS observa-
tions black dotted line.

Whether it is sufficient to evaluate RCMs in their representation of Tmax and
Tmin to gain information on DTR would depend on the metric considered. Com-
monly used absolute magnitude metrics would not take into account the direction of
model error and as such no inference can be made from Tmax and Tmin scores as
to the RCM skill at simulating a realistic DTR. A DTR score on its own would also
not give a complete account of model characteristics since a model which scores
poorly in both Tmax and Tmin may have a uniform bias which could give rise to an
apparently skilful representation of DTR. This is the case with SMHI-RCA, which
is the least realistic RCM with respect to Tmax and Tmin, but scores as the third
best RCM in terms of DTR. It is recommended that metrics evaluating the direction
of errors for Tmax and Tmin are included, or that DTR skill is additionally assessed
alongside Tmax or Tmin absolute scores.



4.2 Sensitivity to Choice of Variable 85

Figure 4.3: Calendar day percentiles for 10th-percentile of Tmin and 90th-percentile of
Tmax averaged over the European domain for ENSEMBLES RCMs, E-OBS black dotted
line.

Figure 4.4: RCM skill ranking scores for rep-
resentation of Tn10p, Tmin, Tmean, Tmax
and Tx90p. Skill increasing with lower ranks.

Some of the extreme indices con-
sidered below are based on the extreme
tails of the temperature distribution: the
10th-percentile of Tmin (Tn10p) and
the 90th-percentile of Tmax (Tx90p).
One question is whether these two per-
centile based indicators give further in-
formation alongside Tmax and Tmin
and consequently if they should be in-
cluded in any final set of metrics used
to provide a general overview of model
performance. Figure 4.3 shows the dis-
tribution of RCMs and the observed
percentiles for each calendar day cal-
culated over the 40-year period 1961-
2000. The systematic biases identified
in the simulations of Tmin and Tmax
are still present in these more extreme cases, yet the magnitude of errors in the ma-
jority of cases increases. There is some seasonal variation in the magnitude of error,
particularly for the summer/winter Tx90p comparison, although the direction of er-
rors remains for the most part constant. Figure 4.5 shows the temporal RMSE for
the five temperature distribution variables Tn10p, Tmin, Tmean, Tmax and Tx90p.
Model errors are substantially higher at the extremes than at the mean, and defi-
ciencies clearer for some poorly performing models. In some cases, models which
perform worse at the extremes perform better than others nearer the centre of the
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distribution, for example C4I-RCA3 has a higher Tn10p error than DMI-HIRHAM,
but outperforms the same model in Tmin, and similarly for RPN-GEMLAM and
SMHI-RCA for Tmax and Tx90p. More generally, the RCM error characteristics
are similar; most RMSE scores being less than 2◦C. The last two models stand out
as the worst performing with this metric although it is probably unnecessary to as-
sess the RCMs for Tn10p and Tx90p to identify these large biases, since the RMSE
scores for Tmax and Tmin are by themselves very large relative to the rest of the
ensemble. However, this does not necessarily preclude assessment of the frequency
and persistence of temperature extremes based on Tx90p and Tn10p as they relate
to different aspects of the temperature distribution.

Figure 4.5: ENSEMBLES RCM temporal RMSE annual scores for Tn10p Tmin, Tmean,
Tmax and Tx90p over 1961-2000

The relative model performance (Figure 4.4) based on these five temperature
distribution variables can give a further indicator of the independence of information
provided. Models which perform poorly or well at one extreme tend to do so also
at the other tail of the distribution, but as highlighted earlier the pattern of relative
model performance changes little from Tmax to Tx90p and Tmin to Tn10p. Rela-
tive performance for Tmean can be misleading, for example METO-HC-HADRM3
scores as a middle ranking model for Tmean, yet ranks in the top three in the dis-
tribution tails, outperforming all other models for Tn10p. A recommendation based
on these results is to evaluate RCMs in their performance either for Tmax/Tmin or
Tx90p/Tn10p, as the information gained from one is similar in character to that of
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the other.

Figure 4.6: Europe spatial mean temperature CSDI and WSDI time series for ENSEMBLES
RCMs, E-OBS observations black dotted line.

Persistence of extreme temperature events is assessed with the cold spell dura-
tion index (CSDI) and warm spell duration index (WSDI) (Figure 4.6). These are
calculated from bias-corrected RCM data, as suggested by Sillmann et al. (2014),
for each gridpoint using observationally derived Tn10p and Tx90p percentiles.
Bias-correction is used to ensure that the indices are not simply evaluating model
temperature biases relative to the observations, but are providing an analogous
quantity to be compared to observed persistence rates. For example, WSDI calcu-
lates the annual count of >6 consecutive days in which the simulated maximum
temperature exceeds the observed 90th-percentile of Tmax. If model biases are not
removed, then if the RCM is cold biased, say, then the index will suggest that the
model’s persistence rates are too low, when in fact the simulation rarely exceeds the
Tx90p threshold. When the bias is removed for each gridpoint and calendar day,
the true persistence rates can be ascertained. To bias correct the RCM data, quantile
mapping is employed whereby each RCM grid-point timeseries is transformed such
that all percentiles match up to observed percentiles. By doing this, any intrinsic
model bias is removed whilst retaining persistence characteristics, which CSDI and
WSDI measure. Bias correction is no utilised however for FD, ID, CWD and CDD,
because it is considered that since these indices are calculated relative to absolute
values, instead of arbitrary percentiles, then they are more readily comparable to
the corresponding observational index. The results indicate that the RCMs assessed
reproduce both CSDI and WSDI reasonably well, although for some models large
differences to the observed rates are identified. ETHZ-CLM consistently simulates
longer periods of warm temperatures, whereas C4I-RCA3 displays the opposite
characteristic. However, these indices provide somewhat erratic performance infor-
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mation over the 40-year time period when compared to all other temperature and
precipitation extreme indices, raising difficulties in determining prime facie which
RCMs are best or worst performing. The construction of these persistence indices
requires at least 6 consecutive days of a particular event to occur to contribute to the
overall annual counts, which generates an inherent degree of chance. It is important
to note that these indices were not originally intended to be used for the evaluation
of climate model simulations, but for studies focussing on observational data.
Therefore it is likely that another type of persistence index construction would
provide clearer differentiating information on the models considered, although
WSDI and CSDI do at least show that the RCMs are simulating similar annual
count magnitudes to that derived from the observed data.

Figure 4.7: Spatial mean temperature annual time series for Icing Days and Frost Days
Indices, E-OBS black dotted line.

The final temperature extreme indices considered here are the absolute threshold
frequency quantities Icing Days (ID) and Frost Days (FD) which are calculated as
the annual count of days in which Tmax<0 and Tmin<0 respectively. The RCMs
are systematically cold in the simulation of maximum temperatures and, for all but
two models (METO-HC-HADRM3 and SMHI-RCA), warm for minimum temper-
atures. For ID, this cold bias is seen in the higher than observed annual counts
of very cold days, with the two coldest models RPN-GEMLAM and SMHI-RCA
giving the largest counts. FD similarly reflects the information found from consid-
eration of Tmin, with the warmest model RPN-GEMLAM giving the lowest counts
and the coldest model, SMHI-RCA, the largest. One can conclude therefore that
RCM performance information from ID and FD, at least for a general metric not
considering smaller sub-domain features of RCM output, is not dissimilar to that
taken from considering Tmax and Tmin alone.



4.2 Sensitivity to Choice of Variable 89

Precipitation Variables

A common feature of regional and global climate model simulations is the system-
atic overestimation of precipitation levels, primarily caused by the lack of explicit
convection resolving schemes (Kendon et al., 2012). For RCMs, results from the
European PRUDENCE multi-model ensemble experiment identified a tendency for
models to have particularly large biases for both larger magnitude and low level
precipitation events (Boberg et al., 2009). The RCM’s simulations of precipitation
evaluated here from ENSEMBLES show an overestimation of daily precipitation
magnitudes at all percentiles (Figure 4.8). Observed data shows that on average
over 45% of days have negligible or no precipitation levels, in contrast to the ten-
dency of RCMs to be dry on less than 30% of days. Additionally, the RCMs

Figure 4.8: Spatial mean precipitation annual time series and percentiles for ENSEMBLES
RCMs, E-OBS black dotted line.

maintain this over-simulation into the higher percentiles, although the average RCM
percentage error is reduced from 500% at the 50th percentile to 14% at the 95th per-
centile (The error of RCMs at the 50th percentile error is approximately 5 times the
observed values; 0.4mm/day for RCMs compared to 0.08mm/day observations).
The best performing RCMs, KNMI-RACMO and SMHI-RCA, whilst exhibiting
the low percentile ’drizzling’, show good replication of observed extreme events
above the 85% percentile. Total rainfall amounts for the ensemble (left) are over-
estimated by ∼20%, with a large discrepancy between observed levels and the best
ensemble member, KNMI-RACMO. These biases are carried forward into evalua-
tions of Consecutive Dry and Wet Days (CDD and CWD respectively) (Figure 4.9).
CDD equates to the maximum annual count of days in which precipitation is less
than 1mm, CWD the maximum annual count of days where precipitation is greater
than 1mm. The general characteristics of the ensemble are an underestimation of
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persistent dry days and an overestimation of wet days. Information can be ascer-
tained with these two indices beyond what is found from consideration of Pr alone.
SMHI-RCA (grey), for example, has the largest error for both CDD and CWD,
yet performs as the second best model overall for extreme events, with one of the
lower precipitation totals for high percentiles. This indicates that although the RCM
simulates a large number of wet days, these days are of a much lower

Figure 4.9: Spatial mean Consecutive Dry Days (CDD) and Consecutive Wet Days (CWD)
extreme index annual time series for ENSEMBLES RCMs, E-OBS black dotted line.

magnitude than for the other ensemble members. Model performance information
from either CDD or CWD tends to be repeated by the other index, which is likely
due to the mirrored construction of the two, however since they are persistence
measures based on a maximum period this is not necessarily guaranteed.

The high percentile precipitation events are sampled by four extreme indices
(Figure 4.10), covering both frequency and magnitude: R10mm, R20mm (an-
nual count of days Pr>10, 20mm respectively), and Rx1day, Rx5day (maximum
1-day, 5-day precipitation total respectively). The ensemble has a wide range of
performance, with RCM relative performance generally consistent across both
the 40-year period and each of the four indices. As with the other precipitation
variables, SMHI-RCA and KNMI-RACMO show the lowest errors as these indices
sample the higher magnitude percentiles. The identification of the systematic
overestimation of extreme precipitation frequencies and magnitudes is seen in all
four indices, however the merit of utilising the full set of indices given their high
degree of correspondence is questionable. At least for this ensemble and domain,
these precipitation indices are likely providing repeated information, although there
are more differentiating features to extreme rainfall events if one considers spatial
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and seasonal aspects of the RCM simulations. For example, larger magnitude pre-
cipitation amounts can occur in smaller concentrated regions and at different times
of the year, both of which are not well sampled when taking spatial and annual
averages. The following section in this Chapter considers this specific question
in further detail as to what degree model performance changes when considering
different time and spatial domains.

Figure 4.10: Europe spatial-average R10mm, R20mm, Rx1day and Rx5day time series for
ENSEMBLES RCMs, E-OBS observations black dotted line.

The overall performance of the nine RCMs considered in this analysis, evalu-
ated by assessing the mean spatial climatology RMSE for all 16 variables, can be
viewed in a relative performance plot (Figure 4.11). A relative measure provides a
means of identifying the strengths and weaknesses of each model provided that the
ensemble is not systematically heavily biased (if all the models are poor, then the
’best’ model from this perspective will not necessarily be of low error) or narrow
in its distribution of performance (if all models are performing well, a relative
measure may be misleading in penalising a model with low error). When assessing
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performance over a large number of variables however, this issue will likely be
less problematic to gain an overview of performance. Of the ENSEMBLES RCMs
KNMI-RACMO2 scores consistently and unusually as one of the top three RCMs
over all variables; all other RCMs are either poor with respect to temperature
variables and strong in precipitation variables or vice versa. SMHI-RCA3 for
example performs strongly for mean and extreme precipitation yet is poorly per-
forming in simulation of temperature with a systematic cold bias. This raises a
question as to what variables are most important to select models for assessing
the changes to precipitation due to climate change, since this RCM is an example
where the simulation is apparently skilful but possibly for the wrong reasons, and
may not correctly respond to a warming climate. It is clear however that some
of the variables are reproducing similar information, especially in regard to pre-
cipitation extreme indices, and therefore any final set of variables should attempt
to reduce this redundancy, an issue that shall be returned to at the end of this chapter.

Figure 4.11: Relative performance of ENSEMBLES RCMs representing mean annual cli-
matologies for 16 variables/extreme indices. For each variable, the RCMs metric values
are normalised in the usual way; subtracting the mean of the metric values and dividing
by the standard deviation. This leaves metric values centred at zero, and these values are
what is represented here, with white values indicating RCMs that are middle ranking in
performance, blue colours higher performing and red worse performing.

Variable Sensitivity: Conclusions

Given the wide range of possible variables for assessing RCMs it is interesting to
note the similarities between some of the variables selected for this investigation.
For temperature variables, it is valuable to evaluate models over the whole temper-
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ature distribution since mean temperature metrics do not capture RCM simulation
characteristics sufficiently well. This is made clear in the extremely low representa-
tion of Diurnal Temperature Range for RPN-GEMLAM, which scores reasonably
well in its Tmean. Extreme temperatures in the form of the 90th-percentile of
Tmax and 10th-percentile of Tmin although used in some extreme indices do not
necessarily provide additional information over simply Tmax and Tmin, although
the magnitude of biases does grow towards the tails of the temperature distribution.
Temperature extreme indices are found to either provide similar information to
the standard variables or somewhat random model performance in the case of per-
sistence measures CSDI and WSDI. Precipitation variables similarly are found to
exhibit common shared behaviour, reflecting the RCM’s systematic overestimation
of precipitation totals. Sea-level pressure as a separate variable to the other 15 not
unexpectedly provides a further classification of RCM skill which is somewhat
independent.

Overall, the degree to which model performance changes with respect to vari-
able choices for RCM metric assessments depends on what variable is changing.
For most temperature and precipitation variables, changing from within that group
to a similar variable (e.g. mean temperature to maximum temperature, or mean
precipitation to R10mm) does not change the resulting conclusions of RCM skill.
However, changing from one group to the other will cause larger sensitivities in
metric assessments. This is primarily due to the fact that for this ensemble and
European domain, models that perform well in temperature do not generally do
so for precipitation and vice versa. One would expect a reasonable degree of
congruence between models that simulate temperature well and those that simulate
precipitation with skill. If that were the case then the overall sensitivity to a change
from temperature to precipitation variable would be lower. This conclusion is one
which may be tested for another domain and ensemble to see whether these results
are transferable elsewhere.

4.3 Sensitivity to Choice of Temporal/Spatial Domain

Once the assessment variables are considered and chosen there remain decisions
regarding the temporal and spatial domain over which an RCM should be evaluated.
’Domain’ is taken to be the three dimensional window (two spatial, one time) in
which model simulations are compared to observations. Temporal domains of
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annual means are commonly used (e.g Murphy et al., 2004; Gleckler et al., 2008;
Reichler and Kim, 2008) to give a general characterisation of model performance
in simulating the average climate. Alternatively, seasonal information can be used
to identify how well models are replicating different processes most prevalent or
relevant at that time of year. Time domains can also be chosen from different seg-
ments within long simulation runs of several decades offering further avenues for
assessing performance. The possibilities for spatial domains are similarly numer-
ous. From the starting point of evaluating performance over the whole regional area
RCMs can be tested over the land only area or sub-domains either of homogeneous
climatic properties or country specific focus. These choices altogether in choosing
an RCM evaluation domain for use in a performance metric raise questions as to
their influence on the resultant model skill scores and whether different results
could be ascertained through a different method.

The ENSEMBLES RCMs having been tested in their performance in mean
annual temperatures in the first section are now evaluated in their replication of
seasonal and spatial variability for temperature and precipitation. Large tempera-
ture biases occur in all seasons (summer and winter observational mean and model
biases shown in Figure 4.12). Common systematic errors are strongest in winter
months, with all nine RCMs simulating a warm temperature bias in north-eastern
Scandinavian regions, and a cold bias in southern areas, particularly the Alps. In
summer the RCM characteristics are generally reversed, with a common warm bias
in eastern and southern regions and cold in northern areas. The RCMs perform best
for the British Isles and central Europe for both summer and winter with biases
less than 1◦C occurring in most cases. These large changes in RCM performance
both over Europe and the seasons lead to differences in absolute and relative model
performance (Figure 4.13). The lowest RMSE skill scores arise when assessing
annual means, the reason for this likely being a manifestation of model biases of
opposite signs from summer and winter months cancelling out. This would suggest
that annual averages may produce misleading impressions of model performance
over the whole annual cycle in cases such as these where biases happen to cancel
out. A model of the exact opposite characteristic of a more uniform bias may have
a similar magnitude of error throughout the year but appear, through such a metric,
as exhibiting lower performance simply because the biases are of the same sign.
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Figure 4.12: E-OBS summer/winter temperature mean climatology (◦C) and ENSEMBLES
RCMs mean temperature bias (◦C) covering 1961-2000.

Figure 4.13: ENSEMBLES RCMs annual and seasonal temperature and precipitation mean
climatological spatial RMSE skill scores for European total domain

The weakness of annual metrics does not occur in assessment of precipitation
skill, as the RCMs present a uniform zero to wet bias in all seasons and regions
(Figure 4.14). The characteristics of precipitation spatial variability in Europe are
more affected by the time of year than temperature, and thus lends itself more
to seasonal evaluations particularly on localised scales. Western coastal regions
receive higher precipitation amounts in winter, especially in more mountainous
regions such as the Highlands of Scotland and Norway, due to the occurrence of a
stronger jet stream (Lavers et al., 2013). In summer however, convective rainfall
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due to the increased average temperatures is the primary process leading to higher
precipitation amounts in central European regions (Berg et al., 2009). In winter
the RCMs tend to present lower precipitation percentage biases in the western
coastal regions where high precipitation amounts form, suggesting that the RCMs
are simulating inter alia the larger scale westerly extratropical cyclones with some
skill. The more eastern areas see higher percentage biases where the observed
precipitation totals are low, indicating that the models are simulating too much low
intensity precipitation in these regions as noted in Figure 4.8. This characteristic
is also prevalent in summer months where the highest biases occur in regions of
lowest total rainfall. The fact that the models are uniformly biased regardless of
season leads to the annual metric being more representative of model performance
over the whole annual cycle than for temperature, with smaller changes in the
general distribution of model performance over all seasons (Figure 4.13).

Figure 4.14: E-OBS summer/winter precipitation mean climatology (mm/season) and EN-
SEMBLES RCMs precipitation percentage bias (-100% - 100%) covering 1961-2000.

Assessing the RCMs on smaller sub-domains enables a quantitative charac-
terisation of the spatial variation in simulation errors (Figure 4.15), not able to
be ascertained through total area assessments. For temperature, a wide range of
skill scores are found reflecting the tendency for RCMs to perform better towards
the western and central regions and worse in northern, eastern and Mediterranean
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areas. To make a judgement as to the ’best’ model over one country scale region
therefore may be misleading as to the performance over other regions. For example,
in Eastern Europe C4I-RCA and SMHI-RCA3 are the two best performing RCMs,
whereas in the Iberian Peninsula they are the two worst performing. Such results
may provide an argument against selecting RCMs based on their performance over
these smaller regions alone for use in further investigations such as climate change
impacts assessments, since potentially useful performance information is lost with
the narrowing of spatial domain. On the other hand, those models with high errors
over a region of interest may simply not be realistic enough for purpose, and such
smaller sub-domain evaluations could be of use to differentiate between RCMs in
this regard. The precipitation annual sub-domain assessments show a more consis-
tent pattern of model performance over Europe, with the relative performance of
RCMs maintaining their general distribution over all sub-domains. Therefore for
mean precipitation selecting models based on their overall total European domain
performance is likely more robust and representative of the performance of the
ensemble in a sub-domain. Individual model absolute performance will change
depending on the region, but for identifying the more skilful models (at least for
this ensemble and climatic region) the total domain metric may be sufficient.

Figure 4.15: ENSEMBLES RCMs annual temperature and precipitation Europe and sub-
domain spatial RMSE skill scores.

RCM ensembles with longer simulation hindcasts of several decades can be
tested over the whole simulation, as was the case in the previous model evaluations,
or for shorter sub-intervals. The sensitivity of model performance assessments to
changes in the choice of temporal domain in this second sense, other than selecting
times of the year, is tested here by evaluating RCMs over all 10-year time windows
between 1961-2000. This provides an indication of the robustness of shorter
interval model evaluations and also that of the full length simulation assessment.
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Minimum, mean and maximum temperature RCM data are compared to the re-
spective observational data by computing temporal RMSE values for each 10-year
gridbox timeseries then taking the spatial mean of the resulting grid (Figure 4.16).
Model performance varies by up to 18% for Tmin over 1961-2000 although for
Tmax skill scores vary by a smaller range of 2-7%. An interesting result is that
the models within the ensemble tend to increase and decrease in performance
in unison for Tmin, Tmean and Tmax. The cause of this is not entirely clear,
although most likely it could be due to biases in the ERA-40 driving data relative to
E-OBS. However the benefit of this phenomenon is that despite model performance
varying over the 40 year time-frame the relative performance between models is
approximately constant, with the lowest and highest error models remaining so
respectively. The implication from this is that RCM performance information for
temperature is robust in as far as relative performance is concerned for any choice
of time-frame. The variations in skill score for Tmin and Tmean can be substantial,
although less so for Tmax, however this is not an issue when the ensemble behaves
in this uniform manner.
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Figure 4.16: Temperature average temporal RMSE skill scores (top) and range of score
output (bottom) evaluated over all 10-year time windows from 1961-2000.

Precipitation temporal time-window sensitivity is lower than for temperature
with model skill scores varying up to 7%. Similarly to temperature temporal skill
scores the ensemble performance distribution moves almost in unison, with very
little variation in relative performance over the 31 time domains. Robustness for
precipitation metrics over different time-frames therefore is high both for relative
and absolute model performance. Model assessments in respect of mean climatolo-
gies can be used confidently in generalising to wider time domains. However, with
respect to metrics assessing extreme events the full time-frame is recommended to
ensure the indices are robust given the infrequent nature of the variable type.
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Figure 4.17: Precipitation spatial RMSE skill scores and range of score output evaluated
over all 10-year time windows from 1961-2000.

Temporal/Spatial Sensitivity: Conclusions

RCMs are complex to evaluate given their three dimensional nature. Summarising
performance information into scalar quantities necessitates a loss of information
in both time and space, and therefore it is important to consider whether a given
metric retains the required information or not. With regard to the choice of temporal
domain, there are two types used in a model evaluation setup: a choice of seasonal
or annual timeframe, and the choice of full length or segmented RCM simulation
runs. First, on seasonal/annual sensitivity there is substantial variation in assessed
model performance between seasons, whereas the annual mean tends to dampen
this information. To what extent the information is lost through this time averaging
depends on the characteristics of the model biases as discussed; more uniform
biases will be preserved in annual absolute value metrics, whereas if errors cancel
out annual bias will not be representative of the whole annual cycle. It may be
possible to construct statistics which can preserve this information, but for those
considered here it is desirable to include seasonal information (summer/winter is
likely sufficient) to ensure a more comprehensive assessment of model behaviour.
RCM assessments on shorter segments of long decadal simulations are found to
be robust, providing confidence to evaluate models where, for example, limited
duration observational data exists.

The second aspect of spatial sensitivity considered here is found to depend on
the variable and domain of interest. Precipitation scores tend to preserve relative
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performance over all sub-domains of Europe, although the absolute magnitudes of
error do vary at least to an equal degree to that of temperature. The consequence
of this is that for precipitation ’good’ models retain this character throughout the
simulation domain, and as such one can have confidence in any single domain
assessment that those conclusions will hold elsewhere. For temperature however,
this does not apply to the same degree although there are few anomalous results
suggesting that although assessing models over all domains may be prudent, a total
area assessment will not be overly misleading as to the general traits of each RCM.
To what extent these conclusions hold beyond this ensemble, European region and
variables is an open question however.

4.4 Sensitivity to Choice of Statistic

Spatial Pattern and Standard Error Statistics

This section investigates the sensitivity of metrics using spatial pattern and standard
error statistics. To do this, metrics incorporating these statistics types are applied
to mean climatological model-observation difference patterns over the whole Eu-
ropean domain and the eight Rockel sub-domains. The following analysis aims to
test how robust these metrics are to changes in the statistic when the same climatic
field is evaluated. Table 4.8 shows the type of raw metric output produced by the
seven metric variations, in this example the RCM skill of replicating the CDD
(consecutive dry days) extreme index mean climatological spatial pattern over
1961-2000. Although this quantitative information can be useful in identifying
better or worse performing models, when using more than one statistic there may be
disagreement which leads to the question as to which statistics are more robust or
meaningful. This section aims to answer these questions and recommend statistics
producing independent information for use in RCM assessment projects.

Each statistic is constructed to quantify RCM performance as a function of the
model error relative to observed dataset for each gridpoint. These functions map a
non-zero positive error value to an output skill score number range which is differ-
ent for each statistic type. The statistics chosen range over -∞ to 1 (e.g. Index of
Agreement), 0 to∞ (e.g. RMSE) or -1 to 1 (Correlation). Furthermore, the direc-
tion of increasing performance may not be the same between two statistics; RMSE
decreases with smaller errors, whereas the level of correlation will increase. The
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RCM RMSE MAE STD-R IA R SSS SSM
C4I-RCA3 8.46 6.20 0.83 0.85 0.84 0.53 2.05

DMI-HIRHAM 7.13 4.86 1.30 0.93 0.91 0.67 1.47
ETHZ-CLM 4.91 3.40 1.00 0.96 0.93 0.84 2.59

KNMI-RACMO2 5.89 3.84 1.22 0.95 0.93 0.77 1.25
METNO-HIRHAM 7.28 4.60 1.09 0.91 0.86 0.65 3.42

METO-HC-HADRM3 6.70 4.72 0.83 0.91 0.90 0.70 2.62
MPI-REMO 6.65 4.56 0.91 0.92 0.87 0.71 2.45

RPN-GEMLAM 5.17 3.45 0.93 0.95 0.92 0.82 1.88
SMHI-RCA 8.83 6.43 0.75 0.73 0.86 0.49 1.41

Table 4.8: Example of ENSEMBLES RCM metric scores for Standard Error and Spatial
Pattern statistics for the CDD (Consecutive Dry Days) extreme index mean climatology
calculated over the 1961-2000 whole European domain.

standard deviation ratio (STD-R), defined by RCM standard deviation divided by
the observational standard deviation, is different to the other statistics in that per-
fect performance would give an output value of 1, but with values of 0.9 and 1.1
equating to lower performance due to the fractional nature of the function. When
comparing output between these statistics, relative measures are used to account
for the changes in units in the same way as relative model performance is derived
in Figure 4.11. For the mean temperature climatology, relative model performance
information is calculated to indicate the level of agreement between the seven statis-
tics (Figure 4.18). All of the statistics but one, the standard deviation ratio (STD-R),
produce similar metric output suggesting that this aspect can be assessed with a sin-
gle statistic without loss of information. The STD-R evaluates the similiarity of
spatial homogeneity over the spatial field, but does not agree with the six other
statistics on the best or worst performing RCMs. It is more likely that this statis-
tic is badly defined for assessing a spatial field, and is not considered in the final
set of statistics, due to its deficiencies in assessing the location and magnitude of
errors. To illustrate these two problems, consider the following two examples. For
each gridpoint, all values are swapped with another random gridpoint; according to
STD-R, the RCM is equally as well performing. Next, consider an RCM which is
qualitatively very poor in replicating magnitudes, yet simulates a similar variation
in amounts; according to STD-R this RCM will be considered as well performing.
Although STD-R does assess simulation aspects not evaluated by the other statis-
tics, these problems bring into question whether this statistic should be considered
equally as robust. A combination of these issues is likely the cause of the dis-
crepency between STD-R and the other statistic output, and therefore STD-R is not
included in the final set of statistics. Standard Error and spatial pattern statistics are
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analysed together as they can be compared on their assessments on one single field,
whereas temporal statistics cannot be applied to this input data. Event Frequency
and Temporal Variability statistics in a similar vein can be applied to the same input
data (timeseries) and as such it is considered reasonable to assess these together.

Figure 4.18: Relative model performance for mean temperature spatial evaluations using
standard error and spatial pattern statistics. Blue colours indicate better performing models,
red worse performing.

To investigate further the relationship between the chosen spatial pattern and
standard error statistics, Principal Component Analysis is used on the normalised
metric output over all 10 extreme indices (CDD, CWD, CSDI, WSDI, FD, ID,
R10mm, R20mm, Rx1day, Rx5day) (Figure 4.19). This analysis is only applied to
the extreme indices since they are considered to provide a wide range of input data
sufficient to assess the sensitivity of metric assessments to changes in statistic. Care
must be taken however in this type of analysis as two statistics could be interpreted
to be similar by means of an artificial correlation; by pooling metric values from
a range of variables with differing magnitude, the overall data on which the PCA
is applied could lead to misleading results. To test the sensitivity of results to
this possibility, the analysis can be performed by assessing not only all variables
for a single domain, but also all domains for a single variable. Alternatively, the
issue may be avoided by normalising input variable data before applying PCA.
By normalising, such artificial correlations should not become an issue. Biplots
are produced displaying the first two principal components and the corresponding
loadings for the statistics. This format assists in showing relationships between
statistic; the closer two vectors are the more alike they are. The first two principal
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components account for between 76% and 86% of the total variation in metric
output, which suggests that it is reasonable to interpret the data in a biplot as
displayed, although the lower the total variance explained, the less representative
the biplot of the overall metric output. The second remark is that, some statistics
should be expected to produce output which is more closely related by construction
to others, and this is present in the case of RMSE, MAE and the Spatial Skill
Score (SSS). The small acute angle between their respective loading vectors in all
domains indicates that they are highly correlated to one another, which suggests
a substantial degree of redundancy if all were to be used. Additionally, these
three statistics are the most representative of the majority of the variation in metric
output given their close correspondence with the PC1 (x-axis in the biplot). This
result however, is not overly surprising, since if the three statistics are indeed so
closely related, then they would already account for a substantial portion of the total
variance in the metric output, even before the variation in other statistic output is
considered. In respect of PC1, all statistics are of the same sign in the loadings with
very similar magnitudes, although RMSE and SSS have the highest in most cases
indicating that they are most representative of the majority of the variation in the
metric output. That all the statistics are correlated in the same direction in this first
component indicates that the statistics are assessing the RCMs in a similar fashion;
choosing one statistic over another in most cases is unlikely to produce altogether
unrepresentative evaluations. However, the Spatial Skill Metric statistic shows
little correlation (as seen by the 90 degree angle) to the approximate consensus
of RMSE/SSS/MAE, and so it is possible that such an occurrence may happen.
In respect of PC2, accounting for 13% of the metric evaluation variations, the
largest loadings are held by SSM, and in some cases the Correlation statistic. This
would indicate that these statistics are evaluating different aspects of the spatial
pattern than the more error focussed statistics, but it is unclear to what extent the
construction of SSM is a factor in these results.

Given that some of the statistics are known to be closely related to each other,
the PCA analysis provides an opportunity to test these predictions. To begin with,
RMSE and MAE is found to behave extremely similarly for all domains, which
is not overly surprising given that they will only disagree for datasets with large
extreme values within. The SSS likewise shows very close behaviour to that of
RMSE/MAE for all domains, indicating that the variance in the data is very low.
In some cases, such as Scandinavia/British Isles/Iberian Peninsula, the Index of
Agreement behaves very closely to this set, yet for other domains such as the Alps,
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Figure 4.19: Principal component analysis of spatial pattern and ’standard error’ metric
output for total European domain and sub-domains. Output data has been normalised over
all variables to account for differences in units and/or magnitudes of error.

Central Europe and Eastern Europe, this statistic disagrees more. This is very likely
due to the ’potential error’ normalising factor adjusting the metric values depending
on whether RCM or observed variances are dissimilar.

To investigate the impact of the degree of metric sensitivity to changes in
statistic on the relative RCM performance within the ensemble, model ranks are
generated from the RCM evaluations of extreme indices mean climatological
spatial patterns (Figure 4.20). Similarly to the Spatial Pattern and Standard Error
statistic PCA analysis (Figure 4.19) the use of 10 extreme indices is considered
sufficient to assess what the analysis is intended to determine: the degree to which
RCM relative performance is sensitive to changes in statistic; it is unnecessary
to apply this analysis to all variables. It is clear that there is a wide disparity
in regards to the sensitivity of model ranks to changes in statistic. On the one
end of the scale, CDD, CWD, CSDI and WSDI all give rise to RCM evaluations
through varying the statistic with substantial disagreement as what the model rank
relative to other ensemble members should be. Other extreme indices such as
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R10mm, R20mm, Rx1day and Rx5day give in most cases 2-3 rank jumps with
a change of statistic; larger magnitude rank differences when changing statistic
are more unusual. The outcome of this is that spatial pattern and standard error
statistic, although more constrained to the assessment of a single spatial field
than other statistic types evaluating temporal variability aspects, can have a sub-
stantial impact on the inferred relative RCM performance within an RCM ensemble.

Figure 4.20: RCM Rank Sensitivity to changes in statistic for all extreme indices over the
whole European domain. Bottom axis refers to model rank number from 1 to 9 (left-right)
for each variable

Event Frequency and Temporal Variability Statistics

This section investigates the sensitivity of metrics utilising other, more specialised
or purpose built statistics. These cannot be typically be applied outside of their
intended application. They therefore are naturally not as closely related to one an-
other as those used to assess spatial fields as in the previous section, although two
statistics may well still be focussing on the same specific simulation aspect. Six dis-
tinct statistics are utilised in this section taken from Tables 4.1 and 4.7; the Annual
Cycle Skill Score (ACSS), Annual Variability Metric (AVM), Interannual Variabil-
ity Metric (IVM), Linear Trends Score (LT), PDF Skill Score (PDF) and CDF Skill
Score (CDF). The relationship between these six statistics is assessed with PCA as
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used earlier with the spatial pattern and standard error statistics (Figure 4.21). The
overall total variance explained by the first two principal components in this case
is much lower; between 55% and 69% is explained by PC1 and PC2 in the results.
This limits the interpretive value of biplots, as much of the remaining variance

Figure 4.21: Principal component analysis of temporal variability and event frequency met-
ric output for total European domain and sub-domains. Output data has been normalised
over all variables to account for differences in units and/or magnitudes of error.

of the data is orthogonal to the 2-D plane shown. However, some general comments
can be made. Firstly it is clear that the statistics produce very different metric out-
put, with a substantial degree of strong negative correlations seen between different
statistics, as seen by the near 180◦ angle between some of the loading vectors cor-
responding to each statistic. They are likely producing performance information
which is of a more independent character than for statistics evaluating the same
spatial climatological patterns. As a result they should all be included in the final
set of statistics used to evaluate model performance. Additionally, it appears that
the relationship between these statistics is not as consistent when evaluating RCMs
over different domains as seen with spatial pattern and standard domain statistics.
Beyond this however, it is difficult to draw more firm conclusions in part due to the
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low level of explained variance in the first two components.

Statistic Sensitivity: Conclusions

The role the choice of statistic plays in RCM evaluations with performance metrics
has been somewhat overlooked in the past. Although studies have evaluated climate
models over a range of spatial and temporal aspects, they for the most part choose
only one statistic for each individual evaluation task. The results of this section
would suggest this practice may be overconfident. First, it must be noted that the
assessment of the sensitivity of absolute metric output in this chapter is limited
by the fact that only a small set of statistics is selected for use. Although a more
exhaustive set of statistics may provide a more complete picture of how wide
the range of plausible RCM assessments may be in regard to a particular aspect
of interest, the limited set chosen in this case does not undermine the general
point, and the outcome acts as an underestimate of the total true sensitivity of
the statistic choice. The main conclusion is that the choice of statistic can have
a low to substantial impact on the assessed model performance depending on the
simulation aspect in question, be it spatial patterns (low) or temporal variabil-
ity and event frequency (high). As seen in this second more sensitive group of
statistics, there is low agreement between RCM performance assessments due
to the fact that the underlying information on which the statistics are based is
different, unlike those statistics investigating spatial patterns. It is highly unlikely
that any two of this temporal/event frequency statistic type can be interchanged
without loss of information. The main conclusion from this section therefore is
that RCM evaluation studies seeking to include such a temporal dimension should
consider additional statistics to reduce the likelihood of overconfident model scores.

The sensitivity of relative model performance is related to the underlying
sensitivity of the absolute metric output, although there is a caveat. In most cases,
if there is a high degree of agreement among the statistics as to the level of model
performance over all ensemble members, then relative model performance as
reflected in their ranks will be more stable and less open to uncertainty. This is
important if for example some models are to be discarded for the purposes of
a particular investigation due to their bottom ranking scores; if such scores are
demonstrably robust then the basis for this procedure is strengthened. If on the
other hand model ranks are fundamentally uncertain, yet in practice only one
statistic is used, the possibility is open for models to be eliminated unfairly. The
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caveat relates to if there happens to be several closely related statistics used. It
may be the case that although the absolute sensitivity is low for a particular assess-
ment, the relative performance may vary in a manner which could be reasonably
interpreted as suggesting that the underlying metric sensitivity is high, when in
fact it is not the case. This is the opposite to the case in which one model may be
extremely good or poorly performing in relation to other models, yet this will not
be communicated in relative model ranking scores. One should therefore consider
the absolute scores alongside any ranked output to avoid misleading interpretations
of the actual model performance. The overall conclusion is that if RCMs are tested
with a limited set of statistics, any generated ranking scores should be treated with
caution, as they are unlikely to be the only possibility with different statistic choices.

4.5 Metric Redundancy

The previous sections, in particular 4.2, did not analyse fully the relationships be-
tween the full variable set, but instead looked more closely at the relationships be-
tween variables of certain smaller groups. A full analysis of all variables is required,
not least as it is desirable for the following chapter on metric combinations to refine
which aspects of model performance are most crucial to capture. Three separate
statistical analyses are undertaken to identify relationships between metrics used in
the previous analysis and to reduce the number of variables taken forward to the
next analysis on metric combinations. They are: Correlations, Cluster Analysis,
and PCA. The methods are applied to annual mean climatologies for the 16 vari-
ables utilised in the previous investigation of metric sensitivity. For the following
cluster analysis and PCA, evaluations are calculated from the RMSE mean clima-
tology for simplicity. More detailed investigations could be undertaken for other
statistics, but in this case the issue discussed previously in Section 4.4 relating to
pooling of datasets of different magnitude does not arise. Correlations between
metric results (Figure 4.22) show a distinct split between temperature and precip-
itation related variable groups. Strong anti-correlations are present between tem-
perature and precipitation scores i.e. models performing well in temperature tend
to perform poorly in precipitation. The RCMs systematically overestimate pre-
cipitation amounts over the European domain, for both mean and extreme events.
Furthermore, the models on average underestimate maximum temperatures and for
the most part overestimate minimum temperatures. Déry and Wood (2005) found
a common anti-correlation between precipitation amounts and temperature glob-
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ally in summer months, explained by the soil moisture-atmospheric feedback (Berg
et al., 2014). Therefore one would expect that those models overestimating min-
imum temperatures the most would as a result simulate lower precipitation levels.
However, this is not the case with this ensemble. The best performing RCM for
precipitation (with the least precipitation amounts) is systematically too cold even
though one might expect this RCM to simulate more precipitation overall. Although
the observed anti-correlation only applies in summer months, the seasonal temper-
ature/precipitation correlations found in the metric scores are -0.41 in summer and
-0.37 in winter, and as such the main result is not explained by this mechanism (or
possibly that the RCMs do not adequately simulate this process).

Figure 4.22: Correlations between ensemble performance metric output for temperature,
precipitation, sea-level pressure and extreme indices.

Even so, this redundancy test suggests that there are three main groups of
variables: temperature related, precipitation related and sea-level pressure. As a
result the final set of metrics should span this range. The persistence variables
CDD, CWD, CSDI and WSDI are most unique among the indices included, as they
are least related to most of the other variables. These should be considered carefully
when deciding the final set. Objectively setting an a priori threshold for reducing
variable pairs, putting aside the issue of which to remove when a relationship is
found and where to begin, is highly difficult.
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The main result from the cluster analysis very much reflects the findings of the
correlations, with a bifurcation of the variables into the two main groups. Close
relationships between individual metric scores are seen, for example between Ic-
ing Days and DTR, however it is difficult both to ascertain the causes behind these
solely based on this test due to the lack of information as to the characteristics of
each model and the ensemble as a whole for each variable. As is the case with
correlations, identifying which variable to remove from each pair is somewhat sub-
jective.

Figure 4.23: Cluster analysis calculated from ensemble performance metric output for tem-
perature, precipitation, sea-level pressure and extreme indices. Linkages nearer to the right
indicate a closer relationship between metric output.

The first three Principal Components (Figure 4.24) account for 82% of the total
explained variance between metric scores, and therefore are considered sufficient
to identify the primary characteristics present. The first component, accounting for
42% of the variance, displays the split between temperature and precipitation met-
ric scores. High scoring models in Pr will tend to score highly in all the extreme
precipitation indices in addition to a weaker score relationship for precipitation per-
sistence and SLP. High scoring models in Pr also tend to score poorly in all temper-
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ature variables as shown by the correlations test (Figure 4.22). The scores for PC 1
show that the two HIRHAM RCMs and RPN-GEMLAM and SMHI-RCA display
this anti-correlated pattern both strongly, whereas other RCMs such as ETHZ-CLM
and KNMI-RACMO2 are more evenly performing.

Figure 4.24: PCA loadings for the first three principal components for ENSEMBLES
RCMs.

The second component (25% variance explained) is more difficult to interpret,
and may relate to the correlations with the magnitude of errors found between metric
scores. Principal Component 3 (12% variance explained) accounts for the relation-
ship of persistence indices CDD and CWD to the remaining set of metric scores.
This is found particularly with SMHI-RCA and C4I-RCA3, negatively correlated
with ETHZ-CLM and RPN-GEMLAM (Figure 4.25, third component). The ma-
jority of RCMs do not display this pattern however. This suggests that CDD and
CWD are important to characterise this behaviour for a large portion of the RCMs
in this ensemble. The results of the PCA indicate that these two main groups of
variables are related, in that they are anti-correlated in their measures of RCM per-
formance. However, one cannot be considered redundant and eliminated from the
final set since the second principal component indicates that both temperature and
precipitation are necessary to represent a substantial degree of the variance in the
metric data. Thus, both sets should both be represented fully in any final set of met-
rics. The CWD and CDD metrics are highlighted as important given their dominant
influence on PC3.
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Figure 4.25: PCA scores for the first three principal components for ENSEMBLES RCMs.

These redundancy analyses have been consistent in their results, mostly
confirming the presence of two main sets of closely related variables, and the
relationship between the two. The tests do not however provide unambiguous
advice as to the most appropriate or important variables to use from a statistical
perspective however, which gives rise to a degree of subjectivity in choosing a
final set. Notwithstanding, some conclusions can be made about the uniqueness
of information given by each metric for assessing RCMs. Persistence variables
are generally the most different to all other indices, and therefore should likely
be kept whereas indices of frequency and magnitude tend to reflect performance
either of the standard variables (temperature or precipitation) or that of similar
indices. Fewer of this second type of index should be used therefore. Sea-level
pressure is also considered qualitatively and quantitatively different from the other
variables and should be kept in the final set. The precipitation extreme indices
Rx1day, Rx5day, R10mm, R20mm although considered from the results of this
ensemble to not be especially unique in relation to the mean precipitation, it should
be noted that assessments based only on the mean of a variable’s distribution can be
misleading. Therefore one extreme precipitation index, Rx5day, will be included
in the final set. Tmean is considered unnecessary to the final set, as are Frost
Days (FD) and Icing Days (ID), given that Tmin and Tmax will sufficiently span
the temperature distribution. The choice of spatial domain, given the somewhat
inconclusive findings in Section 4.3, is taken to be the full European domain, partly
for simplicity, but also for allowing further results to be generalisable to other
regions more readily. For the statistics to be selected, it is determined that seven
shall be used for further investigations in Chapter 5, namely:

Spatial Pattern RMSE, Annual Cycle Skill Score, Annual Variability Met-
ric, Interannual Variability Metric, Linear Trends, PDF Score and CDF Score.

Final set of variables: Tmin, Tmax, DTR, WSDI, CSDI, Pr, CDD, CWD,
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Rx5day, SLP
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Chapter 5

Metric Combination Approaches

5.1 Introduction

A single performance metric, although able to give a concise quantitative indication
of model skill, is limited in its assessment to the aspect of the specific variable in
question. A broader and more comprehensive assessment of model performance
across a range of variables and statistics is desirable to produce generalised per-
formance indicators (GPIs) so that the overall skill of a climate model, quantified
by a range of metrics, can be summarised in as compact a format as possible.
The potential benefits of doing so would include the evaluation of improvements
of multi-model ensembles over different successive generations, and by doing so
providing a useful summary benchmark for users of RCM or GCM data on which
they can quickly assess the viability of particular models for use. Future climate
change projections can be weighted using GPI output on the basis that a higher
GPI score is likely to indicate greater model reliability outside of the historical
validation period. For these applications, metric combination approaches build on
the objective, quantitative approach provided by performance metrics, but aim to
be superior due to their ability to take into account a wide range of factors relevant
to whatever is considered ’good’ performance. However, there remains much scope
in what such combination methods might entail, with many approaches promoting
somewhat ad hoc constructions. As such whether it is possible to reach a well
defined, robust and justifiable method has yet to be demonstrated (Christensen
et al., 2010).

There are two general components to a GPI: the choice of combination method,
and the choice of what metrics are combined. A combination method is essentially
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a form of averaging that brings together a range of performance metrics, be they
absolute or relative, and produce a single quantitative output. The choice of metrics
could relate to a broad range of variables assessed with a single statistic (e.g
Murphy et al., 2004; Reichler and Kim, 2008), or a narrow range of variables
assessed with a range of different statistics (e.g. Coppola et al., 2010; Kjellström
et al., 2010; Xu et al., 2010). Therefore two main questions arise: how sensitive are
GPIs to changes in combination method, and also to changes in the composition
of metrics used. More broadly, what is the role of GPIs in assisting end users, for
example an impacts modeller looking to select one or two RCMs for their study?
Are GPIs a good method for choosing or eliminating models from a study? What
are the benefits of using GPIs over qualitative analysis of a range of single metric
results? Are GPIs of use to model developers in benchmarking their RCM?

To answer the first and more concrete questions, a number of sensitivity studies
are carried out. First, ways of combining metric information are identified and
applied, with their utility assessed. Second, a test of whether the number of metrics
included in combination is a factor to be acknowledged is undertaken. Two final
analyses investigating how different types of variable can affect GPIs and whether
including seasonal and multi-statistic information is beneficial are also presented.
Before this however, methodological details of these analyses are outlined.

5.2 Methods

5.2.1 Metrics, Statistics and Pre-processing

To produce and investigate the sensitivity of GPIs a range of approaches are used. In
summary, GPI output is produced utilising a reduced set of metrics, found through
the elimination of redundant variables and statistics in Section 4.5 (Metric Sensi-
tivity) Analysis. This set of metrics is expanded beyond the annual assessments
to include seasonal values, where appropriate, to give a larger set of metrics with
which to explore the issues outlined. Seasonal values are not used in cases where an
’annual only’ extreme index is used. In total this final set constitutes 182 metrics for
each spatial domain. These metrics differ however in one significant respect from
those used in the previous Chapter 4 analysis, as they are normalised relative to
observations. This ensures that the GPI values can be compared between ensemble
generations, which is not possible with relative scores. The one exception to this



5.2 Methods 117

however is the fourth combination method which relies upon RCM relative rank-
ings, and as such GPI scores between different ensembles from this method cannot
be compared in this way. Finally, a standardisation procedure is then applied to the
metric values to ensure that the metrics do not produce illogical GPI values when
combined (e.g. negative metric values giving negative GPI values).

VariableStatistic SPR ACSS AVM IVM LT PDF CDF

Tmax A,S A A A,S A,S A,S A,S

Tmin A,S A A A,S A,S A,S A,S

DTR A,S A A A,S A,S A,S A,S

WSDI A A A A A

CSDI A A A A A

Pr A,S A A A,S A,S A,S A,S

CDD A A A A A

CWD A A A A A

Rx5day A,S A A A,S A,S A,S A,S

SLP A,S A A A,S A,S A,S A,S

Table 5.1: 182 metrics applied in the metric combinations analysis. Some variables are
defined as annual counts precluding their use in seasonal evaluations. ’A’ refers to annual
evaluations, ’S’ to four separate seasonal evaluations (Spring, Summer, Autumn, Winter).
Metrics are computed for the whole European domain and eight sub-domains in line with
those used in Chapter 4.

The set of statistics is that identified from the metric redundancy analysis in
Chapter 4.5 constituting seven different statistics: Spatial Pattern RMSE, Annual
Cycle Skill Score, Annual Variability Metric, Interannual Variability Metric, Linear
Trends, PDF Score and CDF Score (Table 5.1, top row). They produce different
ranges of output (Figure 5.1) and go through one stage of standardisation. This
is done such that all metrics increase with greater model performance, such that
combining does not produce nonsensical results (higher GPI score should always
indicate higher model performance, which would be undermined with a metric
that does not increase with performance). Furthermore, they are constructed to be
non-zero positive-increasing (such that increasing metric values equate to greater
performance - RMSE and CDF metrics are inverted to achieve this) through a linear
shift. For certain ’1-minus error’ statistics, S, (such as ACSS, AVM, LT and CDF),
this requires the following transformation to the transformed statistic, ST :
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ST =
1

1− S
(5.2.1)

This avoids any single metric cancelling out all others all statistics, which could
potentially arise in a geometric/multiplicative GPI, by ensuring that all statistics
are non-zero. To enable comparison of GPI values between difference generations
of RCM ensemble, whilst maintaining equality among metrics included, a normal-
isation stage is introduced. This stage is embedded within each metric to produce
values that are normalised by the observational standard deviation for each variable
in question. This way, each GPI input metric is of similar magnitude without
making the final outputs ensemble specific, which would occur if metrics were
normalised relative to the ensemble.

Figure 5.1: Numerical range and distribution characteristics of raw metric scores for Tmax
for each of the seven statistics used in the metric combinations analysis. Some statistics
present skewed distributions, whereas others are approximately normally distributed. This
can have an effect on the discriminatory power of a GPI depending on the combination
method used.
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All of the statistics are calculated on a grid point basis except for the spatial
pattern RMSE (SPR) statistic that requires a two dimensional domain of values
for the metric to operate. These metric values are input into a 34x9x9x7 matrix
(34 variables | 9 RCM | 9 domains | 7 statistics). The number of variables at
34 can be totalled from Table 5.1, where for each variable seasonal values are
either included or excluded. Given that six variables (Tmax, Tmin, DTR, Pr,
Rx5day and SLP) use seasonal values they therefore contribute 5 ’variables’ each
(annual + 4 seasons). This equates to 6 ∗ 5 = 30 variables, and thus including
the remaining four (annual only) variables of WSDI, CSDI, CDD and CWD, 34
variables in total are used. To produce RCM ranking scores for each metric an iden-
tical size (34,9,9,7) matrix is constructed and RCM ranks are calculated for each
variable/domain/statistic combination; rank 1 equating to best performance, 9 the
worst. For example for SPR temperature metric over the British Isles, the best RCM
with highest metric score would be assigned rank 1, the worst RCM with lowest
metric score rank 9. These two matrices (metric scores and ranking scores) are then
used as input into the combination methods, the details of which are outlined below.

5.2.2 Combination Methods

Four combination methods are applied to the set of metrics generated: Geomet-
ric (Equation 5.2.2), Additive (Equation 5.2.3), Harmonic (Equation 5.2.4) and
Ranking. They aim to cover a wide range of possible options for quantifying an
aggregate score from a given set of input values. The equations detail how n

numbers of metrics fn are combined into a final GPI score R, and can be used on
any set of non-negative, non-zero inputs (∀n, fn > 0). The ranking approach labels
each RCM by its performance for a given metric relative to the other eight ensemble
members. It then calculates a final overall score from the sum of the ranks over all
metrics, divided by the rank sum (here this equates to 45 for a normalising factor).

R = n

√√√√ n∏
k=1

fk = n
√
f1 · f2 · f3 · · · fn (5.2.2)

R =
1

n

n∑
i=1

fn =
1

n
(f1 + f2 + f3 + · · ·+ fn) (5.2.3)
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R =
n

n∑
i=1

1
fn

=
n

1
f1

+ 1
f2

+ 1
f3

+ · · ·+ 1
fn

(5.2.4)

The combination methods have different qualities. For example the additive
approach is sensitive to large values within a set of inputs, and therefore a GPI
based on this will bias its appraisal more on the good performance in some metrics
rather than requiring good performance over all metric. The harmonic approach
on the other hand gives a small value bias to GPIs, meaning that to get a high
score, good performance in all categories is more of a requirement. The geometric
method is an intermediate case to these two methods and is the most commonly
applied combination scheme used in studies (e.g. Coppola et al., 2010; Reichler
and Kim, 2008; Xu et al., 2010; Murphy et al., 2004; Sánchez et al., 2009). Beyond
those methods selected, there are other alternative methods, for example a quadratic
mean, or less well known methods such as a truncated mean where particularly
high and low values are discarded before combining. The methods chosen however
aim to further expand upon the limited selections used in the literature, to see the
effect alternatives could have.

5.2.3 Analysis Methods

One of the main aspects of the analysis is the use of randomly sampled metric
combinations. The justification for doing this, even though some samples may not
be ones chosen in reality, is that provides an upper-bound with which to handle
the inherent subjectivity in selecting metrics for use. To do this, since most GPI
studies use in the region of 5-25 metrics, the full set of 182 metrics is subsampled
to produce a range of plausible GPI output. This subsampling is done in such a way
that an equal proportion of temperature, precipitation and sea-level pressure metrics
are selected, subject to their relative sizes in the full set of 182. i.e since half of the
metrics are temperature related, any subsample will have half of those metrics being
temperature related metrics and so on. For each subsample, a GPI value is then
produced for each combination method, and through this an overall GPI uncertainty
range can be ascertained for a given number of input metrics. This method is highly
parallelised for speed, and the monte-carlo sampling is done 1000 times for each
number of input metrics. Results are generally robust to this magnitude of sampling.
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WA =

n∑
i=1

w(i) ·m(i)

n∑
i=1

w(i)
(5.2.5)

The method used to assess the effect of this range of GPI output is as follows.
Weighted climatological averages are produced by first calculating the mean spatial
climatology m(i) for each RCM i. Next, these spatial fields are ascribed a GPI
weight w(i) (from the above systematic subsampling), before averaging into a
single weighted spatial field. Finally this field is then divided by the sum of the
weights to account for the magnitude of weighting (Equation 5.2.5). This weighted
average is then compared to observations using the spatial pattern RMSE statistic
(evaluating the RMSE of a weighted spatial pattern to an observational spatial pat-
tern), and therefore with the range of GPI output produced from the subsampling, a
range of spatial pattern RMSE can be produced. The spatial pattern RMSE, when
used as an input into GPIs is unitless through the normalisation procedure, whereas
here simply for assessing the error between two spatial fields this normalisation
is not undertaken, leaving the output in units of degrees Celsius, or mm/month
where appropriate. This provides a quantitative method to compare and contrast
the different combination schemes, and the robustness thereof, which otherwise
would not be able to be done in anything other than a qualitative sense since the
GPI values themselves are unitless.

5.3 Sensitivity to Type of Metric Combination Method

As referred to in Section 2.2, (Xu et al., 2010) considered a multiplicative (here
called geometric) approach to be a rigorous test of RCM performance by requiring
models to have low errors in all assessed criteria to produce a strong overall
GPI score. Most GCM and RCM studies (e.g Murphy et al., 2004; Reichler and
Kim, 2008; Coppola et al., 2010; Eum et al., 2012) have taken this combination
framework and applied it to their chosen set of metrics, somewhat neglecting
(although sometimes acknowledging) this potential source of uncertainty in GPI
methodology. Christensen et al. (2010), arguably the most comprehensive RCM
study investigating metric combinations, did examine a further two additional
combination schemes, one based on reducing the spread of weights from the
geometric method, the other derived from RCM relative performance rankings.
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They found that weighted ensemble errors relative to observations, calculated with
these methods, were sometimes worse than the unweighted multi-model mean,
and furthermore that the RCM GPI rankings were found to be insensitive to these
changes in construction approach. There are two main criticisms which can be
directed toward this sensitivity test of GPI construction methodology. First, the set
of GPI construction methods tested may not have been as large as it appeared; the
’reduced ratio’ geometric method is, as they describe, predominantly a weakened
geometric GPI method, and as such may not necessarily provide the desired ad-
ditional diversity. Second, RCM GPI rankings may not be especially informative
of the differences between combination schemes, particularly when outlier models
are considered; some methods may emphasise good or bad performance more than
others for example, which could become especially relevant when constructing
weighted climate change projections.

One main overarching theme emerging from the literature is the impression
that ensemble weighting, which directly utilises the output of various GPIs, is an
added component of uncertainty when used for constructing future climate change
projections. This conclusion is based in large part on the wide array of options
available to produce a GPI. The following analysis by further exploring the effect
of changes in GPI construction approach, not only on the absolute GPI output itself
but also on weighted ensemble errors relative to observations aims to give a fuller
picture of the extent to which GPI methods are robust for use, with respect to this
specific aspect.

5.3.1 Range of GPI Output for different Combination Methods

It is helpful first to consider the effect of each combination method on the absolute
magnitudes of GPI scores produced for each RCM, since these values are what
users of such information, such as impact modellers or those interested in con-
structing climate projections, would be presented with. The first basic point is that
each combination method produces different magnitudes of GPI score; the Ranking
scores are all less than 1, whereas Additive GPI scores vary up to 3.5+. This is not
an issue which affects applications of GPIs in ensemble weighting, since usually
such schemes are normalised by the sum of the weights. However, this means that
GPI scores from different methods are not directly comparable in this absolute
sense. Nevertheless, it is clear that the methods generally are producing GPI
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distributions reflecting each of the combination scheme’s underlying characteristic.
For example, the Harmonic average leans towards the smallest values in a set of
metric inputs, whereas the Additive is biased towards larger values. The Ranking
approach on the other hand strongly emphasises models with high ranks in all
metrics. The effect of these differences on GPI scores is noticeable on the RCMs
towards each end of the performance spectrum (Figure 5.2). In Section 4.2 Figure
4.10, KNMI-RACMO2 was qualitatively identified as the best overall perform-
ing RCM based on relative performance ranks, and this assessment is consistent
with the results from each of the four combination approaches. In particular, the
Ranking method (somewhat unsurprisingly) most clearly emphasises this superior
performance. At the opposite end of the spectrum, RPN-GEMLAM, primarily due
to its severely unrealistic underrepresentation of the diurnal temperature range and
the corresponding temperature related extreme indices (Chapter 4.2, Figure 4.1), is
found to be worst performing overall.

The Harmonic approach seems best suited to identifying such low scoring
RCMs, since the boxplot of RPN-GEMLAM GPI scores is substantially lower
and much more restricted than all other RCMs, which is not the case in the other
three combination methods. However, despite these potentially useful behaviours
in identifying overall better/poorer RCMs for certain combination methods (es-
pecially for users requiring a smaller subset or single RCM for use), it is not
clear from these GPI score ranges what extent the differences between models are
meaningful in most cases. In other words, what is the value of finding that one
RCM is 0.1 ’better’ than another RCM? A further issue is the apparently large
overlap of GPI scores in all the methods, particularly in the Additive and less so in
the Ranking approaches, and as a result GPI scores for the intermediate performing
RCMs seem not to provide a definitive assessment of overall performance. This
overlap however may simply be an artefact reflecting the metrics sampling in each
GPI, with those metrics producing larger values leading to generally larger GPI
scores for all RCMs. This would lead to a range of GPI values for each RCM that
do not in fact have a real overlap in GPI scores to other models. To assess the
actual effect of these two issues - the extent to which the combination methods
are in fact distinct, and the extent to which the range of GPI values produced is
a real contributing factor to GPI uncertainty - the GPI values are applied to the
commonly used ensemble weighting evaluation with seasonal climatologies. This
provides a dual indicator, first of whether a GPI weighted ensemble can be of lower
error (relative to observations) than the multi-model mean, and how different each
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construction methodology is in a quantitative sense.

Figure 5.2: RCM European domain GPI score boxplots for four combination methods: a)
Geometric, b) Additive, c) Harmonic and d) Ranking. The boxplots represent the median
(red line) and interquartile range of GPI scores, with outliers as red crosses. The range of
GPI scores shown are calculated from a random sampling (1000 times) of 40 metrics from
the full set of 182, with a proportionate number of temperature, precipitation and sea-level
pressure metrics included relative to the total number of each metric type available. Higher
GPI scores equate to better overall performance.

5.3.2 Effect of Combination Procedure

Often, the utility of an ensemble weighting scheme (based from GPI scores or
single metric evaluations) is appraised on its ability to have lower error than
the multi-model mean (MMM) relative to observations (e.g. Christensen et al.,
2010). This is usually done with a single set of model GPI values, and therefore
the consequences of alternative methods is ignored through this single sampling.
By testing what effect the apparently uncertain range of GPI scores can have on
weighted ensemble error, the overall robustness of GPIs may be inferred. This is
because if there are large differences in weighted ensemble errors due to changes
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in GPI methodology, then confidence in a single choice of GPI may have to treated
with caution. Moreover, this test is a convenient way of assessing the degree
of similarity between GPI methods in a more concrete and absolute sense than
comparing unitless GPI ranges.

Figure 5.3: European seasonal ensemble weighted climatology average spatial RMSEs rela-
tive to E-OBS for a) Tmax Summer, b) Tmax Winter, c) Tmin Summer and d) Tmin Winter.
Black dotted line refers to the RMSE of the multi-model mean. The range of weighted
ensemble climatologies for each of the four GPI combination methods is shown. 1000 per-
mutations of 20 metrics is used to produce this range of GPI output for each method.

Seasonal Tmax and Tmin spatial mean climatologies for the nine RCMs are
combined into a weighted climatological average using 1000 permutations for each
of the four GPI combination methods, and the spatial RMSE relative to E-OBS
computed (Figure 5.3). Notably, in the majority of cases the weighted ensemble
climatologies have lower error relative to E-OBS than the multi-model mean
(MMM) with GPIs that consider a range of variables and not only temperature only
metrics. This suggests that the principle of constructing GPIs on the basis of good
performance across a range of variables and the consequential inferred improve-
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ment in model reliability can be of benefit for applications considering a single
variable only. However, although GPI weighting does for the most part have lower
error than the MMM, the improvement is very slight in each case, being around
0.05-0.1◦C. There are some differences between the four combination methods
when considering the range of weighted ensemble average errors, which emerges
from two sources: the underlying relative performance of the RCMs in each season
and the response from each combination method. For example, the Harmonic
method presents the widest error ranges and attains the greatest improvement over
the MMM, particularly for summer Tmin. The remaining three methods are quite
similar to one another in terms of the error range and magnitude. One particular
point to make is the above average skill of the ranking GPI approach, particularly
for precipitation. This is likely due to the fact that this combination method
discriminates more strongly between better and worse performing RCMs, and the
overall scores are possibly more inclined to be a measure of precipitation perfor-
mance rather than temperature. The reason for the Harmonic method appearing
best in this case goes back to the characteristics of this approach and also the RCMs
themselves. Harmonic means bias output towards lower values, and therefore if an
RCM attains consistently low scores with few high values, it will be scored very
low. The lowest overall performing RCM, RPN-GEMLAM, happens to be worst in
the representation of temperature variables, which explains the improvement in the
harmonic weighted ensembles; RPN-GEMLAM is discounted more than for the
other combination methods.

Figure 5.4: European seasonal climatology spatial RMSEs relative to E-OBS for a) Pr Sum-
mer, b) Pr Winter. Black dotted line refers to the RMSE of the multi-model mean. The
range of weighted ensemble climatologies for each of the four combination methods is
shown. 1000 permutations of 20 metrics is used to produce this range of GPI output for
each method.
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In seasonal precipitation on the other hand, the average improvement is 2-
4% over the MMM, with the Harmonic approach not able to be as consistently
outperforming of the MMM as in seasonal temperatures. This is due to the fact
that although the two worst overall RCMs, RPN-GEMLAM and SMHI-RCA3,
have low GPI scores, they do in fact perform better for precipitation. Therefore
down-weighting them with this approach does not improve the weighted ensemble
as clearly. The Additive and Geometric methods are both close to the MMM is
terms of RMSE to observations, which suggests that these approaches, although
relatively robust in terms of weighted output (having narrow ranges), are not as
informative in improving upon the MMM.

Figure 5.5: Summer monthly maximum temperature European and regional temperature
(◦C) CDFs for E-OBS (black dotted line) and 5th (blue) - 95th (green) percentile ranges for
the nine RCM ensemble weighted with all combination methods. Each of the four combi-
nation methods are sampled with 20 input metrics 1000 times, producing 4000 individual
weighted CDFs for each region. Percentiles are then calculated from this range.

A second application of GPI ensemble weighting is that applied to temperature
and precipitation CDFs, similar to the study of Coppola et al. (2010). For the
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following analysis only summer Tmax and precipitation data is used as opposed to
both Tmin and winter, as the results are similar in all cases. Since the performance
of RCMs is more varied at the extremes of the variable distribution, the merits
of quantifying and applying overall RCM performance GPI scores may be more
beneficial for improving weighted ensembles than for the mean climatology, and
thus applying GPI weighting to CDFs will assess to what extent this is the case.
The range of weighted Tmax CDFs produced from the four combination methods
sampled 1000 times each is shown figure 5.5. The range of CDF values produced
is quite narrow and for all regions and percentiles, including the higher and lower
quantiles. This result is consistent regardless of overall ensemble performance; for
example in Scandinavia where the RCMs show a large systematic cold bias, the
GPI weighting shows the same effect as that found in France, where the ensem-
ble performs well. For summer precipitation CDFs (Figure 5.6) RCM weighted
averages replicate the observed distribution of rainfall levels, although they over-
estimate higher percentiles in several regions such as the Alps, Iberian Peninsula
and Mediterranean. The range of GPIs values from the four combination methods
has little effect on this range of CDFs, for all regions. Since this is similarly
independent of ensemble performance to that seen in summer Tmax, this suggests
that GPIs are insensitive to both changes in combination method and application
(as far as ensemble weighting is concerned).
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Figure 5.6: Summer monthly precipitation (mm/month) European and regional CDFs for
E-OBS (black dotted line) and 5th (blue) - 95th (green) percentile ranges for the nine RCM
ensemble weighted with all combination methods. Each of the four combination methods
are sampled with 20 input metrics 1000 times, producing 4000 individual weighted CDFs
for each region. Percentiles are then calculated from this range

5.3.3 Discussion

What do these results imply for users of GPIs as regards the choice of combination
method? A common conclusion found in the literature was that the subjectivity in
constructing a GPI is high (e.g. Xu et al., 2010; Coppola et al., 2010). This would
imply that the range of values produced from different methods would therefore
be wide, leading to uncertainty in any conclusions drawn from or in applications
of GPIs. The results found above are consistent with the main finding of previous
studies which suggested that ensemble weighting using GPI output, in the majority
of cases, gave a small improvement over the multi-model mean when compared
to observations (e.g. Kjellström et al., 2010; Coppola et al., 2010; Christensen
et al., 2010). The question for this section is whether the choice of combination
approach have any effect on these ranges. Differences between GPI output were
identified when comparing the RMSE in weighting applications (Figure 5.3), with
the Harmonic and Additive methods differing most depending on the variable in
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question. However, the effect of changing the combination method, as far as these
four approaches are concerned, is rather small in comparison to the magnitude of
the common ensemble errors. Furthermore, GPI weighting does not provide a sub-
stantial improvement over using simple unweighted ensemble averages. This sug-
gests either that the ensemble weighting approach used to assess differences in GPI
methodology might not be overly sensitive to GPI construction changes, or that the
use of GPIs is unlikely to be that beneficial when compared to more straightforward
ensemble average methods. However, the characteristics of this ensemble should
not be overlooked, since most of the RCMs considered here are of similar overall
performance. Only two RCMs, KNMI-RACMO2 and RPN-GEMLAM, were sub-
stantially different from the main group, which may have been a contributing factor
to the low range of weighted values. If a wider range of RCM GPI values is found,
then the potential effect of different combination methods may be more of an issue
to consider when constructing a GPI. However, on the basis of the above evidence
the method chosen to amalgamate metrics into one final overall score is likely ro-
bust, and therefore this suggests that the other aspects in producing GPIs are likely
to be more important if methodological subjectivity is to be reduced.

5.4 Sensitivity to Number of Metrics Included

In the previous analysis, where the type of combination scheme was of interest,
the number of metrics used from the identified set of 182 was held constant (20
metrics for analysis, with the proportion of temperature, precipitation and sea-level
pressure metrics held constant in each permutation). Previous studies tend to hold
the number of metrics constant in their GPI analysis (e.g. Murphy et al., 2004;
Sánchez et al., 2009; Christensen et al., 2010), and as such the potential for GPI
output to change depending on increasing or decreasing this quantity remains
uncertain. Reichler and Kim (2008) was one study that did test the effect of varying
the number of variables included in their I2 GPI with GCM assessments for CMIP3
and CMIP5 ensembles, and found that the GPI output values tended to overlap for
low numbers of variables, and converge to single points when considering the full
set of 15 variables. They assessed that when large enough numbers of variables are
used, the overall GPI scores are robust when comparing different GCM ensembles.
However, they did not further consider the effect of varying the number of variables
beyond this qualitative assessment of the GPI ranges produced. The following
analysis aims to answer how much the number of variables affects GPI output
within a single RCM ensemble by varying the number of metrics over the full
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range of values from a qualitative perspective but also using a quantitative approach
similar to that used in the previous section.

Figure 5.7: Range and absolute values of GPI output for ENSEMBLES RCMs produced for
each of the four combination methods (Geometric, Additive, Harmonic, Ranking), varying
the number of metrics included in combination. For each number of metrics, 1000 GPI
values are produced for each combination method, and the 5th-95th percentiles of this range
of values is plotted. For each number of metrics included, the proportion of temperature,
precipitation and sea-level pressure metrics used was held constant, so that each sampling
is a representative of potential GPI metric choice.

5.4.1 Absolute Range of GPIs with Increasing Number of Met-
rics

For each combination method, the number of metrics included is varied and a
range of GPI output generated for all nine ENSEMBLES RCMs considered in this
Chapter (Figure 5.7). The first observation is that the range of values produced with
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each combination method is different, with different RCMs more emphasised as
found in the range of GPI values in 5.2. This is most clearly seen in the Ranking
combination method where KNMI-RACMO2 is clearly differentiated as the overall
’best’ RCM when considering approximately 40+ metrics in combination. The
remaining methods do not present as clearly this feature, with RCM GPI scores
overlapping to a high degree. The Harmonic method on the other hand, appears
to converge faster than the other methods, although this may weaken its ability
to clearly identify differences between the RCMs in overall performance in this
absolute sense. On the face of it, if GPIs are to be used as an overall indicator of
RCM performance, then for small numbers (<20) of metrics there is an apparently
high degree of uncertainty and subjectivity as to what metrics to include. These
findings concur with those of Reichler and Kim (2008), as they identified a similar
convergence quality to their I2 GPI as the number of variables increases. However,
the do not consider the actual effect of low variable numbers. In other words, just
because the number of variables or metrics is low, that does not mean however that
the corresponding differences between the RCMs is changing. If this is the case,
then different metric choices may in fact provide robust performance indicators,
as the overall distribution of RCMs will remain unchanged, despite the underlying
method changing. The following analysis aims to answer this question as to
whether the apparent large overlapping GPI output range for lower metric numbers
implies that there is a high degree of uncertainty and subjectivity when considering
GPIs with a low quantity of input metrics.

5.4.2 Effect of Increasing Metric Number

To do this, a similar analysis approach is taken to that used in testing the differences
in GPI combination method is used, where the range of weighted climatology
errors is computed for two GPI sets: one for GPIs using 20 input metrics, the
other for 100 input metrics. Figure 5.8 shows the errors of GPI weighted Tmax
summer/winter climatologies for 20 and 100 included metrics, for each of the
four combination methods. Figure 5.7 suggests that increasing the number of
metrics should discriminate between the RCMs more clearly, and therefore the GPI
weighted climatologies with an increased number of metrics should become more
confident. This assumption does hold, with increasing number of metrics leading
to narrower more confident weighted climatologies. For Tmax (Tmin not shown
but similar), the narrower range of GPI values reduces the spread in RMSE, but
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does not reduce the magnitude of the error overall. This suggests that the effect
of increasing the number of metrics in GPIs has diminishing returns on the final
overall score, and therefore beyond a certain point does not provide additional
information. However, Déqué (2007) suggests that although including a number of
metrics in GPIs may not lower weighted ensemble errors in a way that differentiates
itself as an improvement over ’simple’ multi-model averages, the GPI scores should
be considered as an improvement, since they take into account how realistic the
RCMs are. Christensen et al. (2010) on the other hand observes that since GPIs
can take into account numerous factors, GPI output is unlikely to give a complete
assessment of model performance. The findings in this analysis confirm is that
only some of the GPI weightings are unlikely to be a substantial improvement
over the MMM, but also that including further information (at least when it comes
to seasonal and extreme performance information) in GPIs may not assist in this
endeavour either.
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Figure 5.8: European seasonal climatology spatial RMSEs relative to E-OBS for a) Tmax
Summer 20 metrics, b) Tmax Winter 20 metrics, c) Tmax Summer 100 metrics, d) Tmax
Winter 100 metrics. Black dotted line refers to the RMSE of the multi-model mean. The
range of weighted ensemble climatologies for each of the four combination methods is
shown. 1000 permutations for each number of metrics included is generated for each com-
bination scheme.

The results from increasing the number of metrics included in each GPI
weighting for precipitation (summer/winter) was undertaken both for 20 and 100
metrics respectively (Figure 5.9). They show a related pattern whereby the range
of GPI ensemble weighting errors is reduced but with the same magnitude of error
present. In one case however of Pr summer for the Harmonic method, the weighted
ensemble can produce a climatology that is worse than the MMM. Although one
would hope that by weighting RCMs by their overall quality, and that poorer RCMs
would be downgraded, that weighting would contribute to an improvement over
the MMM. As mentioned previously however, some RCMs happen to perform
particularly well in precipitation but poorly in other variables and therefore have
lower overall GPI scores.
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Figure 5.9: European seasonal climatology spatial RMSEs relative to E-OBS for a) Pr Sum-
mer 20 metrics, b) Pr Winter 20 metrics, c) Pr Summer 100 metrics, d) Pr Winter 100 met-
rics. Black dotted line refers to the RMSE of the multi-model mean. The range of weighted
ensemble climatologies for each of the four combination methods is shown. 1000 permuta-
tions for each number of metrics included is generated for each combination scheme.

5.4.3 Discussion

To what extent the number of metrics included within GPIs has an effect on the
final overall scores with the four combination methods has been assessed with a
weighting approach. GPI methods are found to be increasing in confidence with
increasing number of metrics, as GPI weighted climatological errors relative to
observations are found to converge in tandem. However, since the range and effect
of GPI values is in fact small, the increase in confidence of GPI values does not
imply that GPIs utilising lower numbers of metrics are not robust. This suggests a
counter point to the charge that GPIs are prone to subjectivity and uncertainty found
in many studies (Kjellström et al., 2010; Xu et al., 2010; Coppola et al., 2010), as
the actual impacts of different methodological choices are in fact small. Although
the results agree with Xu et al. (2010) in finding that as the number of metrics
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increase the GPI value converges, this may to some degree simply be due to the
averaging properties of the combination method; increasing the number of metrics
would be unlikely to increase the range of values when averaging, particularly if
the metrics are normalised prior to combining.

5.5 Sensitivity to Type of Variable Included

The metric set considered in this Chapter consists of a range of variables; tem-
perature, precipitation and sea-level pressure. This set could easily be expanded
upon, as was done in several GCM GPI studies (e.g. Murphy et al., 2004; Reichler
and Kim, 2008), considering aspects such as specific humidity, snow cover and
outgoing longwave radiation. The effect of including further variables in this study
is difficult to assess with the RCM and observational datasets available. However,
one may infer potential changes through the comparison of GPIs utilising the full
set of variables with a reduced set excluding temperature and precipitation variables
respectively. If the output from these reduced GPIs is found to be different in a
qualitative sense then one may conclude that to exclude further variables from the
set chosen is too narrow a scope.

Figure 5.10: GPI output for the full set of 182 variables for each combination method.

GPI values for each of the nine ENSEMBLES RCMs and for each combination
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method is produced (Figure 5.10). As noted earlier, KNMI-RACMO2 scores high-
est in all combination methods, but relatively more so for the Ranking approach.
Furthermore, RPN-GEMLAM scores worst over all GPI methods, but relatively
more so for the Harmonic method which penalises low scores more. Figure 5.11
shows the GPI output produced from the full metric set excluding precipitation
variables (i.e temperature and sea-level pressure variables only). The GPI scores
in this case are very much similar to those generated when precipitation was
included, which suggests that those metrics assessing precipitation are not a strong
determinant of overall RCM GPI scores. If this is compared to when temperature
metrics are excluded (Figure 5.12) it is clear that although precipitation metrics
do not have that large an effect, temperature metrics on the other hand appear to
be the dominant factor in these GPI methods in evaluating overall RCM quality.
RPN-GEMLAM in this GPI configuration is now considered to be substantially
higher performing relative to the other RCMs in the group, particularly for the
additive combination scheme. This factor alone, whereby the RCM considered
to be the worst can be then assessed as ’good’ when a single set of variables is
removed, has consequences for the robustness of GPIs. If this is potentially true
of many relevant variables which could be included in a GPI then it is difficult
to regard GPI scores as in any way robust, as addition or exclusion of differ-
ent variables could possibly alter the underlying pattern produced. However there
are several factors related to the experimental setup which may mitigate this finding.
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Figure 5.11: GPI output for the subset of metrics excluding those that are precipitation
related for each combination method.

Figure 5.12: GPI output for the subset of metrics excluding those that are temperature
related for each combination method.

First, the metrics considered only cover essentially three variables, albeit includ-
ing a range of extreme indices and spatial and temporal aspects, and therefore the
fact that excluding one of these has a large effect might not be overly surprising. Re-
ichler and Kim (2008) in their GPI method assessed GCMs over 15 variables with
a single statistic and found that GPI robustness could be achieved with 6 or more
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variables of different characteristics. This could therefore imply that GPI robust-
ness is not best achieved with a detailed sampling of different modes of variability
and extremes, but by sampling a wider range of key variables. That is not to say
that information on model reliability cannot be inferred from a few variables, but
a more broad selection of variables for combination in a GPI may provide a better,
more consistent overall measure.

5.6 Reduced Metrics: Expert Set

The previous three analyses all utilised a set of 182 metrics, ranging over a variety
of variables, seasons and statistics. It is likely that some of this information is
repeated to a certain extent, leading to metric redundancy (as referred to in Chapter
4). This further redundancy analysis is required for two reasons; first, with the addi-
tion of seasonal information it is likely that there is redundant information present,
and second, it is impractical to recommend 182 metrics for use in RCM evalua-
tion studies. Previous studies investigating GPIs tend to neglect this element of
choosing metrics to combine, which could lead to some factors being inadvertently
emphasised over others. In this section, the correlations between different metrics
are considered, and resulting identified redundant metrics eliminated, simplifying
the set of 182 metrics to a much reduced number. Figure 5.13 shows the spatial
pattern RMSE statistic correlations for each of the 34 variables. Clearly a high level
of redundancy is present between the seasonal values of Tmax, Tmin and DTR, Pr
and Rx5day and the SLP variables. Objectively selecting those variables which are
to be discarded is not straightforward, although some principles are applied. First,
annual aspects are favoured over seasonal, since clearly any seasonal information
will be encapsulated (but possibly not completely expressed) in annual evaluations.
Second, if possible, variable pairs that relate to one another should be seen as an
opportunity for reducing redundancy. For example for this statistic, precipitation
and its corresponding extreme index Rx5day are very much closely related and
therefore at least one can be removed. For this statistic then, the variables carried
forward are: Tmax (A), Tmin (A), DTR (A), WSDI and CSDI (A), Pr (A), CDD
(A) and SLP (A).
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Figure 5.13: Correlation between metric values utilising the spatial RMSE statistic. Only
statistically significant correlations are displayed.

Since some of the statistics are related in their approach (e.g CDF and PDF
statistics aim to evaluate RCM performance across the whole variable distribution)
some are also eliminated from this final set. The statistics eliminated are PDF (for
the reason just stated), Interannual Variability Metric (IVM) due to a finding that
the statistic was not particularly informative since it provides variable output which
is uncorrelated across all variables, suggesting that it is not providing meaningful
information. Furthermore the Annual Variability Metric (AVM) is excluded since
the simulation performance information it is evaluating is party shared by ACSS,
and additionally that it does not span a wide range of variables. Finally, the
Linear Trends statistic is removed as long term errors can be assessed with other
statistics. Therefore the statistics used are spatial pattern RMSE, Annual Cycle
Skill Score (ACSS) and CDF skill score. Since ACSS only considers annual values
the variables taken forward are Tmax, Tmin, DTR and Pr. Finally for the CDF skill
score (Figure 5.14) most variables are uncorrelated outside of their local seasonal
variations, except for Pr and Rx5day which are closely correlated. It is therefore
considered reasonable to exclude Rx5day from this final set as its information is
highly replicated by Pr. One could make an argument for including WSDI, CSDI,
CDD and CWD for this final statistic, since they are not correlated particularly
strongly with any other variable other than themselves, however since CDF is a
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frequency statistic, it does not make as much sense to apply it to measures of
extreme event persistence. For this reason, these variables are not included in RCM
assessments using CDFSS.

This leaves a final total reduced set of 17 metrics consisting of:

Spatial RMSE: Tmax (A), Tmin (A), DTR (A), WSDI, CSDI, Pr (A), CDD
and SLP (A)
ACSS: Tmax (A), Tmin (A), DTR (A) and SLP (A)
CDF Skill Score: Tmax (A), Tmin (A), DTR (A), Pr (A) and SLP (A)

Figure 5.14: Correlation between metric values utilising the CDF skill score statistic. Only
statistically significant correlations are displayed.

What is the effect of this reduced GPI? First, GPI values are computed for both
the full set of 182 metrics and for the set of 17 metrics with each combination
method (Figure 5.15). Previously, it was shown that GPI ensemble weighting does
not substantially improve upon the multi-model mean error relative to observations
(Figure 5.3). One explanation for this was that the GPI weights were not discrim-
inating enough between the RCMs, given that the majority of the models were



142 Metric Combination Approaches

similar in their overall performance levels. More concretely, the GPIs for seven of
the nine RCMs were essentially replicating a simple arithmetic mean, leading to
little overall improvement. Reducing the number of metrics, and importantly the
level of redundant information may be a viable approach to quantifying overall
performance with the least metric ’noise’. In other words, including additional
related information, such as seasonal evaluations, may be having a normalising
effect on the range of GPI values and therefore limiting the utility of this scheme.
This can be seen most clearly with the Additive GPI approach, where the spread of
GPI values over all RCMs is widened. To test whether this enhanced discriminatory
power actually can be of benefit, one further analysis of GPI weighting is produced,
where the errors given by the full set of metrics is compared to the reduced set.

Figure 5.15: GPI output values for the full set of 182 metrics (left) and reduced set of 17
metrics (right). These are calculated for the whole European domain, and four combination
methods are used: Geometric, Additive, Harmonic and Ranking.

The effect of implementing a reduced GPI with 17 metrics with ensemble
weighting is evaluated through assessment of the improvement over GPI weighting
that includes redundant metrics. For Tmax summer first (Tmin results similar) it
is clear that the reduced set of metrics when combined with the four combination
methods do for the most part improve on the average non-reduced GPI values; the
additive method producing the lowest error overall relative to observations. This
is likely due to the increased dispersion of the GPI values produced (Figure 5.15),
making the GPI output more discriminating between the RCMs. For summer
precipitation however, the reduced set can in some cases degrade the weighted
climatology, undermining the hypothesis that such a redundancy reduction can only
be beneficial. Overall however, the improvements or otherwise are small, and as
such do not suggest that reducing the redundancy of input metrics, at least for the
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GPI methods considered here, is likely to make a large difference to overall RCM
performance in absolute or relative terms.

Figure 5.16: GPI weighted values for a) Tmax summer and b) Pr summer. Reduced GPI
single values are given by the coloured dotted vertical lines, compared to the black vertical
multi-model mean. The range of GPI values is given by the coloured PDFs for the four
combination methods used throughout this chapter.

5.7 Conclusions

These analyses have had three aims, two specific and one more general: to quantify
the sensitivity of GPIs to changes in combination method, to assess the sensitivity
of the composition of input metrics, and more broadly what guidance can be given
to different users as to the use of Generalised Performance Indicators?

First, GPI combination methods can have some effect on the output of GPIs.
Qualitatively, they do emphasise different RCMs based on their underlying absolute
and relative performance. This can be seen most clearly in Figure 5.1, where the
best and worse RCMs are clearly identifiable with the additive and harmonic meth-
ods respectively. However, a GPI should not simply be used as a tool for finding
the best or worst RCM, since the information ascertained can be interpreted as an
indicator of model reliability for future projections (Déqué, 2007), although as Xu
et al. (2010) states this can only be a ’necessary but not sufficient condition’. Quan-
titatively, the results are more nuanced. The actual difference produced between
weighting methods (when applied to an ensemble weighting application) is small, a
fact consistent with previous studies which found that weighted averages were little
better than the simple multi-model mean (Kjellström et al., 2010; Sánchez et al.,
2009; Christensen et al., 2010)- not particularly strong evidence for suggesting that
GPIs are related to model reliability. However, there is one upshot of this finding;
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namely that GPIs are robust to different choices of combination method. As such
recommendations would be to use one of the above methods with confidence, and
if alternatives are to be required, to test the robustness relative to this given set in
preliminary analysis.

The composition of metrics included suggests that varying the number of vari-
ables from a given set of metrics does make the already narrow uncertainty range
of GPIs narrower. However, other results indicate that including or excluding a new
variable which provides independent information could potentially alter overall GPI
scores substantially. GPI methods do converge with additional numbers of metrics,
but this could simply be an artefact of subsampling over a given set of numbers,
and so this in and of itself cannot be regarded as evidence in favour of further
GPI robustness with high numbers of metrics. Reducing the number of metrics to
a smaller set of more independent variables can lower weighted ensemble errors
relative to full GPI weighting in most cases, however this improvement is again
very slight. Recommendations from these results would be to sample as many
independent variables as possible. Further independent statistics are of benefit
since including redundant information may cloud results with uninformative metric
’noise’.

More broadly, what is the role of GPIs in assisting end users? For users
requiring the use of a single model, for example for agricultural or flood impacts
modelling, a GPI can provide a useful measure of overall RCM performance, which
can (as seen) identify better performing models. If the study requires an interest in
specific variables, then GPIs can either be weighted with exponents on these key
variables, or a GPI produced excluding other variables which are not as relevant.
Model developers interested in benchmarking may find assessment with reduced
redundancy GPIs helpful in rating their RCM against other institutes, but beyond
this GPIs are a somewhat blunt tool; identifying where RCM biases lie and diag-
nosing the reasons are not what GPIs are primarily designed to do, although tailor
made GPIs with specific variables aimed at certain processes may be of use. When
is an RCM good enough for use? A GPI could potentially answer this with more
understanding of critical thresholds (e.g. crop temperature thresholds for impacts
modelling) relevant for applications, whereby some RCMs would be identified
as performing adequately. However, more general a priori abstract thresholds are
in practice very difficult to set or justify, and therefore this use should be more
application specific. Finally, is there any benefit of using GPIs over a qualitative
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analysis of a range of single metric results? Overall results would suggest that in
terms of identifying specific weaknesses of RCMs, such as extreme precipitation
biases or underestimation of DTR, GPIs are not that helpful. However as a bench-
marking and reliability inferring tool they can be powerful in finding those models
best performing over a wide range of aspects. Identifying such models will be of
benefit to others inasmuch as directing model development to areas in which these
better performing RCMs are superior. As regards model reliability, of course the
future is unknown and therefore there is no absolute certainty that past performance
will guarantee future performance, however a well-constructed GPI, sampling a
range of (for the most part) independent variables, is a good start to quantifying
this abstract but essential factor, particularly for applications with future projections.
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Chapter 6

The Stationarity Assumption

6.1 Introduction

The assumption that the relationship of historical RCM systematic biases will
remain constant to the ’true’ future climate is crucial to the reliability of a number
of climate change projection applications. Statistical downscaling (e.g. Hayhoe
et al., 2012), ensemble metric weighting (e.g. Räisänen and Ylhäisi, 2011) and
bias correction (e.g. Ehret et al., 2012; Teutschbein and Seibert, 2012) approaches
all implicitly require that past RCM performance holds into future projections.
However, this has come into question (Christensen et al., 2008) given the presence
of identified temperature dependent RCM biases. What this implies is that the
historical performance of an RCM may not be the complete determining factor in
how reliable the RCM may be in future projection, or whether those projections
may be predictably over-or under-estimating the regional climate change signals.
This chapter aims to answer whether RCM temperature biases are in fact stationary,
using the framework of specific bias correction methods (quantile mapping) to
understand how RCM temperature distributions may change in a warming climate.
Only temperature is considered in this chapter, rather than others such as precipita-
tion. This is done to focus particularly on the role of long-term temperature trends
which has been discussed in Chapter 4.
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6.2 Methodology

6.2.1 Stationarity of Historical Biases

The approach of Christensen et al. (2008); Christensen and Boberg (2012) is
one version of the ’constant relation’ assumption. It assesses historical biases of
RCMs across the whole distribution of annual temperatures and infers that future
biases are dependant on this relationship. More concretely, for their case study
Mediterranean summer temperature biases were found to increase in hotter months,
suggesting that in future projections RCM biases may increase in these regions.
This relationship is clearly dependant on the type of physical process causing the
bias, and so such an approach may not be appropriate in other regions and seasons.

An alternative method to the constant bias assumption is that of ’constant
relation’, where biases can change in time but given by an historically derived rela-
tionship. An example of this would be temperature-dependant model biases where
simulated temperature biases increased in warmer months (Christensen et al., 2008;
Christensen and Boberg, 2012). This approach is essentially the same as quantile
mapping (Kerkhoff et al., 2014), where a transfer function is used to ’correct’ the
future distribution of a given variable to that found in historical observations. This
assumption, although potentially more realistic than the ’constant bias’ assumption
requires that the (often linear) relationship used to correct future temperatures
remains the same in time. This has been questioned by Bellprat et al. (2013) who
noted that causes of model bias may not behave linearly indefinitely, as in the case
of soil-moisture-feedback dependant temperature biases are restricted by how dry
the soil can become. The suggested approach therefore is to link the correction
function to the underlying causes of model bias, rather than assuming that linear
relationships are accurate representations of bias. The questions raised by these
methods is dependant on the underlying assumption used. For ’constant bias’ this
is straightforward: to what extent do biases in the mean (additive bias) and stan-
dard deviation (multiplicative bias) change over time? For the ’constant relation’
assumption it is: is the historical relationship between observations and simulations
constant in time? In the context of this chapter, the constant bias assumption can
be considered by the average bias change approach, whilst the constant relation
assumption is more precisely tested using the percentile bias change method.

First, to evaluate the general characteristics of historical RCM simulations
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quantile-quantile (q-q) plots are produced for Scandinavia, a region of particular
systematic bias. The reason this type of analysis is not implemented in Chapter
4 is because the causes of RCM bias were not as critical to questions considered,
namely the general sensitivity of performance metrics, whereas in this analysis the
precise behaviour of the RCMs is more important. The q-q plots are produced by
first producing spatially averaged timeseries, and then calculating the 0.5-99.5th
percentiles of the full 480 month timeseries (360 months for 1971-2000) for both
RCMs and E-OBS. The RCM percentiles are then plotted against the observed
percentiles.

The assumption that historical RCM error characteristics evaluated by com-
parison against observations will remain constant in time is commonly referred to
as the stationarity assumption (Teutschbein and Seibert, 2012). However, what is
missing from this definition is a consideration of the sources of historical biases.
Following Kerkhoff et al. (2014), one may decompose the seasonal observational
temperature o(t) into three components for each year t (Equation 6.2.1): an external
climate forcing signal λo(t), natural multidecadal variability ηo(t) and interannual
variability εo(t). Likewise an RCM timeseries x(t) can be similarly represented but
with an additional error term βx (Equation 6.2.2). Such a decomposition can aid in
understanding where analysis of apparent changes in historical bias may be robust,
or questionable.

o(t) = λo(t) + ηo(t) + εo(t) (6.2.1)

x(t) = λx(t) + ηx(t) + εx(t) + βx(t) (6.2.2)

This historical bias βx can be expressed as a normal distribution N(µx, σx),

with an additive bias βxa = µx − µo and a multiplicative bias βxm =
σx

σo
. The

stationarity assumption has essentially two versions: one in which these bias quan-
tities βxa and βxm are constant in time (termed the constant bias), or one in which
the distributional relationship of these biases to the ’truth’ (expressed through a
transfer function) remains constant in time (constant relation). The latter version
allows temperature dependant changes in bias, which are determined through an
historically derived relationship to observations. The former on the other hand does
not allow this to occur. Bias correction methods, though implementing variations on
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these two approaches, all assume however that these historical bias characteristics
do not change over time.

For historical RCM simulations forced by reanalysis data one implication is that
RCMs inherit observed short and long-term natural variability (i.e. ηx(t) = ηo(t)).
Therefore, differences in the long-term temperature trend between RCMs and
observations are likely due to a differences in the external forcing response
(λx(t) 6= λo(t)). The resulting historical simulation error therefore originates
from two separate sources: RCM parametrisation and structural deficiencies or a
misrepresentation of a response to changes in external forcing. An example of the
latter component is in the representation of aerosols, since these are not prescribed
by reanalysis, yet may have a substantial effect on regional scale climate change
signals. The stationarity assumption essentially considers the effect of RCM
structural deficiencies to be unchanging over time regardless of the future climate
change signal. Having an RCM ensemble with a variety of local responses to a
change in forcing in future projections is a desirable quality in terms of spanning
a wide range of uncertainty, however in the case of historical simulations one
would hope that the RCM ensemble (when forced by reanalysis) would be able
to replicate the observed signal consistently. It should be noted nevertheless that
climate change signals on the regional scale are difficult to detect (Bindoff et al.,
2013).

6.2.2 Stationarity of Future Projection Biases

To understand the potential to which RCM systematic biases may be non-stationary
in future projections, it is logical first to assess the degree to which this occurs
in historical simulations. This historical behaviour can be assessed through the
application of bias correction methods to split-sample time series (Teutschbein and
Seibert, 2012), or alternatively by assessing mean bias changes (Chen et al., 2015;
Maraun, 2012). The former approach can be used to assess the stationarity assump-
tion in an indirect manner, using bias correction methods to correct an historical
timeseries based on the simulated bias characteristics of the preceding 20-year
period (this method is not applied in this analyses). If a bias correction method
produces a future timeseries of lower error than an uncorrected one, then that
may be interpreted as a case of relatively stationary bias characteristics (zero error
would imply perfectly stationarity). This experiment can be seen as a necessary but
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insufficient test for whether the stationarity assumption holds in future projections,
since if RCM biases can change over a 40 year period then they cannot reasonably
be assumed to do so in multidecadal projections. The second method of evaluating
mean bias changes, by assessing the difference in climatological means between
the two time periods, does not utilise any correction method, but uses a method that
follows from the usual definition of systematic mean bias, that is a climatological
average over an extended (e.g. 30-year) time-period of a particular variable relative
to observations. This approach however assumes that any apparent change in bias
does not arise from an inaccurate representation of external forcings, which may
distort whether the inherent bias characteristics of the RCM are in fact stationary
or not.

In section 6.3 the relationship between RCM simulations and observations in
two separate analyses is evaluated. First, trends in historical bias against observa-
tions (E-OBS) covering 1961-2000 are evaluated in a similar fashion to Chapter
4. This is done for summer and winter temperatures, using reanalysis forced runs
(ERA-40) to assess changes in model bias over the shorter control period. Second,
quantile-quantile plots are produced for the Scandinavian ’Rockel’ region for mean
temperature to identify if possible temperature-dependent biases may be present.

The pseudo-reality approach has been used before for assessing potential
changes in RCM bias stationarity (e.g. Maraun, 2012), however this has been done
without fully considering the role that a difference in climate change response to
external forcing has on this approach. For this analysis, CORDEX RCMs forced by
HadGEM2 and ENSEMBLES RCMs forced by ECHAM5-ES are used as future
projections. Given that there are no future observations with which to assess the
RCMs, each RCM in turn is used as ’pseudo-observations’ with which relative bias
changes may be inferred. The RCP8.5 trajectory in conjunction with the longer
time-periods of 1971-2000 and 2070-2099 were used for this analysis to ensure the
greatest chance for bias non-stationarity to occur.

To begin with, GCM forced simulations are assessed in terms of their seasonal
delta-t climate change signal from the temperature change from the climatological
averages between 1971-2000 and 2070-2099. This is defined as the grid point
future projection climatological average minus the historical climatological average
for each gridpoint. This is done to identify regions where there RCMs disagree in
terms of local temperature change, and to motivate a discussion of the causes for
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this, and the implications for bias stationarity. The average mean climatological
bias change is calculated by first evaluating the difference between an RCM and the
’pseudo-observational’ RCM in the historical reference period 1971-2000 and then
in the future period 2070-2099, and then assessing the change in this spatial map.
This is done for both summer and winter seasons, and is compared to the second
method of assessing the change in percentile biases as discussed in section 6.2.1.
’Pseudo-observations’ refers to one of the RCMs in each pair that is assumed to be
the ’truth’, or ’future observations’, with which to assess changes in bias character.

6.3 Assessment of Historical Bias Stationarity

The approach taken in this chapter to evaluate changes in RCM systematic bias
over the historical period is to implement a split-sample strategy, by which a full
multidecadal RCM and observational timeseries are split into two halves; the first
is used to define what bias characteristics are, and the second is used to assess
to what degree these biases change. This approach has been used in statistical
downscaling (e.g. Gutiérrez et al., 2013) and bias correction validation studies (e.g.
Teutschbein and Seibert, 2012). The role of RCM climate change signal trends has
not however been considered in this context. Lorenz and Jacob (2010) identified a
systematic under-representation of long term temperature trends in ERA-40 forced
ENSEMBLES RCMs. They found that although ERA-40 under-represented the
trends in observational datasets, the RCMs produced even smaller trends. The
implication of this is that using a split sample test over 1961-2000 to evaluate
changes in, say, mean systematic bias will be partially masked by the RCM’s
warming being systematically slower.
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Figure 6.1: Example diagrams for how monthly quantile-quantile bias stationarity is quan-
tified for each grid point. Both plots are generated from two gridpoints chosen for demon-
stration purposes only. Historical 1th-99th quantiles (◦C) are calculated both for 1971-2000
and for 2071-2099 (RCP8.5) for two RCMs, and are plotted against each other. If biases
are indeed stationary, for each ’pseudo-observational’ temperature the corresponding RCM
temperature should be the same in both historical and future projection periods. The devia-
tion from this is given by the grey shaded regions, the total of which is used to quantify the
average change in quantile bias.

The new percentile bias change method introduced in this chapter is an approach
to testing the assumption that there exists a constant relation between historic and
future projection temperature distributions of RCMs. Most studies do not directly
test this but instead implement bias correction algorithms and evaluate the resultant
corrected timeseries error against a future timeseries (e.g. Teutschbein and Seibert,
2012). By using this percentile bias change approach, it is recognised that it is
not in principle possible to test the stationarity of the hottest of future temperature
percentiles, since these ’pseudo-observational’ temperatures do not occur in historic
simulations. This can be seen in two examples (from two separate grid points)
given in Figure 6.1, where the blue line represents an historic quantile-quantile plot,
and the line represents the corresponding future projection q-q plot, for a grid-point
for two RCMs. The percentile bias is defined as the area between either the blue
or red lines and the black diagonal line, which represents where the models would
have zero bias relative to one another. The change in percentile bias can be assessed
for those ’pseudo-observational’ temperatures (of CLMcom-CCLM4 in this case)
that exist in both historic and projection time series (between the two black vertical
dotted lines). The exact change is assessed by the area of the grey shaded regions.
In the left hand side case, there is negligible bias change, even though there is
substantial warming in both RCMs; the coldest winter months for example shift
from -10◦C to around -3◦C in future projections. In the right hand side case on the
other hand there is a shift in percentile bias since KNMI-RACMO22E systemati-
cally less than CLMcom-CCLM4 for all percentiles. This percentile bias change
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method directly tests the assumption that historical distributional percentile biases
are constant in time, whereas the average climatological mean bias approach does
not. The autumn/spring percentile bias method is a variation on this approach,
where the two timeseries compared are spring and autumn separately, although
they are compared for the same time period (either historical or future projection).
One issue with this approach is the fact that for higher temperature changes from
historical to projection time periods, the area assessed will shrink by virtue of there
being less of an overlap between the lines. To remedy this, a normalising term can
be simply be introduced whereby higher temperature changes offset the smaller
area with some multiplicative factor. For the results given however, this is not
undertaken, and as such since temperature changes are greater in northern and high
latitude regions one should be aware that the method presented may be slightly
underestimating bias non-stationarity under this approach.
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Figure 6.2: ERA-40 forced ENSEMBLES RCM and E-OBS winter temperature trend
(◦C/dec) 1961-2000. Trends are calculated through a linear regression of seasonal mean
values for each grid point.

van Oldenborgh et al. (2009) assessed and suggested reasons for shortcomings
in the seasonal performance in long-term simulated trends for a range of GCMs and
RCM ensembles, including the ERA-40 forced ENSEMBLES simulations consid-
ered here (Fig 6.2, 6.3). Their general conclusion regarding the predominant causes
for temperature changes are different for each season. In the case of winter trends,
temperature changes are more dependent on large-scale atmospheric behaviour than
for summer months, for which the representation of small-scale processes is more
important. They further note that since RCMs inherit the ERA-40 atmospheric
and sea-surface temperature forcing it is not surprising that for winter months the
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RCMs perform better than for summer months, where the specific land surface and
parametrisation schemes used by each RCM determine the strength of, for example,
soil-moisture feedbacks and cloud cover (Lorenz and Jacob, 2010). A third type of
boundary condition in the form of aerosols are also relevant in this context, since
ENSEMBLES RCMs generally specify a constant aerosol climatology over the full
historical simulation, even though anthropogenic aerosol emissions have decreased
(Norris and Wild, 2007). Several studies indicate that although there is uncertainty
as to the effects, both indirect and direct, of aerosols (van Oldenborgh et al., 2013),
in Europe they are likely influential on the recent warming trends (van Oldenborgh
et al., 2009; Ruckstuhl et al., 2008). If the reduction in aerosols are in fact one of
the main causes of European warming, then this would weaken the conclusion that
biases in long term RCM seasonal trends are due to inherent systematic misrepre-
sentation of physical processes, but instead are due to inaccurate external boundary
conditions. The alternative is that these biases can be explained by systematic
deficiencies in RCM process representation. It is not the purpose of this section to
consider which of these two possibilities is the case, but it is important to consider
whether or not bias non-stationarity can be inferred from differences in long-term
trends. From the above in the literature it is considered reasonable to assume that
changes in systematic bias are due to inherent RCM construction, for the purposes
of providing an upper bound for the degree to which RCM bias characteristics may
be non-stationary in historical simulations. The findings from Figures 6.2 and 6.3
concur that winter trends are better reproduced that summer trends. Whether or not
one may infer anything relating to the scenario that external forcings such as the
reduction in aerosols from 1960-2000 may have influenced these trends is difficult
to determine without further detailed analysis.
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Figure 6.3: ERA-40 forced ENSEMBLES RCM and E-OBS summer temperature trend
(◦C/dec) 1961-2000.

The ENSEMBLES RCMs considered here and in previous chapters have
common patterns of systematic seasonal mean temperature bias (Figure 6.4).
In summer months RCMs overestimate southern temperatures predominantly as
a result of soil-moisture feedbacks (Fischer et al., 2007). Northern regions are
generally closer to observations, although a slight cold bias is apparent in northern
Scandinavia. Winter months see a flip in this pattern, with southern and high
altitude areas simulated systematically cold whereas warm biases of up to 4◦C
occur in northern regions of low altitude. The preponderance of RCMs and GCMs
to overestimate summer Mediterranean temperatures has been investigated in detail
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and the conclusion drawn is that future temperatures may be too warm based on
temperature dependent biases (Christensen et al., 2008; Christensen and Boberg,
2012). This argument relies on the stationarity assumption that the historical bias
distribution will remain the same in time, and also on the assumption that extrapo-
lated biases beyond that occurring in the historical period will also follow a similar
pattern. This secondary assumption is questioned by Bellprat et al. (2013) who
suggest that because in some cases the cause of model bias may have a limiting
factor (e.g. disappearance of snow cover/soil drying out) then one cannot simply
apply a linear extrapolation beyond what would be physically plausible. This in turn
raises another point; that the stationarity of summer biases in general is to a much
greater extent unquantifiable since the temperatures attained in future projections
are not reached in historical simulations, and therefore there is nothing to compare
these futures to. On the other hand, the coldest monthly winter temperature biases
are likely to become less relevant in a warming climate, and thus even if these
biases are non-stationary, the temperatures at which these biases are relevant do
not occur in future projections. In other words, the stationarity of future winter
temperatures are to be assessed against historical mild autumn/spring and warm
winter temperatures, not cold winters.

Figure 6.4: ENSEMBLES multi-model mean temperature bias against E-OBS 1961-2000
for Summer (JJA) and Winter (DJF) months (◦C)

Investigating specifically the RCM biases occurring in Scandinavia in winter
months, it is helpful to separate the region into those parts that are systematically
warm and cold in winter, since as a whole the full region is not homogeneous
(Figure 6.4). To go about this, warm and cold regions are identified from the
multi-model mean winter climatology and spatial average timeseries are derived
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from the model and observational data. In these quantile-quantile plots, the di-
agonal line indicates where an RCM would have zero bias for each temperature
percentile. For the systematically cold fjord region first, RCM biases are relatively
constant throughout the annual distribution although the multi-model mean bias
is greater in winter months than in summer (Figure 6.4). Here grid points from
Scandinavia are used as an example as in this region it is likely that the effect of
climate change on snow and ice melts will influence bias characteristics far more
than in more temperate regions of Europe. The fact that the RCMs are still cold in
summer months might indicate that this bias is not heavily related to snow-albedo
feedbacks (which might account for the slightly colder winter months) but more
generally are due to other processes such as excessive cloud cover and a lack of
downward shortwave radiation. The biases in this more mountainous region might
reasonably be considered not overly temperature dependent. This in turn might
suggest that in these regions biases may be less prone to non-stationarity in future
projections. The lower regions which are systematically warm in winter months
on the other hand might be due to a lack of precipitation (in the form of snow) in
winter months or possibly a lack of cloud cover. Regardless, in this region biases
may be more prone to non-stationarities due to the climatic characteristics of the
region being more sensitive to the season. One important point however is that
this region is projected to warm by 5◦C in ECHAM5 ENSEMBLES and 8◦C in
CORDEX RCP8.5 projections, which may render the winter temperature biases
less relevant, as they will not occur as frequently (see Figure 6.1).

Figure 6.5: Quantile-quantile plots for nine ENSEMBLES ERA-40 forced RCMs vs E-OBS
observations (◦C) for systematically cold (left) and warm (right) regions. Each coloured q-q
line indicates the temperature bias of the RCM at the corresponding E-OBS observational
temperature.
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The assessment of changes in mean seasonal bias and the stationarity of temper-
ature percentile biases relative to E-OBS is given in Figure 6.6. For each gridpoint,
the mean bias change and the average percentile bias change is calculated, and map
plots are produced. The spatial patterns given in both methods are similar, although
there are important differences between the left column (mean bias change) and
right (percentile bias change). In summer months (top row of Figure 6.6), the mean
bias change approach of Maraun (2012) produces a slightly larger change in bias
than for the top right percentile bias change method. This latter method indicates
low non-stationarity in most of central and southern Europe. This should be an
encouraging sign that despite RCMs systematically underrepresenting the histori-
cal long term warming trend, particularly in summer, biases are quite robust when
considering multidecadal future projections. In winter however, a higher degree of
non-stationarity is found when assessing the percentile bias changes (Figure 6.6
right-bottom) over mean bias changes (Figure 6.6 left-bottom) particularly over
western, central and northern areas. The reason for this is due to the RCM’s mean
winter warming being similar, but when investigated more closely the percentile
biases in fact change more than a mean change would suggest. This would indicate
that even if two RCMs have similar warming signals, this might not be a robust
indicator of bias stationarity. It should be noted however, that these results are
derived from monthly, and not daily, temperature data, and as such extremes are
not considered here.
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Figure 6.6: ERA-40 forced ENSEMBLES mean seasonal bias vs E-OBS change (◦C) 1961-
1980 vs 1981-2000 (left column) and percentile bias stationarity (◦C2) (right column).

To summarise, since the causes of historical RCM biases are dependent on a
variety of factors - SST and atmospheric forcing, GHG/aerosol spatial and temporal
concentrations and model construction/parametrisation approaches - it is difficult
to assess precisely to what degree the third group of causes may be sensitive to
future changes in regional climate. This is the key point when trying to assess bias
stationarity, but since it is almost impossible to isolate in historical simulations one
must be content with producing upper bounds of bias non-stationarity. Given that
during the four decades of the ERA-40 forced ENSEMBLES simulations percentile
biases may change by up to 1.5◦C, then it is essential to go further to assess what
the future potential for bias non-stationarity may be when European climate warms
by significantly more.
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6.4 Assessment of Future Projection Bias Stationar-
ity

As Maraun (2012) states, it should not be surprising that the local climate sensitivity
will be different among RCMs due to the fact that their representations of land
surface and atmospheric processes are similarly varied. This is one of the main
benefits of using multi-model ensembles by spanning a wider range of plausible
future climate changes scenarios (Tebaldi and Knutti, 2007). Furthermore, although
there are no future observations with which to assess potential bias-nonstationarity,
one does not need to consider external forcing factors (e.g. aerosols) when using
a pseudo-reality framework. This is because each RCM is forced with identical
boundary conditions for the full historical and future projection periods. One can
fairly judge that if an RCM changes its simulation characteristics relative to another
RCM then that is by definition a change in bias.

The ENSEMBLES RCM’s delta-t summer and winter temperature changes
from 1971-2000 to 2070-2099 are given in Figures 6.7 and 6.8. For summer,
the land surface warming is dictated predominantly by the degree of land-surface
moisture availability (Joshi et al., 2008); more moisture leads to SW radiation
being transferred as latent, rather than sensible heating, whereas, in this case, a
RCM soil-moisture deficiency would lead to an increased delta-t signal. The logical
inference from these RCMs is that in the case of DMI-HIRHAM it would be likely
to have substantially greater soil-moisture levels than the remaining three RCMs,
all of which warm by very similar amounts throughout Europe.
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Figure 6.7: ENSEMBLES summer delta-t temperature change (◦C) 2070-2099 vs 1971-
2000

In winter months (Figure 6.8), large-scale atmospheric flows tend to dominate
the level of warming rather than the small-scale land surface and cloud processes
of summer (van Oldenborgh et al., 2013). However, in high altitude regions, such
as the Alps, Pyrenees, Atlas and Turkish mountain ranges, other processes such as
snow-albedo feedbacks become more important (Maraun, 2012). It is notable that
there is a wide spread warming across the RCMs in the Alps in particular for these
four RCMs; SMHI-RCA3 warming up to 5◦C whereas DMI-HIRHAM has negli-
gible additional warming compared to the surrounding region (Figure 6.8 top-left
plot). There is substantial disagreement among the RCMs therefore as to how the
processes most determining of the Alpine climate will change in future, which in
turn will affect the local climate change signal. Figure 6.9 shows annual surface
albedo (SA) timeseries for the Alps region (as defined in the ’Rockel’ regions used
in Chapter 4) for those areas above 600m (to distinguish the high-altitude areas
from the surrounding low-land). It is clear that the cause of DMI-HIRHAM failing
to show a distinction in this region to the surrounding area is because of its failure
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to simulate any substantial temporal variability and produce a long term trend in SA
(Figure 6.9, blue timeseries). Things are not as clear for the other RCMs however.
Although the fact that SMHI-RCA3 has the highest winter delta-t temperature
change in the Alps (Figure 6.8) might be explained by its comparatively high
historical SA and reduction thereafter in the future projection (Figure 6.9, turquoise
timeseries). However, KNMI-RACMO2 has virtually the same SA magnitude,
interannual variability and long term trend yet does not reproduce any strong warm-
ing in the Alps. MPI-REMO has a similar size of SA reduction, although starting
at a lower magnitude than SMHI-RCA3, yet simulates moderate warming. Finding
a way to link a process based understanding of how RCM biases may change in the
future, as suggested by Bellprat et al. (2013), might be a more reliable approach in
principle, yet in practice the system may be too non-linear to describe simply and
be generally applicable for all RCMs.

Figure 6.8: ENSEMBLES winter delta-t temperature change (◦C) 2070-2099 vs 1971-2000
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Figure 6.9: Winter Alps spatial average surface albedo annual timeseries of ECHAM5
forced RCMs for regions above 600m altitude.

Although the ECHAM5-forced RCMs show a large spread in local climate
change signal in the Alps, this does not necessarily imply that there is substantial
bias non-stationarity present. Figure 6.10 shows both the standard mean relative
bias change as per Maraun (2012) and the bias stationarity as calculated from the
change in percentile biases. In summer, as seen in Figure 6.7, there is moderate
agreement among the RCMs in eastern and northern Europe, with larger disparities
appearing in southern France and the Iberian Peninsula. When assessed with the
bias stationarity metric however, these differences in climate change signal are not
that impactful on the assessed changes in percentile biases, indicating that bias
correction methods would likely be successful here. In some regions such as the
Balkans and Turkey, although the RCMs agree more on the future signal, there is
an increase in bias non-stationarity. For winter, the clear difference between the
RCMs in Alps temperature signal is the most striking feature for most of Europe,
except for the differences around the Barents Sea where sea ice levels and surface
albedo levels change substantially. The bias stationarity metric on the other hand,
as in the historical assessment, does not consider the Alps region to be particularly
important, but generally increases the level of bias non-stationarity for most central
and northern European areas.
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Figure 6.10: ECHAM5 forced ENSEMBLES summer and winter average relative bias
change (◦C) (left column) and bias stationarity (right column) (◦C2) for 1971-2000 vs 2070-
2099. In the left hand side maps, for each grid point, each RCM pair is evaluated in their
historical and future projection differences, and the average of these values is displayed as
the average mean bias change. For the right hand side, for each grid point percentile areas
are calculated for the same RCM pairs, and the average result plotted.

For CORDEX RCMs, the difference between the simple mean relative bias
change and the stationarity metric for summer (Figure 6.11 top row) is substantially
larger than for ENSEMBLES RCMs. The divergence in warming signals for south-
ern France is not considered that large in terms of percentile bias non-stationarity.
On the other hand, in regions where CCLMcom-CLM4, KNMI-RACMO22E and
SMHI-RCA4 agree on the warming signal the degree of non-stationarity is large,
particularly in the Balkans into Turkey, Northern Africa and Russia. This differs
from the previous findings, as the stationarity of biases in summer months was
previously considered more robust than winter months. Scandinavia has quite sta-
tionary percentile biases in this case. For winter months, a more moderate picture
emerges, with the large discrepancy between the RCMs Alps warming signals -
similarly as with ENSEMBLES - not producing large non-stationary percentile
biases. Other regions such as Turkey also have more stationary biases than the
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simple DJF historical - projection comparison would suggest.

Figure 6.11: HADGEM2-ES forced CORDEX summer (top row) and winter (bottom row)
average relative bias change (◦C) (left column) and bias stationarity (right column) (◦C2) for
1971-2000 vs 2070-2099. In the left hand side maps, for each grid point, each RCM pair
is evaluated in their historical and future projection differences, and the average of these
values is displayed as the average mean bias change. For the right hand side, for each grid
point percentile areas are calculated for the same RCM pairs, and the average result plotted.

What these results show first is that although bias non-stationarities may be oc-
curring, they may not be as large in magnitude as some other methods may lead
one to conclude. The main problem with this conclusion stems from the fact that
pseudo-reality analysis will always be relative to the models within each ensemble.
ENSEMBLES was found to be less likely to have non-stationarity bias characteris-
tics than CORDEX through comparison of Figures 6.10 and 6.11. A conclusion that
CORDEX RCMs require more bias correction may not be the correct interpretation
however; these result should be considered as guidance for regions in which bias
non-stationarity may be more of an issue for users. Some regions that have been
found to be potentially susceptible for non-stationarity, namely eastern Europe in
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summer CORDEX simulations, were not possible to identify before. This analysis
may provide a method to look deeper into the way that RCM temperature distribu-
tions change over time relative both to historical observations, and other ensemble
members.

6.4.1 Autumn vs Spring Bias Characteristics

One simple test which can be used to test whether the most basic interpretation
of the stationarity assumption holds is whether percentile biases are the same
throughout the annual cycle. Although one might expect RCM bias characteristics
in Autumn and Spring to be dissimilar given that there are difference in the land
surface (e.g. snow cover and vegetation changes) and atmospheric properties, the
bias stationarity assumption in its usual form makes no such distinction. This
section will aim to identify regions where the underlying regional climatic charac-
teristics are more prone to non-stationary biases. It should be noted however, that
bias correction methods can account for the seasonal cycle by correcting daily data
over a (say) 30-day window. Without this, any correction function would be defined
based on the bias characteristics of the whole approximated annual cycle and thus
would not distinguish between seasons. For example, if an RCM has, say, a bias
of +2◦C when observations are 5◦C in autumn, then according to the stationarity
assumption this bias should also be the same in spring when observations are at
5◦C (or any other season). This is only in the case of where one is considering
percentile biases, and not mean bias, since of course it is highly likely that the
autumn and spring climatological means are different.
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Figure 6.12: Example diagram for a single gridpoint of Autumn and Spring quantile-
quantile lines (◦C). Grey region is area of comparison of Spring (blue) to Autumn (red)
months, when using CLMcom-CCLM4 as ’pseudo-observations’. The corresponding area
of this can be used to quantify the degree of non-stationarity of RCM bias distribution.
Completely stationary bias characteristics would lead to this region being of zero area.

This autumn/winter bias distribution difference test (Figure 6.12) for single
gridpoint example) is done both for the historical 1971-2000 and future projection
2070-2099 periods (Fig 6.13). First, the ENSEMBLES RCMs forced by ECHAM5
(top-left 6.13) show that the percentile bias difference between Autumn and Spring
months is less than reasonably low for the majority of regions, being less than 1◦C
average percentile bias change) except for some large differences in the high Alps
and southern Finland. This pattern does not change when considering the future
projection period (top-right of 6.13), indicating that the cause of the difference
between the two seasons bias characteristics does not change. In other words,
the underlying differences between the two seasons in terms of European climatic
properties (land surface etc.) do not change substantially. For ENSEMBLES RCMs
therefore, the conclusion would be that seasonal bias correction is necessary for
future projections, as the qualitative differences between seasons remains from
1970-2099.

In the CORDEX RCMs forced by HADGEM2-ES however (bottom row 6.13),
although there are more regions where in the historical period the bias stationarity
assumption is less plausible (i.e more non-stationary biases in the Alps, Turkey,
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Russia, Pyrenees and Atlas Mountains) these seasonal differences shrink when
moving into the future projections as can be seen by the lower bias-stationarity
values in the future projection bottom-right plot of Figure 6.13 compared to the
historical bottom-left plot. This suggests that the bias stationarity assumption be-
comes more reasonable over time; that is, the description of seasonal biases is better
approximated by the annual cycle in the future projections. This should occur if the
seasonal differences in regional climatic properties shrink due to climate change
(e.g less snow in the Alps in spring relative to autumn months). There are some
areas where this convergence of spring and autumn bias characteristics does not
occur in CORDEX RCMs (such as in western coastal Norway), but this behaviour
generally holds across the region.

Figure 6.13: ENSEMBLES (top row) and CORDEX (bottom row) Autumn/Spring bias
distribution similarity over 1971-2000 and future similarity for 2070-2099 (◦C2)
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6.5 Conclusions

In this chapter, the stationarity assumption has been considered in the context of
historical and future projections forced by GCMs. One first comment is that there
is more than one way to interpret future projection biases; given that there are no
observations with which to truly assess the assumption it should not be a surprise
that the interpretation of results remains somewhat subjective. Historical mean
biases are commonly evaluated as a difference of climatological averages, but this
approach does not take into account how the stationarity assumption is dealt with
specifically by correction methods. Given that quantile mapping approaches tend
to outperform other more simple approaches (e.g. Terink et al., 2010; Teutschbein
and Seibert, 2012), it was considered reasonable to use a percentile bias method
with which to evaluate bias changes over time.

First on historical bias stationarities, quantifying this is always difficult given
the numerous factors to consider in whether RCMs forced by reanalysis are being
provided the correct information to begin with. An inability to determine whether
systematic RCM biases are a result of biases inherent to the RCM rather than inher-
ited boundary condition error is a limitation of the analysis, but these approaches
to quantifying potential regions of non-stationary biases provide a reasonable
starting point for guidance. RCMs typically do not show very strong changes in
bias over the historical period, although the two methods used (mean bias change
and percentile bias change) produce different results due to their testing dissimilar
portions of the temperature distribution. RCM biases may be more stationary
than the previous mean bias change method of Maraun (2012) suggests, although
this result is necessarily limited to the range of temperatures that occur in both
split-samples (or both historical and future projection periods for the following
section). Although proving or disproving bias stationarity is in principle impossible
to determine, the methods used in this chapter may offer some ways in which to
identify regions where bias non-stationarity should be considered. Assessing the
stationarity of assumptions relating to model biases that have not occurred yet (i.e.
temperatures outside the range of historical simulations) is a question that is even
further beyond the first proposition. Approaches such as suggested by Bellprat et al.

(2013) may be of use in regions where RCM biases can be linked to a particular
physical process (e.g. soil-moisture/surface-albedo feedbacks), but validation of
such methods poses a similar challenge to the more general assumption considered
here.
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Given the difficulties in identifying changes in historical reanalysis forced
RCM simulations, pseudo-reality simulations offer an idealised experiment pro-
viding ’true’ boundary conditions with ’pseudo-observations’, although with the
fundamental problem of subjective interpretation of results, both with respect to
the method and to the RCM ensemble still built in. Finally, this analysis was
done only considering temperature; other variables such as precipitation may also
be considered with such methods described to determine regions of particular
sensitivity to non-stationary biases.
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Chapter 7

Conclusions, Recommendations and
Outlook

7.1 Introduction

The aims of the thesis laid out in Chapter 1.4 are the development of objective and
robust approaches for the evaluation and assessment of RCMs using performance
metrics and to provide guidance to relevant groups as to how best utilise these
metrics. This involves investigation and exploration of three main objectives. The
first two objectives are focussed on the robustness of performance metrics, both
individually and in combination, the third objective relates to the degree to which
historical bias characteristics are stationary in future projections. The third aim is
to develop and provide guidance on the use of performance metrics more broadly.
These three objectives are principally analytical in nature, and are investigated
within Chapters 4, 5 and 6 in the thesis.

Although the analysis approaches used to answer these questions of the robust-
ness of metric use and application are predominantly quantitative in nature, they
remain open to qualitative interpretation. This reflects the fact that there can never
be a completely objective approach to climate model evaluation. Although different
evaluation approaches may be preferred on subjective grounds, such as availability,
quality or length of observational data, model resolution and the region under
consideration, the analysis indicates that there may be objective reasons to avoid
or prefer certain approaches over others. Furthermore, the utility of performance
metric evaluations may also depend upon what they are intended to be applied to.
Metrics used in standard historical validation tests for the purposes of assessing
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general model quality might be not as appropriate for use in weighting future
projections for example.

7.2 Summary of Findings

7.2.1 Chapter 4: Performance Metric Sensitivity

Performance metrics are quantitative measures of model performance of a specific
variable relative to observations. They can be considered to provide an objective
alternative to more qualitative model evaluation approaches, such as the interpre-
tation of mean climatological difference maps. For this analysis in Chapter 4.1,
performance metrics are defined by four elements; variable, domain (space/time),
statistic and observational dataset. Since a purpose built high-quality gridded
observational dataset was constructed specifically for the ENSEMBLES project in
E-OBS, only the first three of these aspects were considered for this Chapter 4. For
regions such as Africa where the observational uncertainty is greater, including this
element would be recommended as a priority however.

The nine RCMs used from the ENSEMBLES project were assessed in their
performance relative to the E-OBS dataset for 16 variables (Tmean, Tmax, Tmin,
DTR, CSDI, WSDI, FD, ID, Pr, CDD, CWD, R10mm, R20mm, Rx1day, Rx5day
and SLP), 9 domains (Europe and 8 sub-regions), and 13 statistics (RMSE, MAE,
Standard Deviation, Index of Agreement, Spatial Skill Score, Correlation, Spatial
Skill Metric, Annual Cycle Skill Score, Annual Variability Metric, Interannual
Variability Metric, Linear Trends Metric, PDF Skill Score, CDF Metric). The
general conclusions from Chapter 4.2 for the first aspect of variable sensitivity
are that the overall sensitivity is quite low, although there are differences when
the whole variable distribution is considered. For example, there was found to be
some change in performance from one RCM to another when considering Tmax
to Tmin or Tmean. For precipitation related variables, similarly low sensitivity
was found, indicating that the extreme indices used are somewhat analogous to one
another in many respects, thus one alone might be sufficient for an assessment of
RCM precipitation skill for this ensemble at least. For the temporal sensitivity of
metrics, it was found that metrics summarising RCM performance over annual time
periods may lose substantial information, most clearly where errors in different
seasons cancel out. Shorter timescale assessments of RCM performance over
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10-year periods were found to be robust relative to the full 40-year ERA-40 period.
Subdomain performance for precipitation was found to be robust indicating that
more small-scale evaluations are likely consistent with the overall RCM quality.
Temperature performance on the other hand is less homogeneous over Europe,
although not overly so. Finally, the sensitivity to statistic was dependent on the
specific aspect under consideration; for spatial patterns the choice of statistic made
negligible difference to the assessed performance, whereas for temporal character-
istics they are more divergent on their assessment of model quality.

One of the main uncertainties in discussing these results is to what extent they
are likely to hold in a different domain, for different variables or ensembles. With
respect to the sensitivity of performance metrics, the most likely conclusion to
hold is the results relating to the choice of statistic, since these are for the most
part mathematical findings based on the relationship of one equation to another.
For example, RMSE will always produce close results to MAE, and as such one
can have high confidence in selecting statistics based on the findings shown in this
thesis. Other findings however, such as those regarding variable choice are most
susceptible to become more susceptible to changes, for example for regions which
experience monsoon conditions clearly more extreme indices will become more
necessary than for Europe. As a result, such analysis into variable sensitivity should
be re-run. As previously mentioned, sensitivity to the choice of observational data
may become much more a significant factor depending on the availability of high
quality datasets. Finally, with regard to whether these findings for Europe would
apply for a different RCM ensemble in Europe, it is very likely that the answer
would be yes, considering the fact that it remains the same climatic conditions,
regions and available variables.

7.2.2 Chapter 5: Metric Combinations

After completing individual quantitative assessments of RCM performance with
metrics, it is possible to combine them into a single overall score, here referred to as
a Generalised Performance Indicator (GPI). This construction has two components;
the choice of combination method, and the choice and number of metrics to include.
Four combination methods were used (multiplicative, geometric, harmonic and
ranking) to assess the first of these aspects, and the findings given in Chapter 5.3
indicate that this choice may have a qualitative effect on how the performance level
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between RCMs is interpreted. However, quantitatively there was little difference
between the methods when assessed over the many metric permutations. Therefore
although using a combination method may provide a comprehensive assessment in
a single value, this value is not sensitive to the method used to combine the metrics.
The second factor assessed is the type and number of metrics included, assessed in
Chapter 5.4 and 5.5. It was found that as the number of metrics included increases,
the range of GPI values converge, although this may be a statistical artefact of
random subsampling of a set of numbers. However, sampling more independent
variables, and not highly correlated ones (e.g. Tmean/Tmax) may be the source of
largest uncertainty due to the potential of GPI values to change substantially when
including further such variables in combination.

Of all the analyses, the findings from the Chapter 5 are the most likely to be
robust when considering applications to alternative domains, variables or ensem-
bles. This fundamentally is due to the nature of the analysis, in that the results are
broadly mathematical, and as such are not as dependent on the underlying climatic
behaviour as other investigations. For example, the findings relating to the choice,
number and type of metric to be used within a GPI are found through statistical
assessments and redundancy analyses, which are likely to be insensitive to changes
in domain. The combination methods investigated for example, will maintain their
properties relative to one another regardless of the application. Existing GPI meth-
ods, such as those by Murphy et al. (2004); Reichler and Kim (2008); Giorgi and
Mearns (2002), should consider applying a wider range of combination procedures,
since this was found to produce substantial variation in GPI output. Furthermore,
GPIs should aim to span not just several variables, but also statistics.

7.2.3 Chapter 6: Stationarity Assumption

RCM temperature biases assessed by comparison to historical observations can
be described by the relationship between the two distributions. The stationarity
assumption (SA) in essence assumes that the nature of this relationship is time-
invariant, that is that the RCM projection will continue to exhibit identical bias
behaviour. Since this assumption is not directly verifiable due to the lack of future
observations, only a inferential approach may be taken to investigate further. Thus
a ’pseudo-reality’ framework is adopted whereby several RCMs forced by the same
GCM are used in turn as the future ’truth’. By doing so, whilst implicitly assuming
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that the relationship between RCM and RCM is the same as RCM to reality
(Whetton et al., 2007), one may examine the degree to which the SA is reasonable.
An historical ’evaluation’ period covering 1971-2000 and a future ’assessment’
period covering 2070-2099 are used with RCMs from both the ENSEMBLES and
CORDEX projects.

The results from this final analysis build on, yet raise questions of the work
of Maraun (2012) in their pseudo-reality analysis of ENSEMBLES RCMs using
a simple mean-bias change approach. This method involved the assessment of
historical mean climatological bias from one RCM to the ’pseudo-observation’
RCM and calculated the difference to the future projection mean bias, thus pro-
viding an indication of the mean-bias change. A new method is proposed in this
analysis in Chapter 6.3 and 6.4, more in line with how bias correction is commonly
undertaken using quantile-quantile mapping approaches (Teutschbein and Seibert,
2012). This method, referred to as the percentile bias change approach detailed
in Chapter 6.2, involves the calculation of the temperature biases from one RCM
to the ’pseudo-observational’ RCM for each 0.5th percentile for both historical,
and future projection periods, and the average change given by these two values
plotted in map plots. By doing so, one may compare how these different meth-
ods of assessing bias non-stationarity affect the interpretation of how the RCMs
behave relative to one another. As in Maraun (2012), RCMs were found to show
potential non-stationary bias characteristics, but this is region, season and method
dependent. By implementing a new approach, it was shown that in some cases
bias-nonstationarity is less likely than suggested by using the method of Maraun
(2012). For example, in winter months for ENSEMBLES RCMs a high degree
of mean bias change was apparent (Figure 6.10), whereas using a percentile bias
change approach this region was found to have negligible difference in the level
of bias-nonstationarity found throughout Europe. Such a finding may suggest
that one should be cautious when interpreting mean bias changes, since they may
not capture how the bias distributions are or are not changing relative to one another.

One key point raised in this analysis is the fact that it only makes sense to refer
to a change in a particular bias in ’pseudo-observational’ temperature t between
two periods if in fact that temperature t occurs in both periods. For example, the
temperature in the coldest historical months may not occur in future and thus the
question as whether that model’s bias is stationary into the future does not arise.
This scenario is mirrored in the case of the warmest future temperatures, which may
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likewise not occur in the past. Thus it only makes sense from this percentile bias
change perspective to focus on those ’pseudo-observational’ temperatures t that
occur in both the historical and future periods. Inferences regarding the stationarity
of winter biases are thus likely more robust than for summer since it is required to
further assume some form of bias extrapolation (e.g. Bellprat et al., 2013) beyond
the observed historical range of temperatures. For winter this is not required
as future winter biases can be ’corrected’ from historical winter/autumn/spring
temperatures.

The underlying cause for biases to change from historical simulations to future
projections was found to be due to a shift in the physical characteristics in that
region. The region focused on in Chapter 6.4 of snow cover and the Alps demon-
strates this point. An accurate modelling of the snow-albedo feedback, in a similar
fashion to the soil-moisture/cloud cover/precipitation feedback, is essential to a
reliable simulation of historical climate. Even if they are represented well, future
changes in the surface properties can have a substantial effect on the future distri-
bution of seasonal temperature bias, as seen in figures 6.8 and 6.9. Further work in
this area could take the form suggested by Bellprat et al. (2013), who suggested the
linking of bias correction methods to the underlying physical processes involved,
instead of artificial statistical processing methods.

For this final stationarity analysis, the finding that RCM bias characteristics can
change substantially in a temperate region such as Europe should lead one to be
wary of this occurrence in all domains. However, since the largest discrepancies
between RCMs only occur when a physical process is near a non-linear tipping
point, such as snow melting leading to an albedo feedback or a depletion of soil
moisture, such occurences will only be present in very particular regions. The
benefit of the analysis undertaken here is to highlight where such factors might
occur, and thus an awareness of bias non-stationarity should be raised. With regard
to other variables, however, it is difficult to generalise too much given that the
Chapter 6 analysis was only undertaken with temperature.
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7.3 Implications for Regional Climate Model Com-
munities and Users

One general comment should be made first regarding the transferability of the
results of this thesis investigated using European RCMs to other regions and model
ensembles. As regards the Chapter 4 analysis on the sensitivity of performance met-
rics, it is helpful to recall the definition provided in Chapter 1.3 of the components:
variable, statistic, domain and observational dataset. Europe has a varied climate,
spanning regions such as the temperate western coastal, colder mountainous alpine,
dry hot Mediterranean and central and eastern continental regions of larger temper-
ature variation from winter to summer. Missing however are the characteristics of
extreme climates, such as equatorial tropics or arid dry landscapes. For the choice
of variable, this factor may have consequences for the interpretation of results
found in Chapter 4.2, since in such climates the use of extreme indices is likely to
be of increased utility, and thus although it was found that these indices may have
substantial redundancy in the European context, in other climates this may not be
true. The findings for the sensitivity of statistics are likely to hold in other regions,
since they are independent of the climatic characteristics of the domain in question.
Moreover, the choice of domain may become less relevant for more climatically
homogeneous regions. Observational quality however is highly likely to become
more of a concern in other regions, given that the temporal and spatial density of
data in Europe is particularly good.

What are the implications of these findings for different groups such as climate
modellers, analysts and impact modellers, who use information from RCMs in both
the historical and future context? Fundamentally, this thesis investigates the use of
performance metrics for the interpretation of RCM errors and the potential further
application of this information. For each of these groups, although performance
metrics essentially are performing the same task (quantitative evaluation of model
errors against observations), the utility of a metric as such derives from the purpose
of the application.

One main finding is that one cannot assume that two metrics are providing
independent information, as shown in Chapter 4.5 on metric redundancy. Much
more emphasis therefore should be made on testing whether a proposed set of
metrics is in fact achieving this ’independence’. This will have several benefits,
such as not focussing too much model assessment on broadly the same behaviour,
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given that the underlying processes are similar. Another benefit would be to ascer-
tain if further proposed metrics may provide additional information not previously
identified.

One novel approach taken in the thesis as outlined in Chapter 4.4 is the break-
ing down of the statistic choices into four types: standard error measures, spatial
patterns, temporal and frequency. Any set of metrics used to assess RCMs would
benefit from utilising metrics from all four categories, as they are found to provide
independent information, increasing the objectivity of their selection (Chapter 4.4).

For the different RCM communities themselves, model validation groups may
look for a wide set of metrics taking into account many physical variables for a
process-based understanding of an RCM’s performance Although the Chapter 4
analysis focus is on temperature, precipitation and sea-level pressure, the analysis
in Chapter 5.5 indicates that further variables are highly likely to provide inde-
pendent information. Analysts interested in assessing ensembles of RCMs for a
more general overview of performance may not require as in depth an approach,
instead requiring a reduced set of metrics providing the ’key points’, strengths
and weaknesses of the models. The findings of the Chapter 5 analysis on GPIs
is that any combination method will likely be robust for this task, although those
wishing to distinguish better or worse performing RCMs may wish to use the ad-
ditive or harmonic methods respectively to give this qualitative distinction in output.

Several implications relate to users wishing to construct climate change pro-
jections using metrics either as a guide for RCM elimination or as weighting.
Performance metrics used as indicators will need to be assessed twice, both for
their robustness and independence in historical simulations (Chapter 4), but also
in their stationarity of the model errors in question (Chapter 6.4), which underpins
the reliability of any weighting scheme. Weighted projections in regions of high
bias-nonstationarity such as the Alps (see Chapter 6.4) should be used with care.
However, it should be noted that weighting schemes using GPIs with a high number
of metrics may not change the projected output overly (Chapter 5.3), but for a
narrow range of variables (with a small number of metrics) GPI values can change
substantially (Chapter 5.4 and 5.5). Metric combinations in the form of GPIs are
most likely appropriate for users who require quick sources of information on
model quality, in particular intra-ensemble performance over consecutive genera-
tions. However, application of GPIs may yield little additional value for ensemble
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weighting applications, as the difference compared to a simple multi-model mean
is negligible, at least for this ensemble and variables considered. More specialised
GPIs on the other hand, considering extremes or certain physical parameters such
as soil-moisture/surface albedo, may be suitable for particular purposes such as for
the impacts/vulnerability community where numerous factors may be considered
in one quantitative assessment. Finally, the impacts and vulnerability community
might need more tailored metrics, reflecting the context of their work, for example
extreme precipitation metrics for flood modelling, soil moisture and WSDI (warm
spell duration index) for heatwaves. The Chapter 4 analysis suggests that for such
work some extreme indices may be redundant in certain regions, and thus metric
independence tests should be undertaken, such as those given in Chapter 4.5.

Clearly, the robustness of performance metrics is essential for all of these
applications. If metrics are liable to change in their quantitative and qualitative
assessment of RCM performance when small changes in experimental setup are
introduced then one cannot rely on metrics as a reliable objective arbiter of model
quality. Although RCM evaluation studies may use metrics, if a more process-based
approach alongside a quantitative performance metric approach is taken, uncertain-
ties in whether metrics are robust may be of less significance, since the underlying
physical cause of RCM error will be diagnosed. However, those who do not con-
duct such extensive evaluation, but use metrics alone are more reliant on a robust,
objective sets of metrics. This can be seen in the assessments of delta-t future
temperature changes in the Alps in Chapter 6.4, as potential mechanisms such as
surface-albedo feedback will not be considered by a straightforward quantification
of the regional temperature change, or of mean historical temperature bias. One
implication of this is that more in depth process-based analysis is essential to fully
understand bias causes and changes, and metrics designed to assess key physical
components are potentially the way forward.

The stationarity assumption naturally is not particularly relevant for the mod-
ellers or ensemble analysts in the historical context, but for those interested in
applying quantitative metric information in future projections this should be taken
into account. There remains however some level of uncertainty as to the best
method with which to test this assumption, and whether in fact the relationship of
RCM to RCM is analogous to RCM to reality (Whetton et al., 2007). This concept
of bias stationarity is essential however if one wishes to infer meaning to metric
assessments beyond a simple scalar score, relevant only to a single time-period. The



7.4 Recommendations and Outlook 181

fact that future model reliability must be inferred from historical simulation quality
is both an essential component and yet unverifiable gives further urgency to the
task of finding better and more coherent tests of bias stationarity. This may provide
one avenue with which to better characterise ensemble projection uncertainty, as
regions of high non-stationarity may give overconfident results.

7.4 Recommendations and Outlook

The first aim of the thesis laid out in Chapter 1.4 emphasises the need for objectivity
and robustness in the task of evaluating RCMs with performance metrics and apply-
ing that information thereafter. The second aim is to develop criteria and analysis
methods more likely to provide robust outcomes. The analysis undertaken in the
thesis has required the adoption and development of new novel analysis methods
with which to test the underlying assumptions of model evaluation, GPIs and bias
stationarity. These can therefore by utilised by others wishing to carry out sensitiv-
ity analyses for their own purposes. There are three aspects which are essential to
the selection of a set of performance metrics:

• objectivity

• robustness

• redundancy

This process is essentially one that begins with the question: what variable
or variables are to be evaluated? This could specify types of process, standard
variables (temperature/precipitation) or a more general overview of model skill.
Thus to meet the objectivity criterion, metrics used would have to span a range
of statistics assessing the four components identified in Chapter 4.1: standard error
measures, spatial patterns, temporal and frequency. Although it was not done in
this thesis, the use of more than one observational dataset is also recommended.

Next, to meet the robustness criterion, statistics that have been shown to be
so in Chapter 4.4 are recommended for use; that is a variety of temporal statistics
(interannual variability/annual cycle/diurnal temperature range) single standard
error, spatial pattern type statistics and frequency metrics (PDF and CDF meth-
ods). The spatial robustness of metric output should be analysed with sub-domain
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assessments (nationally or for regions of homogeneous climatic character where
appropriate) to ensure that metrics are not overly sensitive to the potentially arbi-
trary choice of domain.

Finally, to meet the redundancy criterion, analysis should be undertaken to
assess the output of metrics against each other to leave a final set of metrics of
independent information.

The results of analysis investigating the use of GPIs to form overall indicators
of RCM performance similarly involved the development and use of several new
methods with which to test objectivity and robustness for both the combination
method, and number/type of variable included. The recommendations for use of
GPIs for the first aspect are that any combination method is likely robust in its
output, and therefore any of those in Chapter 5.3 are suggested as appropriate.
For any new method it is suggested that a brief sensitivity analysis is undertaken
in line with the methods used in Chapter 5 to ascertain whether this method is
generally robust with respect to other methods. For the number and type of variable
included in a GPI it is recommended that as wide a range of variables is included
as possible. This is to ensure that no relevant performance information is lost.
Chapter 5.4 on the number of metrics to use yields uncertain results, and as such
no recommendations are provided here beyond the suggestion that at least 10-20
are utilised given that fewer than this will not provide a sufficient variable number
required under the previous recommendation.

The final analysis Chapter 6 exploring the stationarity assumption provides an
alternative approach in the percentile bias change method to the mean bias change
method of Maraun (2012) to assess future projection bias stationarity, although
it remains unclear which can be considered superior. However, for the specific
question of quantile mapping bias-correction methods, since the quantile-bias
change method is in part based on this distributional approach, this new method
is recommended as an appropriate measure of whether the assumption is plausible
or not. For those wishing to weight future climate change projections it is recom-
mended that after a set of objective, robust, and independent combined metrics are
identified as per Chapter 4 and 5, that the underlying variable biases are assessed
for non-stationarity as this may influence results greatly, depending on the region
in question.
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Temperature metrics using extremes (Tn10p/Tx90p) should be aware that in
the quantile-bias change paradigm there may not be an answer to ask whether or
how much RCM biases in these variables are stationary, given that these historical
temperatures either do not occur in the future, or the future Tx90p does not occur
in the historical simulations. It is therefore suggested that analysis is undertaken
to ascertain to what degree this is true for all gridpoint under consideration using
methods described in Chapter 6.2.

The more considered use of performance metrics towards more objective ap-
proach to RCM evaluation is a constructive trend for both practical and scientific
purposes. Practical because performance metrics provide a computationally inex-
pensive way to gather a large amount of information on model quality into a concise
format. Scientific because by removing potential areas of subjectivity the field may
move towards a more systematic framework for assessing RCMs, as in numerical
weather prediction, and potentially improving results as shown in that discipline.
The specific topics investigated in this thesis were identified in order to further the
understanding of how performance metrics can be developed and used to provide a
more robust foundation with which to analyse and use RCM simulations.

Many of the recommendations from the thesis are quite specific, some general
recommendations relating to good practice can be made. Overall, when evaluating
RCMs, it is better to assess as wide a range of aspects as possible; process based
assessments, although not directly the focus of this thesis, certainly offer a greater
understanding than simpler quantitative evaluations, yet may not be undertaken for
every variable and season. As such a number of statistics considering both temporal
and spatial aspects are recommended, in addition to a wide range of variables
including those spanning the distribution range. For more targeted analysis, such as
for a specific impacts task, a narrow range of variables may be of more utility, yet
the wider context should still be considered; is bias stationarity important for this
region/season/variable? Is my ensemble of models overconfident in its projections?
Those requiring ’quick-look’ information may use metric combination methods,
and most averaging methods will be appropriate for use. It should be noted that
the choice of variable is the predominant factor in the final output, and as such
variables should be chosen with care.

To further examine these issues, certain ensemble designs would be highly ben-
eficial. This is most clearly the case for assessment of the stationarity assumption,
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where the main requirement is several RCMs forced by the same GCM. Large
ensembles would provide a much clearer understanding both of how RCM/GCM
biases interact and also the degree to which these biases change over time. Since
the only other alternative is to wait for validation data, this seems to be the clear
best course of action. Alternatively, exploitation of the availability of several future
RCP radiative forcing pathways may be another avenue for testing the assumption,
as one would be able to test how the stationarity of RCM errors is influenced by
using one or another RCP. Furthering the suggestions of Bellprat et al. (2013) in de-
veloping bias correction methods linked directly to the underlying causes of RCM
bias, such as soil-moisture-precipitation feedbacks or surface-albedo/snow depth,
is suggested as one potential avenue for exploration. For further investigation of
metric sensitivity, it is suggested that a wider range of variables including physical
properties, such as incoming solar radiation, are considered. This may provide,
subject to observational availability, a clearer understanding of the causes of RCM
bias, which would be of benefit to all modelling groups.
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