
Chromatin-based memory of
prolonged cold exposure in

Arabidopsis thaliana

Scott Berry
September 2015

A thesis submitted to the University of East Anglia for the degree of
Doctor of Philosophy





© This copy of the thesis has been supplied on condition that anyone
who consults it is understood to recognise that its copyright rests with
the author and that use of any information derived therefrom must be

in accordance with current U.K. Copyright Law. In addition, any
quotation or extract must include full attribution.





ABSTRACT

All living organisms contain genes. Turning these genes on and off at
the appropriate times controls much of an organism’s development and
its responses to environmental conditions. In recent years, chromatin
has emerged as an important player in orchestrating gene regulation.
This thesis focuses on the role of chromatin in the maintenance of gene
expression states and their inheritance through cell division.

FLOWERINGLOCUSC (FLC) in the plantArabidopsis thaliana is re-
pressed by the prolonged cold of winter, and repression is maintained
in subsequent warm conditions. The molecular complexes involved in
modulating FLC chromatin are vital for FLC regulation and are con-
served among plants and animals, making FLC a paradigmatic system
for understanding of the role of chromatin in gene regulation.

After cold, FLC chromatin adopts a distinct configuration. In this
study, experiments are used to show that this local chromatin ‘state’
instructs its own inheritance through cell division in growing plants.
Thus, memory of winter cold is stored in the chromatin of the FLC gene.

Mathematical models developed in this work focus on understand-
ing how chromatin states are maintained and also re-established after
DNA replication. Minimal models are used to investigate if a particu-
lar set of interactions between chromatin and chromatin-modifiers can
give rise to the qualitative behaviours, and quantitative results that are
observed experimentally. Models developed here make predictions for
the FLC system, and more generally show how cis and trans determi-
nants of gene expression can be integrated by chromatin.

The role of transcription in determining chromatin states is also ex-
amined experimentally by studying the chromatin-associated protein
LHP1. LHP1 is required for FLC repression and binds to modified
histones associated with repressed FLC chromatin. In this work, it is
shown that LHP1 also binds RNA and that this is important for its in
vivo function.
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1INTRODUCTION

Cells in our bodies display a variety of different morphologies and be-
haviours. These differences are determined not by differences in the
genetic material contained in these cells but rather by persistent differ-
ences in the set of genes which are expressed. The differences between
these cells are therefore not genetic but epi-genetic (literally, above ge-
netic).

What causes these differences in gene expression between cells? In
some cases it can be specific signals in the environment of the cell. These
can be chemical signals generated by other cells [1–3], or abiotic signals
such as local crowding or mechanical strain [4, 5]. However in some
cases, a gene can be expressed not because an environmental signal con-
tinually instructs it, but because there is an internal mechanism within
the cell that acts to maintain the gene expression state - even when the
initial signal has disappeared [6]. For example, a skin cell expresses a
set of genes that make it a skin cell, yet the signals which initially turned
these genes on, and caused the differentiation of that cell from a stem
cell, have long since passed. This skin cell can even be taken out of the
organism, andwill continue to expressmany of the genes specific to that
cell type. In this sense, the skin cell has amemory of its identity because
of the cell-autonomous mechanisms that maintain the expression of its
‘skin cell’ genes. So we see that the concept of epigenetics is intimately
related to that of memory. In fact, at its simplest level, epigenetics is just
the memory of gene expression.

Genes do not automatically stay ‘on’ or ‘off ’ after being activated or
repressed. Instead, these expression ‘states’ must be maintained by the
continual action of specific regulators [7, 8]. It has been known for
many years that gene expression can be controlled at the level of tran-
scription by regulators called transcription factors. These factors ulti-
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mately cause a gene to be expressed or repressed by influencing how of-
ten a gene is transcribed into RNA. Transcription factors are themselves
encoded by genes, and their expression can therefore regulate other
genes. The genes encoding transcription factors can potentially also
regulate themselves. This so-called ‘feedback’-regulation is widespread
in biological systems and is the fundamental characteristic that allows
networks of transcription factors to store epigenetic memory. That is,
it is possible for a system of transcriptional regulators with feedback to
have more than one stable state of gene expression [9–11]. To clarify
this, a simple example is shown in Fig. 1.1A. In this network, protein A
represses the transcription of gene B and protein B represses the tran-
scription of gene A. These proteins also feed back to positively regulate
the expression of their corresponding genes. It is easy to see that if the
system has high levels of protein A, then gene B will be repressed and
gene A will be activated, producing more protein A. Thus ‘A high / B
low’ is a stable state. Similarly, ‘A low / B high’ is a stable state. That is,
if the system is set into one of these two states, it has the ability to main-
tain itself in this state. This simple system therefore exhibits memory.
To exhibit memory, a system must have at least two stable states, which
is referred to as bistability [12]. The two stable states in this model are
also heritable, since when a cell divides the regulatory proteins will be
divided roughly equally between the daughter cells via the cytoplasm
(Fig. 1.1A). This type of epigenetic memory is sometimes referred to as
‘cytoplasmic memory’, or more commonly ‘trans memory’ [6]. This is
because the epigenetic information is stored as a diffusible signal that
acts in transa to regulate expression of its targets. While this example
is deliberately simple, it underlies the basic thinking behind networks
of transcription factors, which are believed to specify and maintain cell
types in multicellular organisms.

In recent years, a qualitatively different mechanism for maintaining
gene expression states has been proposed, which does not rely on in-

aderived from the Latin trāns, meaning ‘across, on the far side, beyond’.
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structions from diffusible regulators. This mechanism is referred to as
‘cis memory’, because the epigenetic information is physically located
in cisb, in the vicinity of the gene being regulated [6].

1.1 Cis epigenetic memory

Howcould epigenetic information be stored in cis? Tounderstandmore
about cis memory it is necessary to first introduce chromatin: the pro-
teins, RNA and DNA that make up chromosomes and their packaging
in eukaryotic cells. The main proteins associated with DNA in chro-
matin are histones. The four ‘core’ histones H2A, H2B, H3 andH4 form
an octomeric structure known as a nucleosome, around which 147 bp
of DNA is wrapped [13, 14]. These nucleosomes assemble onto DNA
approximately every 200 bp over the entire chromosome. Histones are
highly basic proteins that bind tightly to negatively charged DNA. This
generally impedes the accessibility of DNA to other factors. The loca-
tion of histones relative to important regulatory DNA sequences and
the strength of histone-DNA contacts could therefore play important
roles in gene regulation. In chromatin, both histones andDNAcan have
chemical moieties such asmethyl groups added to them [15–17]. These
may act as molecular markers that could potentially cause changes to
regulation of the underlying genes. Histones can be moved along the
chromatin fibre by chromatin remodellers [18] and can also be exchang-
ed for replacement histones throughout the cell cycle [19]. The latter
process is known as histone turnover.

Chromosome structure can be divided into two broad classes: hete-
rochromatin and euchromatin. Heterochromatin is a gene-poor region
of a chromosome —rich in repetitive sequences, which surrounds the
centromeres and telomeres in many eukaryotes. Heterochromatin re-
mains relatively condensed throughout the cell cycle. The remainder
of the genome is designated euchromatin. Euchromatin contains the
majority of genes and is less condensed.

bFrom the Latin preposition cis, meaning ‘on this side of ’.
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Themost well-understood example of cismemory is that of genomic
imprinting [20]. A gene is said to be ‘imprinted’ if it is silenced at
either the maternal or paternal copy, but not both [20]. Imprinting
results in the stable inheritance of a silenced gene expression state at
only one gene copy out of two in the cell, in the absence of any se-
quence differences between the two gene copiesc. The difference in
expression is therefore epigenetic, because no differences in DNA se-
quence exist between the two copies. In this case, it is also clear that the
epigenetic information must not be stored as a diffusible signal, oth-
erwise the two copies of the gene would both be in the same expres-
sion state. In all cases known so far, epigenetic memory in imprint-
ing is stored in patterns of DNA methylation [20]. Classically, a region
known as the differentially methylated region is methylated at the si-
lenced copy and unmethylated at the active copy. DNA methylation in
the CG dinucleotide context can be copied from parental to daughter
DNA strands by a so-called maintenance methyltransferase (Fig. 1.1B).
After DNA replication of a symmetrically methylated CG dinucleotide,
each of the daughter strands carries a hemi-methylated cytosine in the
CG context. A maintenance methyltransferase specifically recognises
this hemi-methylated CG and adds amethyl group to the unmethylated
cytosine [22]. In this way, the DNA methylation pattern can be repli-
cated and thereby carry epigenetic memory.

Another proposal for a cis-based epigenetic memory is based on
post-translational modifications of histones (Fig. 1.1C) [23, 24]. In this
case, the idea is that a particular histone modification can recruit an
enzyme capable of adding the same type of modification to a nearby
unmodified histone. In this way, a region of chromatin could become
predominantly covered in a certain type of modification. Figure 1.1C
shows a simplified model with two ‘types’ of histone modifications —
labelled as M and A. DNA is replicated semi-conservatively. For DNA

cRepression of the mating-type cassettes in Saccharomyces cerevisiae and Schizosaccharomyces pombe
(reviewed in [21]) is not normally considered imprinting due to the predominantly haploid nature of these
yeasts and the differences in sequence between the two loci.
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methylation this meant that each of the daughter strands inherited a
methylated cytosine (Fig. 1.1B). However, histones are instead segre-
gated conservatively between the two daughter DNA strands [25, 26].
Nucleosomes remain close to their pre-replication locations on daugh-
ter chromosomes [27] and the ‘gaps’ are filled by newly-synthesized nu-
cleosomes. If the histone modifications remain in place as the nucle-
osomes are inherited, then they could recruit the enzymes necessary
to modify the new histones and thereby perpetuate the chromatin state
(Fig. 1.1C).Theoretical studies have suggested that histone-modification-
based epigenetic memory is possible [28], but experimental evidence
that inherited histone modifications can indeed act as inherited mem-
ory elements is so far inconclusive [29–32].

In summary, we have seen that differences between the cells of an
organism arise because of differences in gene expression rather than dif-
ferences in genetic material. The concept of epigenetics was introduced
as the study of heritable changes in gene expression in the absence of
initiating signals. Finally, how gene expression levels could be main-
tained by both cis and trans memory mechanisms was discussed. It is
now time to introduce the specific model of epigenetic gene regulation
that is the focus in this work.

1.2 Memory of cold exposure in Arabidopsis through
FLC regulation

In plants, vernalisation is the acquisition of competence to flower fol-
lowing a period of prolonged cold exposure [33]. A requirement for
vernalisation ensures that plants over-winter vegetatively and flower in
the following spring [34]. Central to this process inArabidopsis thaliana
(hereafter, Arabidopsis) is regulation of the floral repressor FLOWER-
ING LOCUS C (FLC) [35, 36]. Expression of FLC throughout the Ara-
bidopsis life cycle is shown in Figure 1.2A. High expression of FLC be-
fore cold exposure ensures that key activators of the floral transition
such as FLOWERINGLOCUST (FT) remain repressed [37]. Prolonged
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cold exposure in winter, however, causes transcriptional repression of
FLC, which is maintained after plants are returned to warm conditions
[36, 38]. After cold —when FLC is repressed, the repression of flower-
ing is relieved and Arabidopsis plants quickly make the transition from
vegetative to reproductive development. Viewed in this way, vernalisa-
tion is a classic epigenetic phenomenon, whereby a transient environ-
mental stimulus (i.e. cold) generates a stable change in gene expression
(i.e. FLC repression) that is maintained in subsequent warm conditions.
Furthermore, thememory of FLC repression is stable in growing plants,
which are made up of non-dividing and dividing cells, so repression
must be mitotically heritable. Unlike in animals, the germ line in plants
arises from somatic cells late in development [39]. FLC expression is re-
set during embryogenesis to ensure a vernalisation requirement in the
next generation.

Temperature conditions can vary dramatically from week-to-week.
For a vernalisation requirement to function correctly, plants must not
only sense and remember cold, but also distinguish long and short peri-
ods of cold. For example, if a plant experiences a week of cold weather
in autumn followed by several warmer weeks, it is important that this is
not perceived as the end of winter. In other words, vernalisation should
be quantitative. This was elegantly explained for the case of Arabidop-
sis, when it was found that FLC expression after cold depends quantita-
tively of the duration of prior cold exposure [38]. FLC expression level
therefore constitutes a quantitative memory of cold.

FLC is up-regulated by FRIGIDA (FRI), which leads to a require-
ment for vernalisation and awinter annual growth habit [40] (Fig. 1.2C).
Many independent mutations in the FRI gene have been isolated from
natural populations [41]. This indicates that loss of FRI is a common
evolutionary strategy for generating a rapid-cycling growth habit inwhi-
ch multiple generations can be achieved per year. One such FRI loss-
of-function accession is the commonly used lab accession Columbia-0
(Col-0) [41]. Studies of vernalisation rely on high FLC expression be-
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Figure 1.2: Expression of FLC throughout the life-cycle of winter-annual Arabidopsis thaliana.
Growth before and after cold exposure are periods of stable FLC expression, whereas vernalisation
and embryogenesis down-regulate and up-regulate FLC expression, respectively. (B) Diagram of FLC
genomic DNA. Black boxes depict exons of FLC mRNA and dashed lines represent the splicing pat-
tern. The ‘nucleation region’ is immediately downstream of the transcription start site. (C) FLC is
constitutively activated by FRIGIDA and repressed by the autonomous pathway in non-vernalising
conditions. In addition, high FLC expression can be reduced dynamically during development by ver-
nalisation. High expression of FLC delays flowering.
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fore cold exposure, so it is common to use the accession Col-FRI —a
near isogenic line in the Col-0 background which contains an active
FRI allele from the San Feliu-2 (Sf-2) accession [40].

Another pathway acting antagonistically toFRIGIDA to regulateFLC
expression is the autonomous pathway [42] (Fig. 1.2C). By definition,
plants carrying mutations for genes in the autonomous pathway show
high FLC expression (even in the absence of FRI), but respond to ver-
nalising cold. The autonomous pathway therefore comprises a set of
genes that act to repress FLC, independently of vernalisation [43].

1.2.1 A role for chromatin in FLC repression

Genetic screens have identified several of the key players necessary for
high FLC expression in non-vernalising conditions and establishment
and maintenance of FLC repression in response to cold exposure. The
so-calledVERNALIZATION (VRN)mutantswere identified due to their
inability to accelerate flowering after cold [44–47]. One of these, VRN2,
was identified as a core component of the a highly conserved protein
complex known as Polycomb repressive complex 2 (PRC2) [45]. Sub-
sequent mechanistic studies identified FLC as a Polycomb target gene,
with maintenance of FLC repression after vernalisation being depen-
dent on PRC2 activity [48, 49].

Polycomb Repressive Complex 2. The Polycomb group of proteins
(PcG) were originally identified in Drosophila. PcG mutants typically
fail to maintain repression of key developmental regulators, such as the
Hox genes, during embryogenesis and consequently display morpho-
logical defects [50]. PRC2 binds directly to its target genes in order
to achieve repression. In Drosophila, PRC2 is made up of Enhancer of
zeste (E(z)), Suppressor of zeste 12 (Su(z)12), Extra sex combs (Esc) and
Nucleosome remodelling factor 55 kDa subunit (Nurf55) [24, 51]. E(z)
is a methyltransferase, capable of methylation of histone H3 at lysine 27
(H3K27me) [52–55]. Su(z)12 is necessary for functional PRC2 complex
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Figure 1.3: The conserved Polycomb Repressive Complex 2 (PRC2). Comparison of PRC2 from
Drosophila, vertebrates and Arabidopsis. Core nucleosome particles made up of histone octamers
are depicted as beads on a DNA string. Yellow hexagons represent H3K27me3. Each PRC2 complex
binds to chromatin and methylates histone H3 at Lys-27. Table showing the various homologues of
the Drosophila PRC2 components in Arabidopsis.

formation and chromatin targeting [56, 57]. Esc contributes to high
affinity binding of PRC2 to histones [58, 59] and specifically recognises
H3K27me2 andH3K27me3, leading to allosteric activation of E(z) [60].
Nurf55 makes contacts with histones and Su(z)12, and appears to play
a role in sensing the chromatin state of potential target genes [61, 62].
Vertebrate andArabidopsis equivalents of theseDrosophila proteins are
shown in Fig. 1.3.

The conserved role of PRC2 is to maintain repression of its target
genes. However, the mechanism by which PRC2 acts to maintain tran-
scriptional repression is not well understood. When repressed, Poly-
comb target genes are associated with high levels of H3K27me2/3 and
low levels of histone acetylation. It is generally believed that Polycomb-
repressed chromatin adopts amore compact structure whichmay act to
prevent binding of specific transcription factors or the general transcrip-
tionmachinery [63]. H3K27me is associated with gene repression in all
eukaryotes containing PRC2, and catalytic activity of E(z) is required
for PRC2 function. However, until recently, it remained elusive as to
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whether H3K27-methylation was actually required for gene repression
by PRC2. To address this problem, all gene copies encoding histone
H3 in Drosophila were replaced with histones containing a lysine-27
to arginine mutation [64]. This caused de-repression of Polycomb tar-
get genes, reproducing the phenotype of a PcG mutant. This finding
confirms that H3K27 is the relevant physiological substrate of E(z) for
Polycomb silencing.

PolycombRepressiveComplex 1. In addition to PRC2, other proteins
in the Polycomb group (PcG) form a distinct complex known as Poly-
comb Repressive Complex 1 (PRC1) (reviewed in [24, 65]). PRC1 and
PRC2 generally occupy common targets across mammalian and Dro-
sophila genomes. PRC1 is able to catalyse mono-ubiquitination of his-
tone H2A lysine 119 (H2Aub1) [66, 67], and also compact chromatin
in vitro [68] and in vivo [69]. However, unlike PRC2, the enzymatic
activity of PRC1 seems to be dispensible for its in vivo function [69,
70]. PRC1 contains chromodomain-containing protein Polycomb (Pc),
which is believed to recogniseH3K27me3 andmediate targeting of PRC1
to repressed PRC2 target genes [71, 72]. However, more recently it has
been shown that PRC1 does not act entirely downstream of PRC2, and
can even recruit PRC2 [73].

Until recently, PRC1 was thought to be absent in Arabidopsis. This
was because initial bioinformatic analyses found no obvious subunit ho-
mologs [74] and also because H2Aub1 could not be detected by mass
spectrometry [75]. However, subsequent database searches uncovered
putative structural homologues for several PRC1 subunits [76] and mu-
tants for these proteins were shown to have developmental defects [77].
Moreover, in vitro H2A ubiquitination activity was demonstrated for
these factors [78]. It is important to note, however, that physical inter-
actions between putative plant PRC1 components have not been con-
firmed in vivo [77–79], so the existence of a PRC1 ‘complex’ in plants
remains controversial.
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Molecular events at the FLC locus in vernalisation. There are multi-
ple homologues for some PRC2 subunits in Arabidopsis (Fig. 1.3). The
specific PRC2 complex located at FLC, which is important for the ver-
nalisation response, is comprised of core PRC2 components FIE, VRN2,
MSI1 and SWN or CLF as well as plant homeodomain (PHD) proteins
VRN5, VIN3 and VEL1 [47–49, 80, 81]. Before cold exposure, when
FLC is highly expressed, H3K27me3 levels at FLC are low. During cold,
expression of VIN3 is induced and quantitatively accumulates during
longer cold, resulting in formation of a protein complex immediately
downstream of the transcription start site of FLC —the so-called nucle-
ation region (Fig. 1.2B). VIN3, VRN5 and VEL1 all contain PHD do-
mains, so this PRC2 complex is designated PHD-PRC2. PHD-PRC2 re-
sults in deposition of H3K27me2/3 within the nucleation region. After
cold, this ‘nucleated’ H3K27me3 can spread outwards to cover the en-
tire FLC gene body [49, 82, 83]. ‘Spreading’ is hypothesized to be impor-
tant for stable silencing in warm conditions following cold [83]. Other
events at the FLC during the cold include up-regulation of the FLC anti-
sense transcripts, named COOLAIR [84]. The role of COOLAIR in ver-
nalisation is currently unclear. However, transgenic FLC lines with re-
duced COOLAIR expression show a slower reduction in FLC transcrip-
tion during the cold [85].

PRC2 can bind to, and is activated by, H3K27me2/3 - the same hi-
stone mark that it deposits [60]. This suggests a locally-acting positive
feedbackmechanism, which could act tomaintain highH3K27me3 lev-
els at FLC after vernalisation. This is reminiscent of themodel proposed
earlier for cis memory based on post-translational modifications of his-
tones (Fig. 1.1C, p. 19). That is, the H3K27me3 which covers FLC after
vernalisation, could act to recruit PHD-PRC2 to reinforce the H3K27-
methylation status of nearby histones. In this way, H3K27me3 could
instruct its own maintenance and mitotic inheritance. Mathematical
modelling based on this hypothesis showed that the observed H3K27-
me3 levels at FLC were consistent with this hypothesis [83]. To quanti-



memory of cold exposure in arabidopsis 29

Activating complexes
(e.g. SDG8, Trithorax, HATs)

RNA Pol II

FLC

Repressive complexes
(e.g. PHD-PRC2,
LHP1, HDACs)

FLC

FLC

FLC

Before cold

After cold

COOLAIR

RNA Pol II

COOLAIR

COOLAIR

COOLAIR

Histone acetylation

H3K36me3
H3K27me3

H3K4me3

Nucleation region

During cold

Figure 1.4: Molecular events at FLC during vernalisation. Before cold, FLC chromatin is associ-
ated with ‘active’ histone marks H3K4me3, H3K36me3 and acetylated histones. During cold, a PHD-
PRC2 complex containing VIN3 accumulates at the nucleation region, leading to local deposition of
H3K27me3 and depletion of H3K4me3, H3K36me3 and histone acetylation. After cold, H3K27me3
spreads out over the entire FLC gene body, concomitant with stable epigenetic repression. HAT = his-
tone acetyltransferase, HDAC = histone deacetylase.
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tatively fit the data, however, the model assumed that the population of
cells assayed was actually heterogeneous —with some cells having high
H3K27me3 at FLC (FLC silenced), and other cells having low H3K27-
me3 (FLC expressed). This prediction was validated experimentally by
examining expression of an FLC reporter in fixed root tissue after dif-
ferent lengths of cold [83]. Intriguingly, this suggested an answer to
the long-standing problem of how to maintain a quantitative epigenetic
memory of cold exposure. At the single-cell level, FLC expression may
actually be just ON or OFF, with the number of cells that repress FLC af-
ter cold depending quantitatively on the duration of prior cold. Viewed
in this way, each cell has a certain probability of switching from an FLC-
ON to an FLC-OFF expression state during cold, a state which is then
maintained and remembered through cell division after cold. Themath-
ematical model of histone modifications at FLC also suggested that the
‘nucleation’ of H3K27me3 that is observed during cold exposure could
actually drive the recruitment of PHD-PRC2 to the gene body after cold
exposure, through the H3K27me3-based positive feedback mechanism
outlined above [83]. Thus, ‘nucleation’ could cause ‘spreading’ of H3-
K27me3 to the gene body.

The current view of FLC regulation through vernalisation can there-
fore be summarised as a state-switching mechanism: FLC is initially
expressed highly in all cells, with cold stochastically inducing cells to
switch to the FLC-repressed state. FLC-ON and FLC-OFF cells are then
epigenetically maintained after cold [43]. This is referred to as ‘digi-
tal’ repression because the quantitative information about the length of
cold exposure is encoded digitally in the number of FLC-OFF cells.

Cell-autonomous FLC repression may be converted back to an ana-
logue flowering-induction signal at the level of a whole plant by floral
integrators regulated by FLC. For example, one of the genes directly re-
pressed by FLC is FLOWERINGLOCUST (FT) [37], which is expressed
in the phloem companion cells in the vasculature of the leaves. FT sub-
sequently moves from the leaves to the shoot apex to induce flower-
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ing [86]. Movement of FT and other factors throughout the plant may
act to average FLC expression between different parts of the plant and
thereby provide an indicator of ‘readiness-to-flower’ at the whole-plant
level.

1.3 Instructive versus responsive chromatin

Genetic andmolecular biology experiments performed so far are consis-
tentwith the hypothesis that a histone-modification based cis epigenetic
memory maintains FLC repression after prolonged cold. In this case,
the FLC chromatin state would instruct expression of the underlying
gene and the inherited H3K27-methylated histones would be the carri-
ers of epigenetic memory. However, all available data are also consis-
tent with an epigenetic memory stored in trans, provided that PRC2 is
required by regulatory trans-factors to achieve FLC repression. It other
words, it is not clear whether the local chromatin state determines gene
repression or instead if FLC repression is determined by the concen-
trations of diffusible regulatory factors, which act by recruiting PRC2
to FLC to achieve repression. In the former case, FLC chromatin would
be instructive, because the chromatin state instructs its own inheritance.
In the latter case, FLC chromatin would be responsive, since the regula-
tory trans-factors network stores the epigenetic memory and the chro-
matin simply responds to the trans-factor concentration by adopting
a particular configuration and expression level. A schematic contrast-
ing instructive and responsive chromatin is shown in Fig. 1.5. The key
difference between these two models is where the memory is stored.
Responsive chromatin (trans memory) acts as a intermediary, enabling
the trans-factors to achieve a certain gene expression state, whereas in-
structive chromatin (cis memory) actually stores epigenetic memory lo-
cally.

Experiments to distinguish cis and trans epigeneticmemory for FLC
regulation after vernalisation are presented in Chapter 2.
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Figure 1.5: Responsive versus instructive chromatin. Reponsive chromatin
responds to the epigenetic state specified by the concentration of a trans-acting
factor but may still be necessary to achieve correct gene expression. Instructive
chromatin instructs its own inheritance and determines the expression level of
the underlying gene.

1.3.1 Definitions of epigenetics

This lack of understanding regarding the identity of the epigeneticmem-
ory elements is not isolated to FLC regulation. It is currently unknown
whether any histone modification, in any organism, is the decisive fac-
tor that instructs inheritance of a gene expression state. This has led
to much debate regarding the use of the term epigenetic to describe hi-
stone modifications. Many researchers have argued that the term epi-
genetic should be reserved for those factors which have been proven
to transmit memory of an expression state [29–32]. Despite this ob-
jection, however, the term ‘epigenetic’ has almost become synonymous
with ‘chromatin modification’, and the term ‘epigenome’ has come to
describe genome-wide patterns of chromatin modifications. Therefore,
there are fundamental differences in what different people mean by
the term ‘epigenetic’. In an attempt to bring clarity, some eminent re-
searchers in the field suggested a new definition of epigenetics as the
study of “… heritable phenotype(s) resulting from changes in a chro-
mosome without alterations in the DNA sequence” [87]. They went
on to suggest that epigenetic ‘maintainers’ may include “DNA methyla-
tion, histone modifications, histone variants, nucleosome positioning,
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and others.” However, with the exception of DNA methylation in cer-
tain contexts [16], none of these processes have been shown to be capa-
ble of maintaining gene expression states. Furthermore, trans memory
(which has been shown in both natural [88] and synthetic [89] systems
to be sufficient for generating bistable gene expression states) is omitted
from this definition. Rather than clarify, this new definition therefore
brings yet more confusion.

In this thesis, the term epigenetic is used in relation to the mainte-
nance of gene expression states in non-dividing cells or throughmitotic
cell division in dividing cells. Post-translational modifications of his-
tones are referred to as histone modifications, and the term chromatin
modification refers, more generally, to covalent chemical modifications
of DNA, histones, or chromatin-associated proteins and RNA.

1.4 Mathematical models of histone-modification-based
memory

The first theoretical consideration of how epigenetic memory could be
stored in patterns of histone modifications was based on heterochro-
matic silencing of the mating-type locus in the fission yeast Schizosac-
charomyces pombe (S. pombe) [28]. In wild-type yeast, this locus is
found in the silenced state, but through genetic perturbation, a system
that exhibits bistability can be generated [90]. In a theoretical study,
Dodd et al. developed a highly-simplified model of chromatin to ex-
plore the conditions required for chromatin states to self-perpetuate. It
was assumed that histones could exist in three mutually exclusive states,
which were labelled M, U and A (methylated, unmodified, acetylated)
(M-U-A model) (Fig. 1.1C). Transitions between the M, U, and A states
are driven by histone-modifying enzymes, and the process of histone
turnover, in which histones are removed from DNA and replaced inde-
pendently of DNA replication [19]. The model hypothesized positive
feedback, so that the M and A modifications could each recruit modi-
fications of the same type to other histones in the region, and mutual
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antagonism, so that thesemarks could also removemodifications of the
opposing type (Fig. 1.1C, p.19). Using stochastic Monte Carlo simula-
tions, this model was shown to be capable of generating bistability. That
is, the feedbacks in the model meant that a region of chromatin tended
to be predominantly covered in either A or M marks, but not both at
the same time.

To simulate the randompartitioning of nucleosomes betweendaugh-
ter chromosomes at DNA replicationd [25–27], Dodd et al. replaced
half of the nucleosomes (chosen randomly) with unmodified U nucleo-
somes, regardless of their modification state. The cis-acting feedbacks
allow both stable states to survive this perturbation because the inher-
itedMor A histones can effectively re-recruit moremodifications of the
same type and thereby restore the state. Thus, in the model, the modi-
fied histones act as the inherited epigenetic memory elements. Impor-
tantly, this model does not require a copying mechanism to be specifi-
cally recruited during DNA replication. The internal dynamics that ex-
ist throughout the cell cycle, together with the inherited histone marks
are sufficient to re-establish the chromatin state.

Three important theoretical results emerged from this model. First,
it was shown that larger systems (i.e. more histones) are more stable.
This is primarily because systems with few memory elements were un-
able to buffer the perturbation of DNA replication with high fidelity.
(For example, a system of 3 nucleosomes has a 1/23 = 1/8 probability
of losing all nucleosomes at each DNA replication). Second, it was
shown that the rate of transitions towards theMmark needs to increase
in a more-than-linear fashion with the number of M marks present
(and vice versa for the A mark). This can be achieved naturally in the
three state M-U-A model since A to M conversions require two consec-
utive transitions in the direction of M, so the rate is proportional to the
number of M marks squared. In other models without an intermedi-
ate U state, this can be achieved by adding explicit nonlinearity to the

dDescribed in Sec. 1.1. Illustrated in Fig. 1.1C.
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model feedbackse [94]. Third, the model required enzymes recruited
by histone modifications to act beyond nearest neighbours. This was
necessary to prevent ‘islands’ of one histone modification from invad-
ing a region of chromatin predominantly covered in the opposite state.
These so-called ‘long-range interactions’ were assumed to be mediated
through higher-order chromatin structure, which would allow nucleo-
somes physically distant along the chromatin fibre to be actually be in
close proximity.

There have been many subsequent theoretical studies of epigenetic
memory based on histonemodifications in different biological contexts.
Many of these have considered ‘two-state’ models [94–99]. In these
cases, it has been necessary to introduce nonlinearity explicitly some-
where in the model. Typically, this has been explained in a mechanistic
sense by multiple marks of the same type acting together to facilitate
the recruitment of a single histone modifying enzyme [98].

Where specific biological systems have been considered, the major-
ity of theoretical studies have focused on the heterochromatic regions
of either S. pombe [28, 100], Saccharomyces cerevisiae (S. cerevisiae) [94,
97, 98, 101–103], or mouse [104]. Only three studies have considered
Polycomb-dependent gene silencing [83, 105, 106], all for the case of
FLC.

This existing model of state-switching of FLC chromatin during ver-
nalisation [83] is used as a starting point for Chapter 3. This chapter
presents results of experiments that challenge the original model and
then turns back to modelling to understand the implications of these
results for our mechanistic understanding of FLC repression.

eNonlinearity is known to be necessary but not sufficient for bistability from studies of trans-regulatory
networks [12, 91–93]
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1.5 Interactions between transcription and chromatin in
cis memory

So far, the process of transcription has not been mechanistically inte-
grated into mathematical models of histone-modification-based epige-
netic memory. This may be because much of the literature has focused
on large regions of heterochromatin rather than the regulation of in-
dividual genes. Existing mathematical models typically contain an im-
plicit assumption that transcription levels are determined by chromatin
states.

How transcription and Polycomb silencing interact to specify chro-
matin states forms the basis of the second half of this thesis. Both the-
oretical and experimental approaches are used to address this question.
In Chapter 4, mathematical modelling is used to examine the hypoth-
esis that transcription acts to directly antagonise Polycomb silencing.
Taking an experimental approach, Chapter 5 then focuses on how inter-
actions between nascent RNA and chromatin-associated proteins con-
tribute to determining chromatin states.

1.5.1 Transcription as an opposing state to Polycomb silencing

Models such as those illustrated in Sec. 1.4 generally assume the exis-
tence of an ‘active’ histone modification that is mutually exclusive with
the histonemodification associatedwith repression. By analogywith re-
pression, these ‘A-marks’ are generally assumed to have their ownmech-
anism of positive feedback.

The Trithorax group of proteins (TrxG) are possible candidates for
the enzymatic complexes that deposit ‘A-marks’ at Polycombgroup (PcG)
target genes. These proteins have beenhistorically associatedwithmain-
tenance of active expression states at PcG target genes [24]. In fact, re-
gions of DNA recognised by PcG proteins in Drosophila, called Poly-
comb response elements, are often also recognised by TrxG proteins,
and are therefore also referred to as Trithorax response elements [24].
While mechanistic details regarding the antagonism of PRC2 by the
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TrxG-associated ‘A-marks’ are emerging [61, 62], a mechanism of pos-
itive feedback for such marks similar to the binding of H3K27me3 by
PRC2 (Fig. 1.3) [60, 107] has not been discovered. One possibility is
that the positive feedback mechanism for A-marks is actually mediated
through the process of transcription.

There are other reasons to suspect that the process of transcription it-
self can antagonise Polycomb silencing. In Drosophila andmammalian
systems,H3K27me can accumulate ‘by default’ at Polycomb target genes
as a result of their transcriptional repression [108–111]. Furthermore,
the processes of histone turnover and H3K27-demethylation, both of
which act in opposition to H3K27me3 accumulation, are known to be
linked to transcription [112–118].

For FLC, it is known that high H3K27me3 levels are associated with
low FLC expression in different mutant backgrounds and accessions
[119–123]. In vernalisation time-course experiments, transcription lev-
els at FLC are also anti-correlated with H3K27me3 levels (Fig. 1.6) [106,
123]. In addition, it has been shown that increasing transcription atFLC
using an artificial inducible promoter leads to loss of H3K27me3, and
conversely that reduction from a high transcription state leads to H3-
K27me3 accumulation [121]. Finally, FLC repression in early cold is
independent of VIN3 [84] —an important member of the PHD-PRC2
complex that accumulates at FLC during cold and which mediates de-
position ofH3K27me3-nucleation (Sec. 1.2.1). This suggests that down-
regulation of transcription may be a pre-requisite for establishment of
H3K27me3 at FLC during cold.

These results support the hypothesis that active transcription of FLC
is antagonistic to Polycomb silencing. The observation that antagonism
of Polycomb silencing by transcription exists in many species suggests
that this is a general feature of the Polycomb system. This hypothesis is
pursued in the theoretical models presented in Chapter 4.



38 introduction

0.00

0.05

0.10

0.15

0.20

NV
2W

T0
2W

T7
4W

T0
4W

T7
6W

T0
6W

T7
8W

T0
8W

T7

●

●

● ●

●●

● ●

●

0.00

0.05

0.10

0.15

0.20

0.0 0.5 1.0

Treatment

●

●

●

●

●

●

●

●

●

NV
2WT0
2WT7
4WT0
4WT7
6WT0
6WT7
8WT0
8WT7

N
as

ce
nt

 F
LC

A B

N
as

ce
nt

 F
LC

H3K27me3 (Nucleation)
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1.5.2 RNA as a modulator of chromatin states

Over the last decade, it has been appreciated that transcription is not
limited to protein coding genes [124–127]. In fact, it has been proposed
that initiation of transcription is often imprecise [128, 129] and may oc-
cur wherever chromatin is depleted of nucleosomes, or where nucleo-
somes are not tightly bound to DNA [130].

Genome-wide studies have led to the discovery of thousands of RNA
transcripts that do not encode for protein—so-called ‘non-coding RNA’
(ncRNA). LongncRNA(>200 bp) can be highly abundant andprocessed
similarly to protein-coding mRNA. The biological functions of these
transcripts aremostly unknownbut the concept of ncRNAs as contribut-
ing to the regulation of chromatin states is emerging from several iso-
lated cases (reviewed in [131]).

ncRNA are proposed to act in specifying chromatin states in cis (at
their site of transcription) [132, 133] and also in trans (independent of
where they are transcribed) [134, 135]. ncRNA may act to recruit [136,
137] or remove [138, 139] chromatin-associated proteins, or to act as
molecular scaffolds to facilitate protein complex formation [135, 140].
The discovery of thousands of highly-conserved non-coding transcripts
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in mammalian genomes [127] has led to much excitement about their
potential regulatory functions and implications for humandevelopment
and disease [141]. One outcome of this excitement is that many studies
in epigenetics have begun to consider how RNA influences the activity
of chromatin modifiers.

In particular, it was shown that the enzymatic subunit ofmammalian
PRC2, Ezh2, as well as an accessory component, JARID2, can interact
non-sequence-specifically with RNA in vitro, and both are associated
with thousands of RNAs in vivo [142–145]. RNA-binding by PRC2 in-
hibits its enzymatic activity [139, 144]. Thismay provide anothermech-
anism by which actively-transcribed genes are prevented from being si-
lenced by PRC2 [144].

It has also been reported in the fission yeast S. pombe and in mam-
mals, that proteins of the Heterochromatin Protein 1 (HP1) family are
able to bind RNA [146, 147]. These findings are especially relevant for
FLC regulation because the homologue of HP1 in Arabidopsis, called
LIKEHETROCHROMATIN PROTEIN 1 (LHP1) is required for main-
tenance of FLC repression after vernalisation [148]. Although LHP1 is
structurally related to members of the HP1 family, it is not found in
heterochromatin in Arabidopsis, but instead localises to silenced Poly-
comb target genes [149–151]. In contrast to classical HP1 proteins in
other organisms, which bind H3K9-methylated histones, LHP1 binds
histones methylated at H3K27. For this reason, LHP1 has been sug-
gested to play a role similar to PRC1-component Polycomb (Pc) in Dro-
sophila. However, the existence of a PRC1 ‘complex’ in plants remains
controversial (Sec. 1.2.1, p. 27). HP1 family proteins are characterised
by a chromodomainwhich recognisesmethylated histones and a related
chromoshadow domain involved in protein-protein interactions. These
two domains are separated by a flexible ‘hinge’ region, which is less well
conserved in both length and primary sequence.

In both the yeast and mammalian cases, the hinge region has been
implicated in RNA-binding [146, 147]. However, the reported biolog-
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ical roles of HP1 RNA-binding in the two systems differ. In human cells,
RNA-binding affected localisation ofHP1 to heterochromatin [146, 152],
while in S. pombe, RNA-binding did not affect HP1 localisation or hete-
rochromatin integrity but rather affected the ability of heterochromatin
to repress transcription [147].

LHP1 recognises H3K27me3; is localised to Polycomb target genes;
is required for maintenance of the repressed transcription state at FLC;
interacts with PRC2 [153]; and has the potential to bind RNA. This pro-
tein therefore sits at the interface between transcription and epigenetics
and therefore provides an opportunity to investigate how RNA-binding
of a chromatin-associated protein contributes to maintenance of a spe-
cific chromatin state.

Molecular phenotypes at the FLC locus in plants lacking LHP1 are
presented inChapter 3, andChapter 5 contains an investigation of LHP1
RNA-binding.

1.6 Patterns of cell growth and division in Arabidopsis

The biological system employed experimentally throughout this thesis
is the plant Arabidopsis thaliana. A basic introduction to Arabidopsis
development is therefore useful for understanding the requirements for
epigenetic memory to persist through cell division in a growing plant.

Arabidopsis is predominantly self-pollinated [154]. Embryos arise
from fertilised egg cells in seed pods known as siliques. Upon com-
pletion of embryogenesis, mature seed is formed and is released from
siliques [155]. Germination requires a combination of moisture, tem-
perature and light, resulting in outgrowth of vegetative tissues from the
seed.

Meristems are the origin of all post-embryonic cell lineages and con-
tain undifferentiated cells (Fig. 1.7). Both the shoot and root apical
meristems are specified in the embryo [39], and contain actively divid-
ing cells. These cell divisions replenish the meristem and also produce
cells that give rise to the non-meristematic tissues of the plant. Cells



patterns of cell growth and division in arabidopsis 41

Root cap
Epidermis

Columnella

Endodermis
Cortex

Pericycle

Procambium
and vasculature

Quiescent centre

Initial cells

El
on

ga
tio

n 
zo

ne
M

er
is

te
m

D
iff

er
en

tia
tio

n 
zo

neA B

Central zone
Peripheral zone

Rib meristem

Leaf primordium

Figure 1.7: Apical meristems in Arabidopsis. (A) Schematic illustration of a vegetative shoot apical
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dia. Adapted from [39]. (B) Schematic illustration of a root showing the distinct cell layers. Initial
cells in the root apical meristem are rapidly dividing and give rise to all other root cells through cell
division. Adapted from [39, 160].

that are displaced from the meristem undergo only a few cell divisions
before entering a non-canonical cell cycle in which DNA is replicated
without mitotic cell division [156, 157]. These cell cycles are known
as endocycles, and the phenomenon is called endoreduplication (or en-
doreplication). After several endocycles, cells cease DNA replication
and remain in a quiescent state [158]. Leaf and stem epidermal cells
typically endocycle only a few times before cell-cycle arrest and there-
fore contain 2-16 copies of each chromosome [159]. Nuclear DNA con-
tent in these tissues is correlated with cell size [159]. In contrast to en-
doreduplicated nuclei in differentiated cells, meristems contain diploid
cells.

Because plant cells do notmovewith respect to their neighbours and
cell division primarily occurs in meristems and developing primordia,
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the position of cells in an organ is related to their ‘age’ (time since last
division). ‘Older’ cells are displaced by ‘newer’ cells that arise through
cell divisions at the apex. Older cells differentiate into root or shoot
tissues as they become more distant from the apex [161]. Therefore,
the average age of of cells increases as a function of distance from the
apex [39].

1.6.1 Shoot organisation

The shoot apex comprises the apical meristem, the proximal meristem
in which leaf primordia form, and a subapical region known as the
rib meristem in which the shoot widens and primordia extend [162]
(Fig. 1.7A). Within the apical meristem, a population of initial cellsf in
the ‘central zone’ give rise to the cells in the ‘peripheral zone’, through
cell divisions [39]. These divisions also act to maintain the pool of un-
differentiated initial cells in the central zone. Peripheral zone cells go on
to generate leaf primordia and ultimately leaves. Therefore, the undif-
ferentiated apical meristem initial cells can be thought of as the source
of all leaf and stem tissue. Endoreduplication cycles commence as cells
are displaced from the meristem [163].

1.6.2 Root organisation

Similarly to the shoot meristem, a population of undifferentiated ini-
tial cells in the root meristem ultimately gives rise to all cells of the
root [160] (Fig. 1.7B). The centre of the root meristem is called the qui-
escent centre (QC), which contains several cells that have low mitotic
activity in mature roots [164]. Rapidly-dividing diploid initial cells sur-
round the QC on all sides. Lateral root cap and columnella cells are
derived from initials on the root tip side of the QC, whereas the epi-
dermis, cortex, and endodermis are derived from initials on the lateral
and non-root-tip side of theQC. Finally, the pericycle and procambium
cells that surround the central vasculature of the root are derived from

fInitial cells are analogous to stem cells in animals but the term ‘stem’ is avoided due to potential con-
fusion with cells of the plant stem.
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initial cells closer to the centre of the root [160] (Fig. 1.7B). With the
exception of the pericycle and procambium, cells in the root undergo
endoreduplication several cell divisions after being ‘born’ in the meris-
tem [39, 160].

Further away from the QC, cells lose their ability to divide, and sub-
sequently increase in length [165]. This is known as the elongation zone.
It is in this zone that endoreduplication begins [166]. Further still from
the stem cell niche is the differentiation zone, inwhich cells complete ac-
quisition of cell-type-specific characteristics. Daughters of initial cells
generate ‘files’ of cells that are clonally related [167]. These extend along
the longitudinal axis of the root.

1.7 Conventions and nomenclature

1.7.1 Genes, genotypes and alleles

This thesis follows the Arabidopsis convention for genetic nomencla-
ture. TakingVERNALIZATION1 for example, thewild-type gene name
is designated using upper case italics VERNALIZATION 1 (VRN1). In
contrast, a mutant allele and also plants and genotypes containing this
mutant allele are designated in lowercase, vrn1. Differentmutant alleles
of the same gene are designated by a number following the gene name,
i.e. vrn1-4. Unless otherwise specified, the genetic background inwhich
the original mutation was obtained is implicit in the numbering system.
For example the vrn1-4 allele is a mutation in VRN1 in the Columbia
Col-0 accession, whereas vrn1-1 is a mutation in the fca-1 background
(Landsberg erecta (Ler-0) accession). Where an allele is introgressed
into a different genetic background this is usually made explicit. One
example is the introgression of active FRIGIDA from Sf-2 into Col-0
to generate Col-0 FRISf-2. In this case, Col-0 FRISf-2 is so commonly
used that it is considered an accession in its own right and is therefore
non-italicised and abbreviated to Col-FRI.

RNA is designated using the gene name, therefore is also in upper
case italics (e.g. VRN1). Typically only abbreviated names are used to
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designate transcripts. In contrast, proteins are upper case but plain text
(e.g. VRN1).

Traditionally, genes in Arabidopsis have been named for their loss of
function phenotypes (e.g. CURLY LEAF (CLF), EARLY FLOWERING
IN SHORT DAYS (EFS), SHOOT MERISTEMLESS (STM)), however
since the advent of molecular biology, they have sometimes also been
named according to homology with proteins or domains with known
function in other systems (e.g. LIKEHETEROCHROMATIN PROTEIN
1 (LHP1), ARABIDOPSIS TRITHORAX-RELATED 7 (ATXR7)).

1.7.2 Transgenic plants

Transgenic plants are used throughout this thesis. By analogy with the
filial (F) generations F1, F2, etc., the generations of transgenic (T) plants
are denoted T1, T2, etc. Transgenic plants are generated by transform-
ing the flowers of a T0 plant [168]. The seed harvested from this gener-
ation gives rise to T1 plants. If transformation is successful, these con-
tain a hemizygous transgene insertion, analogous to the heterozygosity
of F1 plants. Normally, populations segregate for the transgene at the
T2 generation, and homozygous individuals can be further propagated
to give homozygous T3 populations, which are no longer segregating
for the transgene.

1.7.3 Histone modifications

Discussion of the role of histone modifications forms a major part of
this work. The Brno nomenclature for histone modifications [169] and
the phylogeny-based nomenclature for histone variants [170] will be
followed throughout the thesis. In this system, H3K4me3 represent his-
tone H3 lysine 4 tri-methylation while H2BK123ub1 represents histone
H2B lysine 123 mono-ubiquitination. In addition to the Brno system,
the suffix me (e.g. H3K27me) will be used to indicate general methyla-
tion without distinction between mono-, di- and tri-methylation.
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1.8 Outline of the thesis

Chapter 2 contains the results of experiments investigatingwhetherFLC
expression after vernalisation is maintained by a cis or trans epigenetic
memory system. It is shown that the epigeneticmemory is physically lo-
cated in the local chromatin environment of the FLC gene. This demon-
strates that a Polycomb target gene can store epigenetic memory in cis,
and supports the hypothesis that H3K27me3 could act as a heritable
determinant of gene expression. Following this chapter, detailed inves-
tigations of various aspects of the molecular mechanism underpinning
this cis memory are presented. In Chapter 3, mathematical modelling
of histone-modification-basedmemory is introduced. Modelling of the
FLC nucleation region leads to two qualitatively distinct models for the
chromatin dynamics in the nucleation region, each with experimen-
tally testable predictions. In Chapter 4, the focus shifts to the role of
transcription in the antagonism of Polycomb silencing. The mathemat-
ical formulation of a model of histone-modification-based epigenetic
memory incorporating transcription leads to a conceptual synthesis of
cis and trans epigenetic memory. Continuing the theme of interac-
tions between transcription and chromatin, Chapter 5 returns to exper-
imental studies, to examine interactions between LHP1 and RNA. After
showing that LHP1 can bind to RNA in vitro, targeted mutagenesis is
used to generate LHP1mutants that separate the RNA- andH3K27me3-
binding functions of this protein. This allows dissection of the role of
these two functions in vivo. Finally, a general discussion in Chapter 6
summarises these results in the context of the field of chromatin-based
epigenetics and contains an outlook for integrating the mathematical
models of the FLC nucleation region (Chapter 3) with the generalised
model of transcription and Polycomb silencing developed in Chapter 4.

Several pieces of experimental datawere obtained bymembers of the
Dean lab other thanmyself. This is acknowledged in each case when the
corresponding data is presented.
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Materials and methods are included at the end of each results chap-
ter (Chapters 2-5). Where a method is used again in a subsequent chap-
ter, a reference to the original description is included in the methods
section of that chapter. Primers and antibodies used are listed in Chap-
ter 7. Abbreviations and acronyms are defined where they are initially
used, and a comprehensive list is provided for reference on p. 241. Ara-
bidopsis gene numbers (Atxgxxxxx) are also provided with the list of
abbreviations.



2EPIGENETIC MEMORY OF FLC EXPRESSION
IS STORED IN CIS

FLC is repressed by prolonged cold exposure. This repression correlates
with changes in chromatin structure at the FLC locus. In this chapter,
it is shown that local changes to chromatin determine FLC expression
after cold. Furthermore, it is the chromatin state that determines its
own inheritance through mitotic cell divisions. Thus, the memory of
winter cold is a cis memory.

The chapter begins with a description of the development and val-
idation of a fluorescent reporter for FLC expression, FLC-Venus. This
is used to examine FLC expression at the level of single cells in living
plant tissue after different lengths of cold exposure. These experiments
provide confirmation of the hypothesis that FLC expression states are
bistable and mitotically inherited. The FLC-Venus reporter paves the
way for the development of a secondfluorescent reporter, FLC-mCherry,
which can be distinguished from FLC-Venus by confocal microscopy.
These distinguishable reporters are then combined in the same plants
and used to show that the key inherited epigenetic memory elements
that determine FLC expression are physically associated with the FLC
gene itself.

2.1 Development of a fluorescent reporter for FLC
expression

2.1.1 Design of transgenic FLC constructs

The key DNA sequence elements necessary for cold-induced FLC re-
pression are believed to reside at the 5′ end of intron 1 [122, 171]. How-
ever, there is also evidence for other important regulatory sequences
further downstreamwithin intron 1 [172], and the antisenseCOOLAIR
promoter occupies the region immediately downstreamof theFLC poly-
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Figure 2.1: Schematic of FLC genomic DNA used to generate FLC reporters. Exons are represented
by black boxes. Transgenes extend from 3.4 kb upstream to 8.6 kb downstream of the FLC transcrip-
tion start site. Neighbouring genes are depicted in grey. In ease case, the fusion protein is inserted
into exon 6.

adenylation site [84]. Previous work in the lab focused on developing
both N- and C-terminal translational FLC fusion constructs with en-
hanced green fluorescent protein (eGFP). These attempts failed due to
excessive transgene silencing or mis-regulation of the expressed fusion
producta. This may be because the 5′ and 3′ regions of FLC contain im-
portant regulatory sequences, or unusual nucleic acid structures [173]
that were disrupted in these transgenic constructs.

Prior to these attempts with N- and C-terminal FLC fusions, FLC-
GUS [48] and FLC-LUCIFERASE (FLC-LUC) [174] reporters had been
successfully constructed in the lab and both showed similar regulation
in response to cold as endogenous FLC. These constructs used an inter-
nal NheI restriction site in FLC exon 6 to insert the coding sequence of
the reporter (Fig. 2.1). When transformed into a flcmutant background,
these constructs express a fusion protein that is not functional in delay-
ing flowering, but nonetheless shows wild-type regulation [48, 174]. In
fact, FLC-LUC was successfully used for genetic screens that identified
several key FLC regulators [174].

Inspired by the success of these constructs, FLC-Venus was gener-
ated using a similar cloning strategy (Sec. 2.5.4). Venus is a fast-maturing
yellow GFP-variant with a reported brightness 50% higher than eGFP

aJie Song, personal communication.
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Figure 2.2: FLC-Venus expression in non-vernalised plants. FLC-Venus channel (yellow) is a maxi-
mum intensity projection over 2-3 z-planes. Propidium iodide (red) was used to stain the cell wall; a
single z-plane corresponding to the centre of the projection was overlaid on the FLC-Venus image. 3
roots are shown for each of two independent FLC-Venus lines. Scale bars, 50 μm

[175]. Other than brightness, this fluorophore was chosen based on
anecdotal evidence that it performs well in Arabidopsis tissuesb. The
Venus coding sequence was cloned by PCR and inserted into exon 6
(Sec. 2.5.4). This construct was transformed into an flc mutant back-
ground known as flc-2, which is early-flowering without vernalisation
due to lack of functional FLC [40] (Sec. 2.5.4).

2.1.2 Selection of transgenic lines.

More than 50 T1 transgenic plantsc were obtained. Surprisingly, the
flowering time of these plants varied from very early (like parental FRI
flc-2) to very late (like Col-FRI) (data not shown). This suggested that
the FLC-Venus construct was capable of delaying flowering and there-
fore that the FLC-Venus fusion protein was functional. This was un-
expected based on the previous lack of complementation observed for
FLC-GUS and FLC-LUC.

Preliminary experiments indicated that FLC-Venus could be visu-
alised in the roots of non-vernalised T2 FLC-Venus plants by confo-
cal microscopy (Fig. 2.2). FLC-Venus showed nuclear localisation and
reasonably uniform expression throughout the root. Visualisation was

bJie Song, personal communication.
cSee Sec. 1.7.2, p. 44 for a description of T1, T2, etc.
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more difficult in the leaves, due to increased autofluorescence, however
FLC-Venus was detected (data not shown).

It was observed by microscopy that FLC-Venus intensity varied be-
tween different transgenic lines. Such variability between different lines
is typical for FLC transgenic plantsd. In other studies, this variability
has been overcome by using ‘pools’ of many different transgenic lines
to extract average results [85, 122, 176]. For the present study, one or
two individual lines which show regulation equivalent to endogenous
FLC are required. Since flowering time is quantitatively related to FLC
expression level in non-vernalised plants [40, 177], this provided a con-
venient assay with which to choose FLC-Venus lines showing a similar
expression level to endogenous FLC. Flowering time data was recorded
for T2 populations with and without vernalisation (Fig. 2.3A). In ad-
dition, a subset of lines were selected for measurement of transgene
expression level by reverse-transcriptase quantitative PCR (RT-qPCR)
(Fig. 2.3B,C).The following criteria were used to select FLC-Venus lines
for further analysis:

1. The ability to delay flowering similarly to Col-FRI, and to acceler-
ate flowering in response to cold. (Fig. 2.3A).

2. The consistency of flowering time results within a single-parent
population (Fig. 2.3A).

3. Similar expression level to endogenous FLC in Col-FRI (Fig. 2.3B)

4. Repression of FLC-Venus at the mRNA level (Fig. 2.3C).

Based on these criteria, three lines were selected for further analysis:
FLC-Venus 27, 33, and 45 (Fig. 2.3). Although these lines all showed
3:1 segregation for herbicide resistance in T2 populations (indicating
single-locus transgene insertion), it was later determined using a qPCR-
based copy number assay that only lines 27 and 33 contain a single copy

dC. Dean, J. Questa, P. Li, personal communication.
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Figure 2.3: Characterisation of FLC-Venus transgenic lines. (A) Flowering time for T2 FLC-Venus
plants compared to Col-FRI and parental FRI flc-2 plants. Transgenic plants were isolated from T2
populations using a selectable herbicide-resistance marker on plates before transfer to soil. Vernalised
plants were pre-grown for 1 week at 22°C and spent 4 weeks at 5°C. Glasshouse growth conditions
(Norwich, April-July 2013). (B) Unspliced FLC and (C) FLC-Venus expression relative to control
gene UBC for a selection of FLC-Venus lines (T2 generation), as quantified by RT-qPCR (Sec. 2.5.6).
4WT10 indicates samples were harvested 10 days after a 4-week cold treatment. cDNA samples pre-
pared without reverse-transcriptase are labelled ‘no RT’ and represent the low-level contamination
with genomic DNA. Red boxes/arrowheads represent lines selected for further experiments. Error
bars represent standard deviation of technical qPCR replicates (n = 3) from a single RNA sample.
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of FLC-Venus, while line 45 contains 3 copiese (Sec. 2.5.4). All results
presented hereafter are for the two single-copy lines, 27 and 33.

2.1.3 Validation of FLC-Venus function and regulation

Measurement of flowering time in controlled growth conditions was
performed for the selected transgenic lines, after obtaining populations
homozygous for FLC-Venus. Both lines showed similar flowering time
towild-typeCol-FRI plants before and after cold treatment (Fig. 2.4A,B).
To confirm that the FLC-Venus transgene was stably repressed in ver-
nalised plants, FLC-Venus expression in homozygousT3plantswas anal-
ysed after a 4- or 6-week cold treatment. Stable repression following
cold was observed, as was the quantitative dependence of expression
level on cold duration (Fig. 2.4C).

Venus signal was observed in the nuclei of FLC-Venus plants by con-
focal microscopy (Fig. 2.2). Because free Venus protein is not normally
nuclear-localised, this indicated that Venus was fused to FLC. To con-
firm that full-length FLC-Venus protein was expressed in these plants,
immunoprecipitation (IP)was performedwithGFP-trap beads and pro-
teins were visualised by immunoblot using an anti-GFP antibody (Fig.
2.4E,F). A specific band at the expected size (48.8kDa) indicated that
the fusion protein observed by microscopy was indeed full-length FLC-
Venus. Like FLC-Venus RNA, immunoblots indicated that FLC-Venus
protein showed stable epigenetic repression that depended on the dura-
tion of cold exposure (Fig. 2.4F).

GFP-trap pulldown samples were also analysed by mass spectrom-
etryf and several peptides from the FLC N-terminus were identified.
Among the interacting proteins identified by mass spectrometry was
SHORT VEGETATIVE PHASE (SVP), a previously reported interac-
tor of FLC [178]. Together with the rescue of the early-flowering flc-2
mutant phenotype (Fig. 2.4A,B), these results suggest that FLC-Venus

eqPCR-based copy number assay for the BASTA-resistance gene, bar, performed by iDNA genetics
fMass spectrometry performed by Gerhard Saalbach at the John Innes Centre proteomics facility.
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is able to assemble into the same repressor complex as endogenous FLC
and, in doing so, repress floral activators such as FT and SOC1 [178].

2.2 Vernalisation-induced FLC repression is
cell-autonomous and heritable

As discussed in Sec. 1.2.1, a previous study using an FLC-GUS reporter
indicated that FLC is not repressed in all cells after short cold expo-
sures [83]. In roots, the pattern of cells that express FLC-GUS after cold
differs between plants, indicating that cells stochastically switch to the
FLC-OFF expression state during cold and remain in this state after cold.
It was also previously observed that longer cold treatments are capable
of switching FLC off in all cells [83]. This suggests that the number of
FLC-OFF cells after cold depends quantitatively on the length of cold
exposure [83]. The GUS staining system has several drawbacks: Quan-
tification is difficult, samples are fixed, and not all parts of a tissue can
be effectively assayed. Consequently, these analyses were limited to a
small section of the upper root meristem, and conclusions regarding
the stability of FLC expression states and their heritability through mi-
totic cell division were not possible.

To obtain a more complete picture of FLC expression at the level of
individual cells, FLC-Venus plants were exposed to 2, 4, 6, 8, or 10weeks
of cold followed by 7 days further growth in warm conditions. In agree-
ment with the FLC-GUS results, it was observed by confocal imaging of
FLC-Venus in root meristems that the number of cells expressing FLC
appeared to decrease with the length of cold exposure (Fig. 2.5, 2.6, 2.7).
To quantitatively characterize the FLC-Venus expression status in indi-
vidual cells after different durations of cold, an automated image analy-
sis procedure was developed to calculate themean FLC-Venus intensity
inside each cellg (Sec. 2.5.10). As suggested by individual images, anal-
ysis of 63 roots (9870 reconstructed cells) revealed that the number of
cells expressing FLC-Venus decreased quantitatively with the duration

gImage analysis algorithm developed by Matthew Hartley and Tjelvar Olsson.
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Figure 2.5: FLC-Venus expression states are mitotically inherited. (A) Schematic of an Arabidopsis
root meristem showing how repeated anticlinal cell divisions give rise to clonal cell files along the axis
of growth. (B) FLC-Venus (yellow) in root meristems of plants exposed to 2, 4, 6, 8, or 10 weeks cold
followed by 7 days of warm conditions. Plants were imaged 7 days after return to warm. FLC-Venus
channel is a maximum intensity projection over 2-3 z-planes. Propidium iodide (red) was used to
stain the cell wall; a single z-plane corresponding to the centre of the projection was overlaid on the
FLC-Venus image. Scale bars, 50 μm. Further imaging details in Sec. 2.5.10.

of cold exposure (Fig. 2.8). Importantly, FLC-Venus expression was bi-
modal after 6 or 8 weeks of cold, and almost all cells were silenced after
10 weeks of cold (Fig. 2.8).

Roots provide an excellent system for studying heritability of epige-
netic states because cell lineages are visible as continuous files of cells
that arise from repeated anticlinal divisions along the longitudinal axis
of the growing root [164] (Fig. 2.5A). In warm conditions, stem cells at
the root tip divide approximately once every two days, while for other
meristematic cells this occurs approximately once per day [179]. Each
cell undergoes several divisions before reaching the elongation zone
whereupon cell division no longer takes place and cells begin endoredu-
plicationh. Therefore, 7 days after plants are transferred from cold, a
single cell in the stem cell niche will have given rise to a lineage that en-
compasses a long file of cells in the root meristem (Fig. 2.5A), thereby

hSee Sec. 1.6.2 for an introduction to Arabidopsis root growth and cellular organisation.
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Figure 2.6: Confocal microscopy reveals long-term heritability of FLC-Venus expression states.
FLC-Venus (yellow) in root meristems of plants exposed to 2, 4, or 6 weeks cold. (8 and 10 weeks
shown in Fig. 2.7). For each treatment, 3 roots are shown for each of two independent FLC-Venus
lines. Imaging details in Fig. 2.5 caption and Sec. 2.5.10. Scale bars, 50 μm.
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Figure 2.7: Confocal microscopy reveals long-term heritability of FLC-Venus expression states.
FLC-Venus (yellow) in root meristems of plants exposed to 8, or 10 weeks cold. (2, 4 and 6 weeks
shown in Fig 2.6). For each treatment, 3 roots are shown for each of two independent FLC-Venus
lines. Imaging details in Fig. 2.5 caption and Sec. 2.5.10. Scale bars, 50 µm.

allowing a direct assay of the mitotic stability of the epigenetic state in
planta. Furthermore, FLC expression in roots is quantitatively related to
the length of prior cold exposure at the cell population level (Fig. 2.8B)
and therefore provides a representative tissue to study FLC regulation
after vernalisation. Strikingly, images of FLC-Venus taken 7 days af-
ter cold exposure showed long files of cells in the same expression state
(Fig. 2.5B, 2.6, 2.7), demonstrating the long-termmitotic stability of the
active and repressed transcriptional states. Such files make it implausi-
ble that the observed expression levels in single cells are the result of
bursts of transcription. Instead, files indicate heritability of FLC expres-
sion states.
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Figure 2.8: Quantification of FLC-Venus. (A) Histograms of mean FLC-Venus
intensity in individual cells quantified from microscopy data for FLC-Venus
transgenic lines 27 and 33. Each panel summarizes data from confocal z-stacks
for 8-12 roots (1372-2067 cells). Quantitative image analysis is described in
Sec. 2.5.10 (p. 80). (B) Unspliced FLC-Venus RNA in roots and shoots measured
by qRT-PCR for non-vernalised (NV) plants or after 2, 4, 6, 8 or 10 weeks of
cold followed by 7 days of warm. Data shown are mean ± s.e.m. for at least 2
biological replicates for each of 2 independent transgenic lines (n≥ 4).

2.3 Epigenetic memory is stored in cis

As discussed in Sec. 1.3, epigenetic memory can be stored in concentra-
tions of diffusible factors (trans memory), or may also be stored in the
local chromatin environment of the regulated gene, perhaps in patterns
of histone modifications. Images of FLC-Venus expression patterns in
partially-vernalised roots demonstrate that FLC expression states are
bistable and heritable, but do not address whether epigenetic memory
is stored in cis or trans. This section describes experiments to distin-
guish between these two possibilities.

Trans-acting factors identified from forward genetic screens for loss
of FLC repression, such as VRN1, VRN2 and VRN5 show equal expres-
sion before and after cold exposure [45–47]. This suggests that none
of these factors act in a bistable trans-regulatory network to regulate
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FLC expression. However, genetic screens cannot exclude all possible
factors because neither essential genes nor networks with multiple lay-
ers of redundancy can be accessed. It is therefore impossible to rule
out trans memory using forward genetics. The requirement for PHD-
PRC2 in epigenetic memory [45, 47, 49, 80, 81] is also not proof that
chromatin actually stores epigenetic memory - a trans memory system
may simply require PHD-PRC2 to cause gene repression (see ‘respon-
sive chromatin’, Fig. 1.5, p. 32).

2.3.1 Preliminary evidence for cis memory

A common feature of transmemory systems is that the target gene prod-
uct feeds back into the regulatory network, providing information about
its expression state [12, 88]. For this reason it is interesting to consider
whether FLC expression depends on FLC protein levels.

FLC is semi-dominant. Early genetic studies indicated that the FLC
gene acts in a semi-dominantmanner to delay flowering [40, 177]. That
is, plants that are heterozygous for FLC show flowering time intermedi-
ate to that of early-flowering flc mutants and late-flowering wild-type
plants. It is also known that flowering time in non-vernalising condi-
tions is quantitatively related to the level of FLC expression [40, 177,
180–184]. In the context of cis and trans memory, semi-dominance of
FLC suggests that expression of FLC in plants containing one functional
FLC copy is lower than in plants containing two copies. Therefore, a
single functional FLC copy does not increase its expression to compen-
sate for the loss of the other copy in heterozygous plants. This argues
against a trans-acting feedback loop that maintains FLC expression in
non-vernalising conditions.

FLCprotein is not required for stable repression of FLC transcription.
To further investigate whether FLC repression during vernalisation in-
volves trans-regulation from FLC protein, the flc-3 mutation was used.
flc-3 contains a 104 bp deletion in FLC exon 1, resulting in removal of
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the annotated start codon [36]. FRI flc-3 plants are very early flowering,
consistent with absence of functional FLC protein [36]. FLC expression
was analysed by RT-qPCR in FRI flc-3 before and after a 6-week cold
treatment. While FLC mRNA levels were ~10-fold lower in flc-3 than
in Col-FRI at all time points, unspliced FLC RNA levels were similar
between the mutant and wild-type (Fig. 2.9A,B). Unspliced FLC RNA
has previously been used to quantify FLC transcription [85, 121, 184–
188]. These results indicate that levels of transcription at FLC are simi-
lar in Col-FRI and FRI flc-3, despite the partial exon 1 deletion in flc-3.
Reduced mRNA stability for FLC RNA in flc-3 could explain the fail-
ure to accumulate FLC mRNA. This may be due to mRNA surveillance
mechanisms, such as nonsense-mediated decay, degrading the FLCflc-3

transcript, which lacks an ATG. Despite the lack of functional FLC in
flc-3, stable silencing of FLC transcription was observed for 7 days after
a 6-week cold treatment (Fig. 2.9B).

To confirm that chromatin changes associated with vernalisation are
unperturbed in theflc-3mutant, H3K27me3 levelswere assayed by chro-
matin immunoprecipitation followed by qPCR (ChIP-qPCR). Consis-
tent with expression analysis, FLC chromatin in flc-3 showed nucleation
of H3K27me3 during cold exposure and subsequent spreading to cover
the locus, similar to wild-type (Fig. 2.9C).

H3K36me3 is commonly associated with actively transcribed genes
in higher eukaryotes and shows a progressive decrease in the nucleation
region during vernalisation in Col-FRI [123]. Consistent with unper-
turbed repression of FLC transcription in flc-3, it was also observed that
H3K36me3 was progressively lost from FLC during and after vernalisa-
tion (Fig. 2.9C).

Together, these data indicate that epigenetic silencing of FLC does
not require functional FLC protein. This argues against a trans regula-
tory feedback that involves FLC protein as part of the FLC repression
mechanism after cold.
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Figure 2.9: FLC expression and chromatin in flc-3. (A) Spliced FLC and (B)
Unspliced FLC levels relative to UBC in FRI flc-3 or wild-type Col-FRI plants,
as measured by RT-qPCR. Plants were either non-vernalised (NV), harvested
immediately after 6 weeks of cold treatment (6WT0), or grown for a further 7
days in warm conditions after cold (6WT7). Error bars represent standard er-
ror between biological samples (n = 3). (C) H3K27me3 and H3K36me3 ChIP
during the same vernalisation experiment. H3K27me3 is normalised to the
control gene STM, while H3K36me3 is normalised to the control gene ACTIN
(Sec. 2.5.9). Note that H3K27me3 ChIP failed for the non-vernalised Col-FRI
sample.
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FLCCol-0 but not FLCLov-1 alleles stably silence in Lov-1. If FLC tran-
scription states are defined by concentrations of diffusible factors (trans
memory), then all copies of FLC within a cell should be in the same
transcription state over long time scales. On the other hand, if FLC
chromatin states instruct their own inheritance (cis memory), then it
may be possible for different copies of FLC within a cell to exist in dif-
ferent heritable transcriptional states (Sec. 1.3). Indeed, observation of
differential expression of two copies of a gene in the same cell is the
primary evidence that memory is stored in cis for the case of genomic
imprinting [6].

To search for evidence of this ‘mixed’ (FLC-ON / FLC-OFF) tran-
scriptional state, the Arabidopsis accession Lov-1 was used. In Lov-1,
FLC is repressed by cold exposure, however unlike the reference acces-
sion Col-0, Lov-1 shows slow, partial reactivation of FLC expression
between 10 and 30 days after cold [189]. To determine if the Col-0 and
Lov-1 FLC alleles would be differentially regulated in the same plants,
a Col-0 FLC-GUS transgene (FLCCol-GUS) was transformed into Lov-1
and Col-FRIi.

As discussed above, a trans memory system common to Lov-1 and
Col-0 FLC would result in expression of FLCCol-GUS in all cells that ex-
press Lov-1 FLC because chromatin would be purely responsive to the
concentration of the diffusible regulatory factors. In Col-FRI, it was ob-
served that endogenous FLC and the FLCCol-GUS transgene were both
similarly repressed after a 10-week cold treatment. However, in the Lov-
1 background, endogenous FLCLov-1 reactivated significantly faster than
FLCCol-GUS (Fig. 2.10, p < 10−14)j.

The reactivation of Lov-1 FLC likely reflects individual cells revert-
ing from an FLC-OFF to an FLC-ON state after cold exposure. The dif-
ference in reactivation rates between the two alleles therefore suggests
that FLCCol-GUS can remain repressed in the same cells as the endoge-

iTransgenic plants generated by Amy Strange for a previous unpublished study.
jRates of reactivation were obtained by linear regression of log-transformed expression data between

10 and 30 days after cold. These rates were compared using a two-tailed t-test with unpooled variance
estimates.
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Figure 2.10: FLCCol-GUS and endogenous FLC levels after vernalisation. Spliced mRNA levels of
endogenous FLC and an FLCCol-GUS transgene measured by RT-qPCR in transformed and untrans-
formed Col-FRI and Lov-1 plants after a 10-week cold treatment. To normalize for differences in
mRNA produced per locus and possible differences in mRNA stability between the endogenous lo-
cus and the FLCCol-GUS transgene, expression data were normalized to non-vernalised levels. Data
shown are mean ± s.e.m. for 3 biological replicates. For Lov-1 transformed with FLCCol-GUS, data
shown is further averaged over the 3 independent transgenic lines analysed (n = 9).

nous Lov-1 FLC allele is activated. That is, FLCLov in Lov-1 can switch
from OFF to ON after cold exposure, while FLCCol-GUS remains OFF
in the same cell. This suggests that ‘mixed’ (FLC-ON / FLC-OFF) ex-
pression states can exist for cases in which there are polymorphisms
between the two FLC alleles.

2.3.2 Dual reporter assay to distinguish cis and trans memory

Results presented so far suggest that FLC protein is not part of a trans-
feedback mechanism that regulates its own expression. Furthermore, it
was shown that one copy of FLC can remain in a repressed state while
another copy in the same cell is expressed —when sequence polymor-
phisms exist between the two copies. However, at this stage it cannot be
excluded that FLC repression is maintained by a bistable trans memory
that acts independently on Col-0 and Lov-1 FLC, as these alleles differ
in several sequence polymorphisms [122].

The ideal experiment would be to show that two identical copies of
FLC in the same cell can be in different, heritable expression states over
long periods of time. Confocal imaging of FLC-Venus lines after cold
exposure (Sec. 2.2) allows visualisation of mitotically inherited FLC ex-
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Figure 2.11: Characterisation of FLC-mCherry and FLC-CFP lines. Flowering time for T2 FLC-
mCherry or FLC-CFP plants compared to Col-FRI and parental FRI flc-2, either non-vernalised (NV)
or after a 5-week cold treatment (Sec. 2.5.2). Transgenic plants were isolated from T2 populations us-
ing a selectable herbicide-resistance marker on plates before transfer to soil. Vernalised plants were
pre-grown for 1 week at 22°C and spent 5 weeks at 5°C before being returned to 22°C. Single-copy
FLC-mCherry line 11 used for subsequent studies is highlighted with red box.

pression states at the single-cell level. To extend this assay to allow two
copies of FLC in the same cells to be distinguished, a second fluores-
cent reporter for FLC expression was developed. The two reporters dif-
fer only in their fluorophore sequence and therefore this experiment
approaches the ideal case.

Development ofFLC-mCherry andFLC-CFP. FLC-mCherry andFLC-
CFP lines were developed using an identical strategy to that used for
FLC-Venus. Like FLC-Venus, both of these fusion proteins rescued the
early-flowering phenotype of parental FRI flc-2 plants (Fig. 2.11). FLC-
CFP was not visible by confocal microscopy (data not shown) and no
further experiments were performed with these lines. FLC-mCherry
showed a similar pattern of expression to FLC-Venus both in non-vern-
alised and vernalised plants (Fig. 2.12A-C). The flowering time of a
single-copy FLC-mCherry line agreed well with FLC-Venus and wild-
type Col-FRI plants (Fig. 2.12D).
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Figure 2.12: Validation of FLC-mCherry. (A) Confocal microscopy images of FLC-mCherry in roots
of non-vernalised plants or (B) in plants grown for 6 weeks at 5°C, followed by 7 days at 22°C. Images
are maximum intensity projections over 2-3 z-planes; a single z-plane corresponding to the centre
of the projection was used for bright field images. Files of cells not expressing FLC-mCherry are in-
dicated with white arrows. The cell wall stain propidium iodide is not compatible with the mCherry
fluorophore due to overlap of the excitation and emission spectra, and was therefore omitted. (C)
Higher magnification images showing adjacent files of ON and OFF cells for FLC-mCherry, 7 days
after a 5-week cold exposure. Scale bars, 50 μm. (D) Flowering time for FLC-mCherry compared to
parental FRI flc-2, wild-type Col-FRI and FLC-Venus (n = 12); vernalised plants were pre-grown for 1
week at 22°C and spent 4 weeks at 5°C before being returned to 22°C.
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2.3.3 Visualisation of ‘mixed’ expression states

FLC-mCherry and FLC-Venus plants were crossed to generate F1 hy-
brids carrying a single copy of each transgene. In a trans-based mem-
ory, the only possible heritable expression states of FLC-Venus/FLC-
mCherry are ON/ON and OFF/OFF, because epigenetic information is
stored as a diffusible signal (Fig. 2.13: trans memory). In a cis-based
memory, all four states ON/ON, ON/OFF, OFF/ON, and OFF/OFF are
possible because the information is stored at the locus itself (Fig. 2.13:
cis memory). As expected, non-vernalised (NV) roots showed uniform
ON/ONexpression of both transgenes in all cells (Figs. 2.14). To stochas-
tically induce repression of the two FLC transgenes, F1 plants were ex-
posed to 4 to 6 weeks of cold followed by 7 days growth in warm. Strik-
ingly, this cold treatment generated long files of cells in which one FLC
reporter was stably repressed, while the other remained stably activated
(Figs. 2.14, 2.15). In fact, long-term mitotic stability of all four possible
combinations: FLC-Venus/FLC-mCherryON/ON,ON/OFF, OFF/ON,
and OFF/OFF, was observed. Inheritance of the ‘mixed’ ON/OFF and
OFF/ON states directly contradicts trans memory and instead provides
direct evidence of a cis-encoded epigenetic state at FLC.

The FLC-Venus and FLC-mCherry transgenes in these double-hemi-
zygous F1 plants are not in the same genomic location. However, like
endogenous FLC, the reporters are actively expressed throughout devel-
opment in warm conditions and epigenetically repressed specifically in
response to prolonged cold. Epigenetic repression, therefore, depends
on cold exposure and the FLC-specific sequences within the transgenes
rather than the genomic location. Furthermore, since similar numbers
of cells were observed in the FLC-Venus/FLC-mCherry ON/OFF and
OFF/ON expression states, it is unlikely that differences in genomic lo-
cation or fluorophore sequence between the transgenes causes one of
the copies to be preferentially repressed over the other.
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Figure 2.13: Distinguishing cis and trans memory. In a trans memory system, the two copies of FLC
are coordinately regulated and only two mitotically heritable states are possible (FLC-Venus/FLC-
mCherry ON/ON, OFF/OFF). In a cis memory system, the two copies of FLC can be maintained
in alternative expression states, so four mitotically heritable states are possible (FLC-Venus/FLC-
mCherry ON/ON, ON/OFF, OFF/ON, OFF/OFF).

2.4 Summary

Prolonged cold exposure induces a cell-autonomous switch in FLC ex-
pression from an ON to an OFF state. It was shown that these FLC
expression states are then mitotically inherited through many cell divi-
sions in growing plants (Sec. 2.2). The semi-dominant nature of FLC
and the flc-3 mutant, which disrupts FLC protein but not transcrip-
tion, suggests that FLC does not feedback to regulate its own expres-
sion (Sec. 2.3.1). This argues against a trans-regulatory mechanism in-
volving FLC protein. A Col-0 FLC allele can remain repressed in Lov-1
plants, while the endogenous Lov-1 FLC allele reactivates (Sec. 2.3.1).
This suggests that the repressed chromatin state at FLC can be main-
tained at one but not both of these alleles in cis. Finally, an assay to vi-
sualise the expression state of two copies of FLC in vivo was developed.
This allowed direct observation of cells containing an active FLC copy
and a repressed FLC copy, without differences in regulatory sequence.
These ‘mixed’ expression states were mitotically inherited (Sec. 2.3.3).
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Figure 2.14: ‘Mixed’ transcriptional states are mitotically inherited. (A) Non-vernalised roots of
FLC-mCherry × FLC-Venus F1 plants show uniform expression of FLC-Venus and FLC-mCherry in
all nuclei. (B) After vernalisation, such plants can epigenetically repress a single gene copy while the
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Figure 2.15: Confocal images of vernalised FLC-Venus × FLC-mCherry F1 plants. Confocal micro-
scope images acquired simultaneously using dual excitation of FLC-Venus and FLC-mCherry. Images
are maximum intensity projections over 2-4 z-planes, further details are provided in Sec. 2.5.10. A
single bright-field image corresponding to the centre of the projection is also shown. Overlay con-
tains the FLC-Venus (yellow) and FLC-mCherry (red) channels only. Using the notation 4WT10
to indicate that plants were treated with 4 weeks of cold followed by 10 days of growth in warm, ver-
nalisation treatments are: (A) 4WT10, (B) 5WT10, (C) 5WT11, (D-H) 6WT7. Files of cells showing
mitotically heritable expression of the different combinations of FLC-Venus/FLC-mCherry are iden-
tified by white lines. The following notation is used to indicate files of cells in the various expression
states: Both expressed, vc; FLC-Venus only, v; FLC-mCherry only, c; both repressed, n. Scale bars, 50
μm.
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The molecular changes to the chromatin environment of FLC in-
duced by prolonged cold exposure are therefore sufficient to instruct
epigenetic inheritance of the repressed transcriptional state. Together
with the requirement for PRC2 in maintenance of the FLC-repressed
state [45, 48, 49], this supports the hypothesis that H3K27me acts as
a key component of this cis epigenetic memory. A discussion of the
broader implications of this result for the field of epigenetics is left until
Chapter 6.

Having demonstrated that cold-induced FLC-repression constitutes
a Polycomb-dependent cis epigenetic memory, the following chapters
focus on understanding the mechanistic basis of this memory.

2.5 Materials and methods

2.5.1 Plant growth conditions

For non-vernalising conditions, seeds were surface sterilized and sown
on Murashige and Skoog (MS) media plates (no glucose), stratified at
4°C for 2 days, and grown for 10-14 days in long-day conditions (16 h
light, 8 h darkness at 20°C). For vernalised plants, seeds were surface
sterilized and sown on MS media plates (no glucose), pre-grown for 7
days, and then transferred to 5°C under short-day conditions (8 h light,
16 h darkness) before being returned to long-day conditions (16 h light,
8 h darkness at 20°C).

Plants harvested 0 - 10 days after vernalisation were grown on plates.
Plants harvested > 10 days after vernalisation were transferred to soil
4-5 days after the end of 5°C treatment. For flowering time or extended
non-vernalising growth conditions, plants were transferred to soil after
10 days on plates. Plants on soil were grown under long-day conditions
(16 h light at 22°C, 8 h darkness at 20°C).

For confocal microscopy of roots, plants were grown almost verti-
cally onMSmedia plates supplementedwith 1% (w/v) sucrose and 0.5%
(w/v) Phytagel (Sigma-Aldrich, P8169).
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2.5.2 Flowering time

Flowering time was measured by counting days from sowing until bolt-
ing, defined as the time at which the primary floral meristem emerged
from the rosette to a height of 1 cm. Unless indicated otherwise, flow-
ering time does not include days spent in vernalising conditions.

2.5.3 Plant materials

Wild-type and flc mutants. Col-0 contains a non-functional allele of
FRIGIDA and therefore shows low FLC expression and early flowering.
The Columbia line FRI-Sf2 (Col-FRI) is Col-0 with an active FRIGIDA
allele introgressed from the San Feliu-2 (Sf-2) accession [40]. The flc-2
and flc-3mutants in Col-FRI were originally generated by fast-neutron
mutagenesis [36]. flc-3 is a 104-bp deletion in exon 1 which includes
the start codon. flc-2 is a larger chromosomal rearrangement, which
resulted in the deletion of the entire 5′ half of the FLC locus.

FLC-GUS in Lov-1. TheCol-0FLC-GUS translational fusion construct
was generated during an earlier work [48]. A schematic of the transgene
is shown in Fig. 2.1. FLC-GUS was transformed into Lov-1 for a previ-
ous study by Amy Strange. For the present study, 4 independent trans-
genic lines at the T3 generation were obtained from Amy’s seed stocks.
All T3 populations were found to be segregating for the transgene, so
resistant plants were propagated to the T4 generation. Non-segregating
T4 populations, each from a single parental plant, were used in the ex-
periments described in the present study.

FLC-Venus and FLC-mCherry. FLC-Venus and FLC-mCherry trans-
lational fusions were constructed for this study (Sec. 2.5.4, using a sim-
ilar strategy to the FLC-GUS construct [48]. A schematic of the FLC-
Venus transgene is shown inFig. 2.1. These constructswere transformed
into FRI flc-2 plants using Agrobacterium tumefaciens (A. tumefaciens)
(Sec. 2.5.4)). More than 50 lines were obtained for each construct.
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2.5.4 Cloning, transformation and selection of transgenic lines

Plasmid minipreps and midipreps were performed using reagents and
spin columns purchased from QIAGEN or Promega. Restriction en-
zymes were purchased from New England Biolabs (NEB) or Thermo
Scientific.

To generate FLC-Venus, FLC-CFP and FLC-mCherry plasmids, ei-
ther theVenus [175],CFP [190], ormCherry [191] coding sequence was
amplified by PCRusing primers with over-hangingNheI sites. PCRwas
performed with KOD Hot Start DNA Polymerase (Merck-Millipore).
NheI-digested PCR products were cloned into similarly digested pBlue-
script FLC15k usingT4DNA ligase (NEB). pBluescript FLC-Venus, FLC-
CFP and FLC-mCherry were confirmed by test digest and sequencing.
12.7 kb DNA fragments containing the genomic FLC fusions were then
transferred into pSLJ-755I6 [192] using SacI/XhoI digestion, gel extrac-
tion, and ligation, to generate the plant binary vectors pSLJ FLC-Venus,
pSLJ FLC-CFP and pSLJ FLC-mCherry.

Preparation of chemically competent E. coli. DH5α or TOP10 (Invit-
rogen) E. coli strains were used for cloning. The following protocol was
adapted from [193]. 10 mL Lysogeny broth (LB) was inoculated with
a single colony and incubated at 37°C for 6-8 hours, shaking at 200
rpm. This starter culture was then subcultured 1/50 into 250 mL LB
and grown for 16-20 hours at 22°C, shaking at 200 rpm. When OD600

reached 0.55, the flask was chilled on ice, and cells were collected by
centrifugation (2500 × g, 10 min, 4°C) using pre-cooled centrifuge and
pots. Cells were then resuspended by swirling in 80 mL ice-cold Inoue
buffer (10mM PIPES pH 6.7, 55 mM MnCl2, 15 mM CaCl2, 250 mM
KCl). Cells were again collected by centrifugation and resuspended as
before, this time in 20 mL buffer. After adding 1.5 mL DMSO and rest-
ing on ice for 10min, cells were aliquoted (50 µL) into pre-chilled tubes,
and flash-frozen on dry ice.

kGenerated for a previous study by Peijin Li.
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E. coli transformation (Heat-shock). Competent cells (50 µL) stored
at -80°C were thawed on ice for 30 min and 1-5 µL DNA was added.
Tubes were incubated on ice for 30 min, mixing periodically by flicking.
Tubes were then heat-shocked in a 42°C water bath for 30 seconds and
returned to ice to recover for 2 min. Room temperature LB (1 mL) was
added and tubeswere transferred to 37°C for 1 hour, shaking at 200 rpm.
Cells were collected by centrifugation (3000 × g, 5 min) and plated on
LB media plates containing antibiotics for selection of transformants.
Plates were incubated for 16-20 hours at 37°C and single colonies re-
streaked before preparing glycerol stocks and plasmids.

A. tumefaciens transformation (Triparental mating). To transfer the
>25kB pSLJ755i6-based plasmids from E. coli to A. tumefaciens, tripar-
ental mating was used [194]. Tetracycline-resistant DH5α strains car-
rying the desired pSLJ-based constructs were cultured in liquid LB me-
dia. The Kanamycin-resistant HB101 E. coli strain carrying the helper
plasmid pRK2013 [195] was also cultured in a separate tube. 0.2 mL
log-phase culture of both of these strains was then added to 0.8mL satu-
rated culture of A. tumefaciens strain GV2260 (C58 background) [195].
Bacteria were then mated by growing this mixture at 30°C on LB media
plates for 16 hours. A. tumefaciens carrying the pSLJ-based binary vec-
tor were selected on LB media plates containing 200 µg/mL Rifampicin
and 1 µg/mL Tetracycline. Transformants were re-streaked on fresh
plates and confirmed by colony PCR.

Arabidopsis transformation. The following transformation method
wasmodified from [168]. Single colonies fromAgrobacterium transfor-
mation or restreaked Agrobacterium glycerol stocks were used to inoc-
ulate 10 mL LB media containing 200 µg/mL Rifampicin and 1 µg/mL
Tetracycline. These cultures were incubated for 36-48 hours at 30°C,
shaking at 200 rpm. Starter cultures were then subcultured 1/40 into
200 mL LB with antibiotics and grown for a further 14-16 hours, shak-
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ing at 200 rpm. Cells were collected by centrifugation (3000 × g, 4°C, 15
min) and pellets rinsed briefly with 5% sucrose. Cells were then resus-
pended in 150 mL buffer containing 5% sucrose, 0.02% SILWET L-77
(De Sangosse Ltd.) Suspended cultures were transferred to trigger spray
bottles and sprayed directly onto Arabidopsis flowers. This process was
typically repeated 3 times at 4 day intervals during flowering. Once
dried, seeds were harvested and sown on soil for selection.

Selection of transgenic Arabidopsis. pSLJ755i6 [192] contains the bi-
alaphos resistance gene, bar from Streptomyces hygroscopicus [196]. bar
provides resistance to the herbicide Phosphinothricin (PPT), an inhibi-
tor of glutamine synthetase in plants [197]. The trade name of the herbi-
cide is Basta (Bayer). For selection of T1 transgenic plants, 0.25% (v/v)
Basta was applied to T1 seedlings 3 times at 4 day intervals between 7-
21 days after germination. For selection of T2 and T3 populations, PPT
was included in MS media plates at a concentration of 10 µg/mL.

Identification of single-copy transgenic lines. Lines containing sin-
gle copy transgene insertions were identified using a qPCR-based as-
say adapted for Arabidopsis from a previously described method [198].
This was performed by IDna Genetics. Primer and probe sequences are
listed in Sec. 7.2.

2.5.5 RNA extraction

Total RNA was prepared as previously described [199], with modifica-
tions. Specifically, 0.1-0.3 g plant tissue was ground in liquid nitrogen.
A mix of 250 μL phenol pH 4.3 (P4682, Sigma) and 500 μL homogeni-
sation buffer (100 mM Tris pH 8.0, 5 mM EDTA, 100 mM NaCl, 0.5 %
SDS) was pre-warmed to 60°C and added directly to ground plant tis-
sue. Samples were then shaken at 60°C for 15 min before adding 250
μL chloroform and shaking at room temperature for a further 10 min.
After centrifugation, the aqueous layer was isolated and again extracted
with 500 µL phenol/chloroform/isoamyl alcohol pH 8.0 (25:24:1, Sigma,
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P2069). Nucleic acids were then precipitated using isopropanol, and
pellets resuspended in H2O. To precipitate RNA away from genomic
DNA, an equal volume of 4 M LiCl was added, and samples were incu-
bated at 4°C for 16 hours. RNA pellets were obtained by centrifugation
(20 000 × g, 4°C, 30 min) and were washed in 70% ethanol before resus-
pension in H2O. RNA concentration was quantified using a Nanodrop
1000 (Thermo-Scientific) and quality wasmonitored by agarose gel elec-
trophoresis.

Where required (e.g. for FLC unspliced measurements), contami-
nating genomic DNA was removed using TURBO DNA-free (Ambion,
AM1907) following the manufacturer’s guidelines, except that phenol-
chloroform extraction and ethanol precipitation was used to further pu-
rify RNA after DNAse treatment.

2.5.6 RT-qPCR

Reverse transcription was performed using the SuperScript III First-
strand synthesis system (Invitrogen, 18080-051), according to the man-
ufacturer’s protocol using either gene-specific primers or Oligo(dT)12-
18 (Invitrogen, 18418-012). qPCR was performed using LightCycler
480 SYBR Green I Master (Roche, 04887352001) on the LightCycler
480 instrument (Roche). The reaction volume was 14 µL and thermal
cycling conditions were 95°C, 5min followed by 50 cycles of (95°C, 15 s;
60°C 25 s; 72°C, 30 s). Melting curves were calculated by heating from
40°C to 97°C at a rate of 0.11°C/s.

Threshold cycle (Ct) valueswere calculated using the ‘SecondDeriva-
tiveMaximummethod’ in the LightCycler software. RNA levels relative
to UBC (At5g25760) [200] were determined using the ΔΔCt method
[201].

2.5.7 FLC-Venus pulldown and mass spectrometry

FLC-Venus or untransformed control plants were ground in liquid ni-
trogen and suspended in extraction buffer (20mMTris-HCl pH7.5, 150
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mMNaCl, 2.5mMMgCl2, 0.5% (w/v) TritonX-100, 10% (w/v) glycerol,
cOmplete protease inhibitor EDTA-free (Roche, 04693159001)). After
10 min incubation with gentle rotation at 4°C, samples were cleared
by repeated centrifugation at 20 000 × g, 4°C. Venus-tagged protein
was precipitated by incubating soluble extract with GFP-Trap_M beads
(Chromotek, gtm-20). Magnetic beads were washed three times with
a mild wash buffer (20 mM Tris pH 8.0, 150 mM NaCl, 2 mM MgCl2).
Proteins were then eluted by denaturation using SDS, separated on poly-
acrylamide gels and either transferred to polyvinylidene difluoridemem-
branes for analysis by immunoblotting or excised from gels for mass
spectrometry. Liquid chromatography (LC)-MS/MS analysis was per-
formed using a LTQ Orbitrap mass spectrometer (Thermo Electron)
and a nanoflow-HPLC system (Surveyor, Thermo Electron), as previ-
ously described [49]. Mass spectrometry performed by Gerhard Saal-
bach at John Innes Centre proteomics. Data were analysed using Scaf-
fold 4 (Proteome Software).

2.5.8 Immunoblots

Whole seedlings were ground to a fine powder in liquid nitrogen and in-
cubated for 10 min in lysis buffer (50 mM Tris pH 8.0, 100 mM NaCl, 5
mM EDTA, 1% (w/v) SDS, 5 mM β-mercaptoethanol, cOmplete pro-
tease inhibitor EDTA-free (Roche, 04693159001)). After clearing by
centrifugation at 20 000 × g, 4°C, proteins were separated on SDS poly-
acrylamide gels and transferred to nitrocellulose membranes (Hybond
ECL, GE Healthcare). Pre-stained PageRuler PrecisionPlus (Thermo-
Scientific) was used as a molecular weight marker. Venus-tagged pro-
tein was detected with either a rabbit polyclonal anti-GFP antibody (ab-
cam, ab290) or a commercial mouse monoclonal anti-GFP antibody
mixture (Roche, 11814460001). Signals were visualized by chemilumi-
nescence (SuperSignal West Femto, Pierce) using secondary antibodies
coupled to horseradish peroxidase (anti-mouse, Santa Cruz; anti-rabbit,



materials and methods 77

GE Healthcare). Membranes were reversibly stained using Ponceau S
solution (Sigma-Aldrich, P7170).

2.5.9 Chromatin Immunoprecipitation (ChIP)

The following methods was adapted from [202], with modifications de-
scribed in [203]. All buffers are described below the method.

Formaldehyde treatment and nuclei extraction. To stabilise protein
DNA interactions, 2.0 g fresh plant tissue was vacuum infiltrated in PBS
with 1% formaldehyde for 3 × 5 min [204, 205]. Formaldehyde was
quenched by adding glycine to a final concentration of 125 mM and
applying vacuum for a further 5 min. All samples from the same time-
point were incubated in separate nylon mesh bags in the same reaction
vessel. Plants were then rinsed thoroughly with water, then frozen and
ground in liquid nitrogen using a mortar and pestle. Samples were fi-
nally suspended in 25 mL Honda Buffer, filtered through two layers of
Miracloth, and centrifuged at 3000 × g for 7 min. Nuclear pellets were
washed three times with 1 mL of Honda buffer, with a 3 min spin at
3000 × g after each wash.

Chromatin fragmentation. Nuclear pellets were resuspended in nu-
clei lysis buffer and sonicated for 3 × 5 min on low-duty using a Biorup-
tor water bath sonicator (Diagenode). Lysates were cleared by centrifu-
gation at 16 000 × g for 10 minutes and the supernatant was diluted
10-fold with ChIP dilution buffer, prior to immunoprecipitation to re-
duce the concentration of SDS.

Immunoprecipitation. All incubations andwasheswere performed at
4°C on a rotating mixer in 2 mL DNA LoBind tubes (Eppendorf). First,
the relevant antibody (Sec. 7.1) was conjugated to pre-washed Protein A
or Protein Gmagnetic Dynabeads, according tomanufacturer’s instruc-
tions, and antibody-bead complexes were washed for 5 min in low salt
ChIP wash buffer. Samples were then incubated with antibody-bead
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conjugates for 4-16 hours. To remove non-specific protein and DNA,
beads were washed for 3 × 10 min in low salt ChIP wash buffer, 1 × 10
min high salt ChIP wash buffer and 1 × 10 min LiCl ChIP wash buffer.
The final wash to remove residual salts was in TE containing 0.02% Tri-
ton X-100. Samples were then transferred to fresh tubes and all wash
buffer was removed.

DNA recovery and clean-up. 100 μL of freshly-prepared 10% (w/v)
Chelex resin (Bio-Rad) was added to the Dynabeads. Protein-DNA
crosslinks were reversed by incubating on shaker at 95°C for 10 min.
Samples were digested with 40 μg of proteinase K (Roche) for 30 min
at 50°C followed by heat-inactivation at 95°C for 10 min. Input sam-
ples were extracted using phenol/chloroform/isoamyl alcohol pH 8.0
(25:24:1, Sigma, P2069) and ethanol precipitated using GlycoBlue (Am-
bion) as carrier. Immunoprecipitated samples were extracted with 15
μL StrataClean resin (Agilent), according tomanufacturer’s instructions.

qPCR. Performed as described in Sec. 2.5.6. ChIP data were normalis-
ed to either “Input” (total chromatin before immunoprecipitation) or
H3 ChIP. Data were typically expressed relative to an internal control
gene. For H3K27me3 the control gene was SHOOT MERISTEMLESS
(STM, At1g62360). STM is expressed in only a few cells of the shoot
meristem and accumulates H3K27me3 uniformly [206]. STM was pre-
viously used for H3K27me3 ChIP normalisation [83, 85, 123]. For H3-
K36me3ChIP the control genewasACTIN2 (ACT2, At3g18780). ACT2
is expressed uniformly in the tissues and developmental time-points
studied here [200], and was previously used for H3K36me3 ChIP nor-
malisation [123].
Honda buffer: 20 mM HEPES-KOH pH 7.4, 0.44 M sucrose, 1.25%
(w/v) Ficoll, 2.5% (w/v) Dextran T40, 10mMMgCl2, 0.5% (w/v) Triton
X-100, 5 mM DTT, cOmplete protease inhibitor cocktail (Roche)
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Nuclei lysis buffer: 50 mM Tris-HCl pH 8.0, 10 mM EDTA, 1.0% SDS,
cOmplete protease inhibitor cocktail (Roche)
ChIP dilution buffer: 1.1% (w/v) Triton X-100, 1.2 mM EDTA, 16.7
mM Tris-HCl pH 8.0, 167 mM NaCl.
Low salt ChIP wash buffer: 20 mM Tris-HCl pH 8.0, 2 mM EDTA, 150
mM NaCl, 0.1% (w/v) SDS, 1.0% (w/v) Triton X-100.
High salt ChIP wash buffer: 20 mM Tris-HCl pH 8.0, 2 mM EDTA,
500 mM NaCl, 0.1% (w/v) SDS, 1.0% (w/v) Triton X-100.
LiCl ChIPwash buffer: 10mMTris-HCl pH 8.0, 1mMEDTA, 250mM
LiCl, 1.0% (v/v) NP-40, 1.0% (w/v) sodium deoxycholate.

2.5.10 Confocal microscopy

Confocal microscopy data were obtained for homozygous single-copy
FLC-Venus and FLC-mCherry lines at the T3 generation or F1 plants
generated by crossing these lines. Imaging was performed using a 20×
/ 0.7 NA multi-immersion lens, with water as the immersion fluid on
a Leica TCS SP5 confocal microscope equipped with Leica HyD Hy-
brid detectors. For z-stacks, the step size was 3 μm, which meant that
each nucleus was typically observed in 2-3 consecutive confocal z-slices.
For single-fluorophore experiments with FLC-Venus lines, roots were
immersed in 2 μg/mL propidium iodide (Sigma-Aldrich, P4864) to la-
bel the cell wall. The emission spectrum of propidium iodide overlaps
with that of mCherry and labels DNA in permeable cells, so could not
be used in FLC-mCherry or double-fluorophore experiments. The fol-
lowing wavelengths were used for fluorescence detection: FLC-Venus
excitation 514 nm and detection 511-555 nm (with 514 nm notch fil-
ter), propidium iodide excitation 514 nm and detection 626-697 nm,
FLC-mCherry excitation 561 nm and detection 570-620 nm. To allow
comparison between treatments, the same laser power and detector set-
tings were used for all FLC-Venus images and all FLC-mCherry images,
respectively. For double-fluorophore experiments, Venus andmCherry
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fluorophores were simultaneously excited at 514 nm and 561 nm, re-
spectively.

The following steps were used to prepare images for presentation:
raw confocal z-stacks were aligned using the MultiStackReg plugin in
Fiji [207]. To reduce detector noise, a Gaussian blur with a 1.5 pixel
radius was then applied to images measuring 2048 × 1024 pixels (510
× 255 μm), before taking maximum intensity projections over 2-4 z-
planes (6-12 μm). Finally, the intensity was linearly adjusted separately
for each channel. For visual comparison of nuclear intensity between
different treatments in FLC-Venus images, the same linear adjustment
was used.

Quantitative image analysis. Confocal z-stack images were analysed
using a custom image-processing pipeline to reconstruct cellular vol-
umes and calculate the mean FLC-Venus fluorescence intensity per cell.
The algorithml used for quantification of FLC-Venus from confocal z-
stacks was developed by Matthew Hartley and Tjelvar Olsson at the
John Innes Centre, Department of Computational and Systems Biol-
ogy [208]. The approach is described below and summarized in Figure
2.16.

Since the propidium iodide cell wall stain is not compatible for imag-
ing with mCherry, cell segmentation could not be performed for FLC-
mCherry or double fluorophore experiments. Image analysis was there-
fore undertaken for FLC-Venus only.

Pixels not corresponding to root tissue were masked using a series
of morphological transforms of the propidium iodide (cell wall) images
from each stack. To prepare the masked cell wall data for segmenta-
tion into individual cells, a Gaussian filter (using a standard deviation
of 2 pixels) followed by median-based local thresholding (using Fiji’s
Auto Local Threshold plugin and a radius of 40 pixels [207]) was ap-
plied to each plane of the stack. Each image was skeletonised using

lSource code is available at https://github.com/JIC-CSB/root-image-analysis
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Figure 2.16: Quantitative image analysis. (A) Flowchart showing the processing steps used to calcu-
late mean FLC-Venus intensity per cell. Cell wall (propidium iodide) images from each layer of the z-
stack were masked and segmented. Each of these 2D segmentations was compared to those in neigh-
bouring layers of the z-stack to assign bona fide cells and obtain a 3D reconstruction. Mean FLC-
Venus intensity within each reconstructed cell was then computed from the corresponding region in
the FLC-Venus channel. Quantification can be visualized as a heat map showing mean FLC-Venus in-
tensity within each successfully reconstructed cell. Cells in black were not successfully reconstructed.
(B) Mean FLC-Venus intensity extracted from all cells at the same depth plotted against depth in the
confocal z-stack. Depth is defined as the mean distance of a cell from the top focal plane. Point area
represents the number of cells at each depth. z-stacks were taken from top-to-bottom and mean fluo-
rescence intensity per cell was found to generally decrease during image acquisition. The red shaded
areas represent data that was excluded from the analysis. (C) Statistics from the automated image
analysis procedure corresponding to data presented in Figure 2.8. These data contain approximately
equal numbers of roots for each treatment from two independent transgenic lines: FLC-Venus lines 27
and 33.
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the Fiji Skeletonize plugin [207] and then segmented using the Water-
shed plugin [207]. Together, these steps generated an individual 2D
segmentation for each cell wall image in the stack. The structure of the
root was then reconstructed in 3D by comparing cells in segmented 2D
images with those in neighbouring planes. Briefly, cells in 2D planes
were considered part of the same 3D cell if the following two criteria
were satisfied: first, their centroids were within a distance of 20 pixels
from one another, and second, their relative areas did not vary by more
than 50%. In addition to these criteria, the maximum extent of a sin-
gle cell in the z-direction was limited to 18 µm (6 z-planes). This algo-
rithm was implemented in Python (http://www.python.org) using the
Scikit Image library (http://scikit-image.org). Finally, reconstructed 3D
volumes were applied to the images from the FLC-Venus fluorescent
channel to calculate mean intensity across the reconstructed volume by
summing FLC-Venus intensity inside the reconstructed cell (from mul-
tiple z-planes) and dividing by the total volume of the reconstructed cell
(summed area from multiple z-planes).

To validate the method, the mean FLC-Venus intensity per cell was
estimated manually for a random selection of 50 cells from 22 differ-
ent roots. Comparison of these results with those generated by the au-
tomated procedure for the same cells indicated that the mean cellular
FLC-Venus intensities were accurate in approximately 80% of cells. The
remaining cells in this test set were incorrectly segmented by the algo-
rithm.

Consecutive z-stack images were separated by 3 µm and each root
typically contained 14-18 images, which encompassed approximately
the top third of the root in themeristematic and elongation zones. It was
observed that FLC-Venus intensity decreased with depth in the image
stack (Fig. 2.16B). This effect may have arisen due to photobleaching as
a greater depth also corresponded to a later image acquisition time. To
reduce this effect, the analysis was restricted to those planes where the
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intensity was approximately constant. The number of roots analysed
and other statistics are shown in Fig. 2.16C.
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3MOLECULAR MECHANISMS OF CIS
EPIGENETIC MEMORY

How epigenetic memory could be stored in patterns of histone modi-
fications is a subject of much experimental and theoretical work. As
outlined in Sec. 1.4 (Fig. 1.1C), current models propose that modified
histones inherited by daughter chromosomes through DNA replication
act in cis as inherited epigeneticmemory elements. This inheritance, to-
gether with cis-acting positive feedbacks, could reinforce and maintain
the histonemodification status of a chromatin domain (reviewed in [23,
24, 30]). Theoretically, this mechanism can only generate stable epige-
netic memory for sufficiently large systems [28]. That is, systems with
a sufficient number of histones.

In this chapter, a previously-developed mathematical model of FLC
chromatin [83] is introduced and predictions of the model are com-
pared with new experimental results. Two major inconsistencies be-
tween themodel and experimental data are highlighted. First, themodel
hypothesized the existence of an opposing histone modification to H3-
K27me3 with a well-defined spatial profile across the FLC locus. Exper-
iments so far have not found a histone modification able to satisfy the
requirements of the opposing mark in the model, but instead led to the
identification of an antagonism between H3K27me3 and H3K36me3
that is confined to the FLC nucleation region onlya [123]. However, this
region is not of sufficient size for storing epigenetic memory in the orig-
inal model. Second, the model predicted that spreading of H3K27me3
should occur rapidly after the end of cold exposure [83]. Quantitative
H3K27me3 ChIP data obtained as part of the present study shows that
spreading actually occurs much more slowly, taking weeks rather than
the hours or days required in the original model. Another piece of new

aExperiments performed by Hongchun Yang.



86 molecular mechanisms of cis epigenetic memory

data relevant to the issue of ‘spreading’ that challenges the model is the
observation that spreading does not take place at all in the lhp1mutantb,
despite wild-type nucleation of H3K27me3 during cold.

The two major problems for the original model are therefore the ap-
parent lack of an opposing histone mark in the FLC gene body, and the
slow time-scale of spreading of the nucleation peak to the gene body.

To further investigate these issues, this chapter focuses on mathe-
matical models of the FLC nucleation region, where H3K27me3 has
been shown to have an opposing mark, and where epigenetic memory
seems to be maintained without spreading in the lhp1 mutant. After
introducing the original model and presenting the relevant experimen-
tal data, two qualitatively different models are proposed to explain the
slow spreading of H3K27me3 in wild-type plants, and maintenance of
the nucleation peak in lhp1 mutants. These distinct models generate
different testable predictions.

The problem of what opposes H3K27me3 accumulation in the FLC
gene body is left unresolved in this chapter however a model in which
transcription acts as the opposing state to H3K27me3, without an op-
posing histone modification, is introduced in Chapter 4. How these
models could be combined for the case of FLC is discussed in Chapter
6 (Sec. 6.3).

3.1 Previous mathematical modelling of FLC

Based on theM-U-Amodel introduced in Sec. 1.4 [28], a mathematical
model was previously developed for chromatin-based FLC regulation
throughout vernalisation [83]. In the model, ‘M’ was identified as H3-
K27me3 and the identity of ‘A’ was not specified but was assumed to
be mutually exclusive to H3K27me3. The cis-acting positive feedback
for H3K27me3 was motivated by the binding and allosteric activation
of PRC2 by H3K27me3 (Sec. 1.2.1, p. 25) [60]. The model was able to

bLIKE HETEROCHROMATIN PROTEIN 1 (LHP1) is a H3K27me3-binding protein required for epi-
genetic memory of FLC repression after cold. LHP1 was introduced in Sec. 1.5.2 (p. 1.5.2) and is studied
in detail in Chapter 5.
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quantitatively fit H3K27me3 ChIP data for the FLC nucleation region
and gene body.

The FLC model represented the first attempt to incorporate experi-
mentally measured parameters such as histone turnover rates and cell
cycle duration, and to quantitatively compare a model of histone-based
epigenetics with experimental data. In the model, the alternative high-
A and high-H3K27me3 states are both self-perpetuating due to their
ability to recruit marks of the same typec. During the cold, the nucle-
ation region is stochastically switched from ‘non-nucleated’ to ‘nucle-
ated’. A ‘nucleated’ locus loses ‘A’ and acquires H3K27me3 at the nu-
cleation region. This nucleation of H3K27me3 simulates the effect of
localisation of PHD-PRC2 to the FLC nucleation region, which occurs
during cold (Sec. 1.2.1) [49]. This PHD-PRC2 complex contains the
PHD protein VIN3, which is expressed specifically during the cold and
accumulates quantitatively during prolonged cold exposure [81]. VIN3
is required for epigenetic silencing of FLC [80] and is therefore thought
to act as a trans-acting thermosensor that targets the FLC nucleation
region. However, VIN3 expression decreases immediately when plants
are returned to warm [81]. This VIN3-mediated nucleation must there-
fore be transferred to a different epigenetic memory element at the end
of the cold. In the model, the nucleation peak —through the internal
histone-modification dynamics, can ‘flip’ the state of the gene body to
the H3K27me3-state, causing spreading of H3K27me3 across the gene
body. Once ‘spread’ across the gene body, the high H3K27me3 state
in repressed cells is stable through cell division, allowing memory of
the FLC-repressed state. Since H3K27me3 spreads from the nucleation
region to the gene body with high probability, the number of cells in
which FLC is repressed after cold is encoded in the number of nucle-
ated cells at the end of cold.

The first prediction of this model was that H3K27me3 levels at the
FLC locus should be all-or-nothing (i.e. ‘digital’). This was experimen-

cThis is similar to the M-U-A model depicted in Fig. 1.1.
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tally verified at the level of FLC expression, using an FLC-GUS reporter
[83]. In the present work, the mitotic heritability of the FLC-ON and
FLC-OFF states was shown by confocal microscopy using FLC-Venus
(Sec. 2.2) [208].

The second prediction of the model was that there should be an
A-mark, mutually exclusive to H3K27me3 and showing opposite spa-
tial profiles across FLC. This A-mark should also have its own positive
feedback mechanism, and should be capable of recruiting a H3K27-
demethylase. Several putative A-marks have been tested, leading to the
discovery of an antagonistic relationship between H3K36me3 and H3-
K27me3 at the nucleation region [123]. These results are discussed in
detail in Section 3.2.1.

The third prediction of the model was that spreading of H3K27me3
from the nucleation region to the gene body should occur rapidly after
cold, before the first DNA replication. This was needed theoretically
because the H3K27me3 in the nucleation region is very unstable after
cold exposure, after the disappearance of VIN3. Initial ChIP data taken
1, 2, 3 or 7 days after cold suggested that rapid spreading was indeed
experimentally observed [83]: very little difference in gene body H3-
K27me3 was observed between days 3 and 7, suggesting that ‘spreading’
was saturated. Subsequent experiments presented in the present work
challenge this view, which has stong implications for the model. This is
discussed in Section 3.2.2.

3.2 Testing original model predictions

The model predictions relating to the ‘A’-mark and the time-scales of
spreading are now compared with new experimental data. Inconsisten-
cies with the FLCmodel are highlighted. The following section (Sec. 3.3,
p. 99) contains a consideration of how the FLCmodel could bemodified
to incorporate these discrepancies.



testing original model predictions 89

3.2.1 The search for the A-mark

Based on a literature survey, histone modifications that are found in
association with actively transcribed genes or have reported roles in
antagonism of Polycomb silencing (H3K4me2, H3K4me3, H3K36me3,
H2Bub1) were selected for quantitative ChIP analysisd. This list in-
cludes thosemarks associatedwith proteins of theTrithorax group (Ash1
and Trx in Drosophila [24]). In agreement with previously published
data [82, 83], H3K27me3 was again found to be at low levels before
cold, to accumulate gradually during the cold, and to spread over the
entire locus after cold (Fig. 3.1) [123]. The level of H3K27me3 in the
gene body after cold depended on the duration of cold exposure, due to
an increasing number of cells having switched to the high-H3K27me3
state [83, 208].

H3K36me3 and H3K4me3 displayed similar spatial profiles across
the FLC locus, with a peak close to the transcription start site (TSS)
(Fig. 3.1). However, H3K36me3 also accumulated at low levels in the
gene body, while H3K4me3 showed a second peak at the 3′ end of FLC.
This 3′-peak increased during cold exposure, at the same time as tran-
scription of the antisense RNA COOLAIR increases [84, 85], and there-
fore likely representsCOOLAIR promoter activity. H2Bub1 shows a flat
spatial profile across FLC and levels of this mark decreased for longer
cold exposures.

These data indicate that nucleation of H3K27me3 during cold cor-
relates with a loss of ‘active’ histone marks H3K4me3, H3K36me3 and
H2Bub1. However, do any of these marks fit the profile expected of the
hypothetical A-mark in the model? In the model, histones are almost
always in either the A or M state. Therefore, an idea of the expected
profile of the A-mark can be obtained by subtracting the spatial H3-
K27me3 profile from the maximum H3K27me3 level. This is shown in
Fig. 3.1B. The hypothetical A-mark shows high levels across FLC before

dChIP-qPCR experiments studying FLC chromatin during and after a 2, 4, 6, or 8 week cold treatment
were performed by Hongchun Yang. Results were published [123] and are presented here with Hongchun’s
permission.
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Figure 3.1: FLC chromatin through vernalisation. (A) ChIP for H3K27me3, H3K36me3, H3K4me3,
H2Bub1 at FLC before, during and (7 days) after cold exposure. NV = Non-vernalised. 2W, 4W, 6W,
8W = 2, 4, 6, 8 weeks of cold-exposure, respectively. Error bars represent ± s.e.m (n = 3) between
biological replicates. Grey shaded region represents the FLC gene. Data courtesy of Hongchun Yang
[123]. (B) Prediction for the hypothetical ‘A’-mark, obtained by subtracting the H3K27me3 ChIP data
from the maximum H3K27me3 level
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cold and this is maintained in the gene body during cold. In the model,
gene body ‘A’ is important to stop H3K27me3 from ‘invading’ the gene
and causing repression. Therefore, H3K36me3 and H3K4me3 alone
cannot satisfy all of the requirements of the predicted A-mark. How-
ever, levels of H3K4me3 and H3K36me3 do show opposing dynamics
to H3K27me3 in the nucleation region, suggesting that they are mutu-
ally exclusive in this region. Indeed, when average levels of these marks
in the nucleation region are plotted against levels of H3K27me3 in the
same region, an excellent negative correlation is observed (Fig. 3.2A,B).
H2Bub1, on the other hand is enriched over the entire FLC locus be-
fore cold, suggesting that it could play a role in preventing H3K27me3
from accumulating over the gene body. To examine this more closely,
H3K27me3 levels in the nucleation region (Fig. 3.2C) and gene body
(Fig. 3.2D) were plotted against H2Bub1 in the gene body. It can be
seen that nucleation region H3K27me3 anti-correlates with H2Bub1 in
the gene body (Fig. 3.2C). However, in the gene body, large changes in
H2Bub1 levels are not accompanied by corresponding changes in H3-
K27me3 (Fig. 3.2D).ThusH2Bub1 cannot be responsible for preventing
the spread of H3K27me3 to the gene body during the cold.

To summarise, this data suggests that the active FLC chromatin state
corresponds toH3K36me3 andH3K4me3 in the nucleation region, and
H2Bub1 in the gene body. During the cold, H3K27me3 gradually re-
placesH3K4me3 andH3K36me3 in the nucleation region and is accom-
panied by loss of H2Bub1 from the gene body. After cold, H3K27me3
spreads out to cover the locus, without dramatic changes in the profiles
of any of the other histone marks measured.

H3K36me3 antagonises H3K27me3 at FLC. If either H3K4me3 or
H3K36me3 correspond to ‘A’ in the nucleation region, then constitu-
tive H3K27me3 accumulation should be observed if the methyltrans-
ferases responsible for these marks are removed. It was observed that
this is indeed the case for SDG8 (EFS), a H3K36-methyltransferase, as
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Figure 3.2: Correlations between histone modifications at FLC. Nucleation
region H3K27me3 versus (A) Nucleation region H3K36me3, (B) Nucleation
region H3K4me3, and (C) Gene body H2Bub1. (D) Gene body H3K27me3 ver-
sus H2Bub1. ‘Nucleation’ level is averaged over primers centred at +12, +245,
+470 and +740 bp relative to TSS, while ‘Body’ level is averaged over primers
centred at +1200, +1612, +2093, +3275, +4103, +4405, +5449, +5598 bp relative
to TSS. Error bars represent standard deviation between all data points for these
primers pairs, from 3 biological replicates.
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FRI sdg8 plants show constitutiveH3K27me3 at FLC in non-vernalising
conditions [123]. Additional pieces of evidence that H3K36me3 acts as
an ‘A’-mark are thatH3K36me3 is not observed on histone tails carrying
H3K27me3 [123, 209], and that H3K36me3 can antagonise PRC2 activ-
ity in vitro [61, 62]. These data suggest that H3K36me3 could function
as an A-mark in the nucleation region. Other predictions of the model
that are still to be validated are that H3K36me3 is capable of recruiting a
H3K36-methyltransferase (positive feedback, either direct or indirect)
and also that H3K36me3 interacts with a H3K27-demethylase.

Therefore, H3K36me3 fulfils someof the requirements for anA-mark
in the nucleation region. However, the nucleation region contains at
most only 3 nucleosomes (6 histone tails) (Fig. 3.3), which could be
easily lost during DNA replication. In fact, assuming that these 3 nu-
cleosomes are shared at random between daughter chromosomes, 1 in
8 (23) DNA replications would result in loss of all 3 nucleation-region
histones and therefore loss of epigenetic memory. The current model
would therefore predict that this region is too small to store the epi-
genetic memory of the active and repressed states. Models developed
later in this chapter (Sec. 3.3.3) consider how epigenetic memory could
nevertheless be stored in such a small region. Before proceeding with
the modelling results, however, it is useful to introduce some further
experimental results.

The apparent lack of an A-mark in the gene body may simply be
because not all marks have been tested. It is difficult to exclude this hy-
pothesis without testing all marks and all combinations of marks. Alter-
natively, a two-state model M-U model could be implemented for the
gene body —similar to models proposed for the S. cerevisiae mating-
type locus [94–98]. In this case nonlinearity would have to be added
explicitly to generate bistability, and a mechanistic hypothesis underly-
ing this nonlinearity would need to be proposed.

In Chapter 4, another alternative is considered: that the process of
transcription itself acts as an opposing state to Polycomb silencing. The
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Figure 3.3: The nucleation region contains approximately 3 nucleosomes. Upper panel: Nucleo-
some scanning assay (NuSA) performed by Danling Zhu according to the protocol described in [210].
Nucleosomes that are well-positioned protect the DNA from digestion with micrococcal nuclease and
appear as peaks in ‘relative protection’. Data is represented as mean ± s.e.m. for 3 biological replicates.
Lower panel: H3K27me3 ChIP data over the nucleation region, obtained by Hongchun Yang. Data
is represented as mean ± s.e.m. for 3 biological replicates. The resolution of ChIP is limited by the
DNA fragment size used in the assay, which is typically 500-1000 bp. NV = non-vernalised seedlings,
whereas cWTx indicated that plants were harvested x days after a cold treatment of c weeks.

model developed in Chapter 4 is capable of generating bistability with-
out adding explicit nonlinearity andwithout anA-mark. How thismodel
could be integrated with nucleation region models developed in this
chapter is considered in Chapter 6.

3.2.2 Time scales of spreading

Nucleation of H3K27me3 in the original FLC chromatin model was
mechanisticallymotivated by accumulation of a PRC2 complex contain-
ing VIN3/VRN5 in the nucleation region [49, 81, 83]. For this reason,
the nucleation region does not rely only on theH3K27me3/PRC2-based
feedback mechanism for its maintenance during the cold. Instead, the
increased concentration of VIN3 in the cold acts to drive targeting of
PHD-PRC2 to FLC. However, VIN3 is thought to disappear within 3
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days of warm conditions after cold [81]. By this time, the model re-
quires that the nucleation peak has caused H3K27me3 to spread to the
gene body. This spreading allows theH3K27me3/PRC2-based feedback
to drive self-perpetuation of the chromatin state in cis because the num-
ber of histone modifications in the gene body is sufficient to buffer the
perturbation of DNA replication. In the original FLC model, if spread-
ing has not occurred by the time VIN3 disappears, then the nucleation
peak is extremely unstable and is removed with high probability via re-
cruitment of H3K27-demethylases by ‘A’ marks in the gene body, and
also nucleosome turnover and DNA replication.

To examine in more detail how quickly H3K27me3 actually spreads
to the gene body after cold, ChIP experiments were performed in Col-
FRI at different time-points following a 6-week cold treatment. As shown
in Fig. 3.4, spreading of the nucleation peak takes many days after cold,
with H3K27me3 in the gene body still showing a marked increase be-
tween 10 and 18 days after cold exposure. This contrasts with themodel
prediction that spreading should occur, in most cases, before the first
DNA replication after cold exposure. This is a major problem for the
original model because in the period after cold exposure, epigenetic
memory cannot be stored in VIN3 concentration and cannot be stored
in the nucleation region (only 3 nucleosomes).

Underlying this ‘slowness’, it is assumed that spreading of H3K27-
me3 from the nucleation region to the gene body occurs rapidly in indi-
vidual cells but with low probability in the population (i.e. spreading is
all-or-nothing). Indeed, 7-10 days after cold exposure, FLC expression
is ON or OFF in root meristem cells (Sec. 2.2) [208]. In this case, slow
spreading could be explained if the nucleation peak was actually stable
for a long time in the absence of spreading, and resulted in switching
of the gene body to the high-H3K27me3 state reliably but infrequently
in the weeks after cold exposure. That is, stochastic transitions from
the ‘nucleated’ to the ‘spread’ state could be driven by H3K27me3 nu-
cleation and the positive feedbacks in the model, provided the H3K27-
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Figure 3.4: Spreading of the H3K27me3 nucleation peak. Average H3K27me3
levels in the nucleation peak and gene body in Col-FRI after a 6-week cold treat-
ment. Nucleation region levels are averaged over primers centred at +245, +470,
+868 bp from TSS, and gene body levels are averaged over primers centred at
+1612, +2093, +3275, +4103, +4405, +5089, +5598 bp from TSS. Data is plot-
ted as a function of time after cold exposure. Error bars represent the standard
deviation of all data points from the respective regions.

me3-nucleation peak has sufficient stability to be maintained over this
time-scale in the absence of spreading.

3.2.3 LHP1 is required for spreading

Other experimental data interesting in relation to this problem are the
histone modification levels at FLC in lhp1 mutant plants. LIKE HET-
EROCHROMATIN PROTEIN 1 (LHP1) binds to H3K27me3 and is
required for maintenance of the repressed FLC statee (Fig. 3.5) [148,
172]. Similar loss of FLC repression is commonly observed in vrn mu-
tants (vrn1, vrn2, vrn5 and vin3). However, in contrast to these other
mutants [48, 81], ChIP assays for H3K27me3 and H3K36me3 in FRI
lhp1-3 show that gain of H3K27me3 and loss of H3K36me3 at the nu-
cleation region are unperturbed during cold (Fig. 3.6A). Differences be-
tween the wild-type and mutant at FLC chromatin are observed when
plants are returned to warm conditions: in lhp1, H3K27me3 fails to
spread to the gene body and H3K36me3 slowly begins to recover (Fig.
3.6 A,B). Eventually H3K27me3 levels in the nucleation region also de-
crease. This contrasts with the conclusion of previous chromosome-

eIntroduced in Sec. 1.5.2



testing original model predictions 97

0

2

4

6

NV NVT20 6WT0 6WT10 6WT20 6WT30

Sp
lic

ed
 F

LC

0.00

0.02

0.04

0.06

NV NVT20 6WT0 6WT10 6WT20 6WT30

U
ns

pl
ic

ed
 F

LC

Col-FRI
FRI lhp1-3

Figure 3.5: LHP1 is required for maintenance of FLC repression. (A) Spliced
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plants, whereas NVT20 indicates plants harvested after 7 days pre-growth fol-
lowed by 20 days growth on soil in non-vernalising conditions. 6WTx, indicates
plants harvested x days after a 6-week cold treatment (5°C).

wide studies [151], which found that H3K27me3 levels were not per-
turbed in lhp1 mutants and suggested that LHP1 acts downstream of
H3K27me3 inmediating gene repression. Instead, the results presented
here show that H3K27me3 in the FLC gene body is de-stabilised in the
lhp1mutant, despitewild-type nucleation during cold. Therefore, LHP1
is required for establishment of H3K27me3 in the FLC gene body.

In the context of nucleation and spreading of H3K27me3, this result
is interesting for two reasons: First, it shows that nucleation peak H3-
K27me3 can be stable in the absence of spreading for 2-3 weeks after
cold exposure. As discussed above, previous modelling had assumed
that nucleation was maintained by high levels of the trans-factor VIN3,
and H3K27me3 spread quickly after cold so that the ~30 nucleosome
region of H3K27me3 was stable through cell division. However, the
prolonged stability of the nucleation peak in warm conditions in lhp1
suggests that the maintenance of the nucleation peak after cold is inde-
pendent of VIN3. Second, since LHP1 is required for long-term main-
tenance of FLC repression, this supports the hypothesis that spreading
of H3K27me3 to the gene body is required for long-term maintenance
of the repressed state.
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Figure 3.6: H3K27me3 spreads only weakly in lhp1. (A). ChIP-qPCR for H3K27me3 and
H3K36me3 at FLC in Col-FRI and FRI lhp1-3 during and after a 6-week cold treatment (5°C). Data
is normalised to internal control gene (STM for H3K27me3, ACTIN for H3K36me3). Error bars rep-
resent s.e.m. between biological replicates (n = 3).(B) Average H3K27me3 levels in the nucleation
region (+245, +470, +868 bp from TSS) and gene body (+1612, +2093, +3275, +4103, +4405, +5089,
+5598 bp from TSS). Data is plotted as a function of time after cold exposure. Error bars represent the
standard deviation of all data points from the respective regions.
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In summary, spreading of H3K27me3 in wild-type Col-FRI plants
is much slower than predicted by the original model at the whole plant
level. This is consistent with the nucleation peak being stable for many
days and slowly causing a switch to high H3K27me3 in the gene body.
In lhp1 mutants, a similar time-scale is observed for the stability of the
nucleation peak in the absence of spreading.

3.3 Modelling the FLC nucleation region

In this section, two different explanations are considered to explain the
experimental results presented in Sec. 3.2.

First, models of cis memory in small regions of chromatin are con-
sidered. This is motivated by the anti-correlation of H3K27me3 and
H3K36me3 specifically in this region (Sec. 3.2.1) [123], and also the ob-
servation that the histonemodification status of this region can bemain-
tained for many days after cold in the absence of spreading (Fig. 3.6).
Because there are too few histones to robustly store memory in the nu-
cleation region alone, a hybrid protein-histone modification model is
developed. This model is able to reproduce much longer lifetimes of
nucleation peak H3K27me3, similar to those observed experimentally.

Second, an alternative explanation for this data is developed based
on the hypothesis that non-replicating and replicating chromatin show
qualitatively different H3K27me3 behaviour at FLC. The whole-plant
samples used for expression analysis andChIP aremade up of amixture
of different cell types, the majority of which no longer undergo DNA
replication, as described in Section 1.6. Therefore, the stability of the
H3K27me3 nucleation peak after cold in the population-average data,
does not necessarily imply that the H3K27me3-peak is actually main-
tained through DNA replication. Alternatively, the nucleation peak
may be stable only in non-replicating chromatin, whichmay persist as a
large portion of the total chromatin in whole-seedling ChIP samples for
weeks after cold. Chromatin that is replicated after cold would initially
make up only a small proportion of the total plant chromatin. As the
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plant grows after cold, however, this proportion would increase gradu-
ally and eventually make up the majority of chromatin. If H3K27me3
was able to spread to the gene body quickly in replicating chromatin
but not at all in non-replicating chromatin, this ‘two-population effect’
could underlie the apparent slow-spreading on the whole-population
level.

Toward the end of this section, these two models are compared and
experiments are proposed to differentiate between these hypotheses.

3.3.1 Introduction to the M-U-A model

Before proceeding with the FLC modelling, it is necessary to describe
more formally the theoretical modelling framework introduced in pre-
vious work. The abstract M-U-A model (Sec. 1.4) introduced in [28] is
conceptually the simplest model of histone-modification-based mem-
ory and provides a useful starting point. The model is schematically
illustrated in Figure 3.7A.

Consider a region of N histones. Histones can exist in one of three
states: M, U, A. From some initial configuration, Monte Carlo simula-
tions (Sec. 3.5.4) are used to study how the chromatin state evolves over
time. At each time step, a histone n1 is selected at random from the N
histones and either a ‘recruited’ transition is performed (with probabil-
ity α) or else a ‘noisy’ transition is performed. In a recruited transition,
another randomly selected histone n2 is chosen from the same region.
If n2 is in either the M- or A-state, then n1 is converted one step toward
the state of n2. e.g. M can convert A to U or U to M. In a noisy transi-
tion, n1 is converted one-step in either direction with a probability of
1/3, as shown in Figure 3.7A. One ‘sweep’ represents, on average, one
attempted reaction per histone [28].

The recruited conversion simulates the stabilisation or activation of a
histone modifying complex by a histone modification of the same type
within the chromatin region. Implicit in this algorithm are the ‘long-
range interactions’ described in Sec. 1.4. Bistability emerges when the
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ratio of recruited to noisy transition is sufficiently high. This is conve-
niently expressed by the feedback, F = α/(1 − α), the ratio of signal to
noise.

3.3.2 The effect of system size on epigenetic stability

Todetermine howepigenetic stability in histone-basedmemory depends
on the size of the system, the simple M-U-A model was simulated ac-
cording to the algorithm described above. It should be noted that the
models simulated here are based on two modification sites per nucle-
osome (i.e. two H3 tails), whereas the original model [28] considered
only one. Figure 3.7B shows the proportion of M and A histones over
time obtained from Monte Carlo simulations of the M-U-A model. It
can be seen that once initiated in the high-M state, the internal chro-
matin dynamics stabilise the high-M state, and the system can exhibit
robust bistability. However, the system becomes increasingly noisy as
the number of components is reduced (Fig. 3.7B). Fig. 3.8 shows the
average lifetime of the high-A or high-M state as a function of the num-
ber of histone modifications in that state (in the absence of DNA repli-
cation). While only large systems are very stable at high noise levels
(low F), it can be seen that at reasonably high noise levels (F = 10, ≈10%
noise), even systems as small as 3 nucleosomes (6 histones) can generate
somewhat stable epigenetic memory in the absence of DNA replication.

The major problem for storing epigenetic memory in small systems
comes when DNA replication is included (Figs. 3.7, 3.8). This suggests
that regardless of the underlyingmechanism, in order to generate stabil-
ity throughDNA replication in a cis-memorymodel of this type (where
memory elements are shared randomly betweendaughterDNAstrands),
a sufficient number of components must be present so that complete
loss of the memory carriers is very unlikelyf. The exact numbers of
components depends on the noise level and structure of the model, but
a minimum number of cis memory elements may be expected to be on

fThis is analogous to the situation in transmemorywhere one ormore of the diffusible regulatory factors
is present at a very low copy number in cells.
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Figure 3.7: Stochastic Monte Carlo simulations of the M-U-A model (A) Schematic illustration of
the M-U-A model [28]. Recruited transitions are performed with probability α at each time-step and
consist of an A-mark recruiting the transition of an M- or U-mark one step toward the A-state, or vice
versa for M-marks, as shown. Noisy transitions, performed with probability (1 − α), inter-convert
between the M-, U- and A-marks, as shown. (B) The fraction of histones with an M or A modifica-
tion plotted as a function of time for systems of 3-30 nucleosomes (6-60 histone tails). All systems
initialised in the uniform M-state. Feedback F = 4.0, either without DNA replication or with DNA
replication occurring every 30 sweeps. DNA replication results in replacement of half of the nucle-
osomes with U/U nucleosomes, and can be seen in the trajectories on the right as a halving in the
number of M and A marks every 30 cycles.
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Figure 3.8: DNA replication makes small systems unstable. The lifetime of an epigenetic state in an
M-U-A model containing 3-30 nucleosomes (6-60 histones) for various values of F, the ratio of signal
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when nM > 1.5nA and to the high-A state when nA > 1.5nM , where nx is the number of x histones.
The lifetime is defined as the number of times a state changes between high-A and high-M divided by
the total simulation time.

the order of 10. In this case, only 1 in 210 = 1024 DNA replications
results in loss of all cis memory elements from the chromatin.

3.3.3 Alternative models for the FLC nucleation region

Having introduced theM-U-Amodel, this section proceeds to describe
two alternativemodels of the FLC nucleation region. The firstmodel ex-
amines the hypothesis that epigenetic memory is stored through DNA
replication by a cis-memory mechanism confined to the nucleation re-
gion, and is entitled “Memory through DNA replication in the nucle-
ation region” (p. 104). In contrast, the second model assumes only lim-
ited stability through DNA replication of nucleation-region cis mem-
ory and instead attempts to explain the slow spreading of H3K27me3
in Col-FRI as a two-population effect. That is, with replicating and
non-replicating chromatin showing qualitatively different H3K27me3
behaviours at FLC after cold. This section is entitled “Two-populations
model” (p. 114).
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Memory through DNA replication in the nucleation
region

Since there are not more than 3 nucleosomes in the nucleation region
(6 histones), it is not possible for a purely histone modification-based
system to convey stable epigeneticmemory throughmany cell divisions,
regardless of the strength of the feedback (Fig. 3.8). What other carriers
of cis epigenetic memory could be located at the nucleation region?

Returning to the genetics, it is known that a group of VEL-domain
proteins (VRN5, VIN3, VEL1) are necessary for FLC epigenetic silenc-
ing andVIN3 andVRN5 are both required to generate a H3K27me3 nu-
cleation peak [48, 81]. Furthermore, it is known that VIN3 and VRN5
can heterodimerise through their VEL domains, and that VRN5 can
also homodimerise [47]. This is reminiscent of the Sir silencing com-
plex in S. cerevisiae, where Sir-Sir interactions are essential for the as-
sembly of silent heterochromatin [211].

Interactions among proteins to stabilise their association on chro-
matin could act in a similar manner to how histone modifications are
proposed to positively feed back to recruit more modifications of the
same type. That is, proteins could stabilise the binding of other pro-
teins of the same type. Including proteins in addition to histone modifi-
cations in the cis-memory model may allow more ‘memory molecules’
to be physically located at the nucleation region to increase stability of
the epigenetic state through cell division after cold.

Two Coupled M-U-A models. To investigate the ability of proteins
and histones to synergise and generate extra stability, two M-U-A mod-
els were coupled and the lifetimes of the two subsystems, and the com-
bined system, were considered. The time-scale of protein binding and
unbinding is likely to be much faster than the time-scale over which hi-
stone modifications are added and removed. Crudely, a protein-based
cis memory can be modelled as a more ‘noisy’ M-U-A model.
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Figure 3.9: Two coupled M-U-A models. (A) Example trajectories for two M-
U-A models of size 3 nucleosomes (6 histones) and 12 proteins, respectively.
pcoupling = 0, represents uncoupled models, whereas pcoupling = 0.5, pcoupling = 1
represent partly and fully coupled models respectively. DNA replication is not
included in these trajectories. Signal-to-noise ratios for the two subsystems are
FH = 20.0 and FP = 4.0, respectively.

To couple two M-U-A models, the algorithm presented in Sec. 3.3.1
was modified to include the coupling parameter, pcoupling. In the limit
pcoupling = 0, two independent M-U-A models are simulated. In the
limit pcoupling = 1, recruited transitions always occur from the combined
system. This corresponds to single M-U-A model of size equal to that
of the combined system.

The following algorithm was used for simulations:

1. Select a histone or protein n1 randomly from the combined system.

2. With probability pcoupling, select a recruiter componentn2 randomly
from the combined system, or else (with probability 1 − pcoupling)
select a recruiter n2 randomly from the same subsystem.

3. With probability αP (for n1 in protein subsystem) or αH (for n1 in
histone subsystem), perform a recruited transition of n1 based on
the state of n2.

4. Otherwise perform a noisy transition for n1.
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Consider a system of 3 nucleosomes (6 histone tails) and 12 proteins
(assume 2 binding sites per histone tail). Before considering coupled
systems with different noise characteristics, it was verified that the al-
gorithm was able to reproduce the same state lifetimes as earlier calcu-
lated in the limits pcoupling = 0 and pcoupling = 1 (with αP = αH). Figure 3.9
shows example trajectories and Figure 3.10 shows the state lifetimes for
the histone and protein subsystem when FH = 4.0, FP = 4.0 for pcoupling

ranging from 0 to 1. State lifetimes of both subsystems initially decrease
as a small amount of coupling is added. This is because the subsystems
are not communicating often enough to remain in the same state and
changes in one subsystem therefore act as noise for the other subsystem.
However, as coupling is increased further, both subsystems eventually
become more stable through their mutual interaction.

Interestingly, when the histone system has reduced noise (FH = 20.0,
i.e. 5% noise) the uncoupled state lifetime is longer than that of the pro-
tein subsystem despite having half the number of components. This is
because state lifetimes depend on the relative fluctuations in the number
of M and A marks, which can be lower for systems with fewer compo-
nents, provided the ratio of recruited to noisy transitions is increased
to compensate. The small, low-noise histone subsystem can therefore
act as a ‘long-term memory’, which buffers fluctuations in the protein
subsystem. Indeed, the stability of the protein subsystem increases dra-
matically as it becomes increasingly coupled to the histones (Fig. 3.10).

This analysis demonstrates that two systemswith different noise char-
acteristics can interact and that if the interaction strength is appropri-
ately chosen, the state lifetimes can be increased beyond the individual
lifetimes of the two systems individually.

When DNA replication is included every 30 sweeps [28], the same
trends are observed. In this case the benefit of interaction is now even
more pronounced, andoccurs at relatively lower coupling strength. This
is due to the added benefit of increased system size when DNA replica-
tion is present. In this case, due to its small size, the histone subsystem
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Figure 3.10: Two M-U-A systems can synergise to increase overall state life-
time. State lifetimes (in sweeps) on a logarithmic scale for M-U-A models of 3
nucleosomes (6 histone tails) or 12 proteins as the coupling strength between
the two systems is increased from 0 (uncoupled) to 1 (completely coupled). Life-
times are also shown for the combined system (A) FH = FP = 4.0. (B) FH = 20.0,
FP = 4.0. (C,D) same as (A,B) respectively, except including DNA replication.
Points in A and C show the equivalent results from simulation of a single M-U-
A model.

has very low stability. However, by coupling to the protein subsystem,
the stability can be dramatically increased. This is true with both equal
(FH = 4) and non-equal noise levels (FH = 20).

Developing a nucleation-regionmodel based onM-U-A. The results
of coupling two M-U-A models suggest that protein-protein interac-
tions could contribute to the stability of epigenetic memory stored in
a region containing only 3 nucleosomes. To investigate this further, a
model closer to the biological details of the FLC nucleation region was
developed (Fig. 3.11). The remainder of simulations performed in this
thesis use Gillespie’s stochastic simulation algorithm [212]. A descrip-
tion of the advantages and validation of this approach are provided in
Sec. 3.5.4.

Thismodel is an extension of theM-U-Amodel withM identified as
H3K27me3, andAasH3K36me3. However themodel has the following
important modifications:
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Parameter Description Value

γoff Noisy protein off-rate (site-1s-1) 0.05
γon Noisy protein on-rate (site-1s-1) γoff/5
αp Protein recruitment rate by proteins (site-1s-1) 50γon

αh Protein recruitment rate by histones (site-1s-1) 50γon

βh Protein removal rate by histones (site-1s-1) 50γoff

k Act/Rep enzymatic activity (histone-1s-1) γoff/20
θ Nucleosome turnover rate (histone-1s-1) 3 × 10−5

μ Bias towards H3K36me3 1.2
Nh Number of histones 6
Np Number of proteins 12

Table 3.1: Hybrid protein-histone modification model parameters. Parameter
description, units and values used for simulations in Fig. 3.12.

1. H3K27me3 and H3K36me3 are not mutually exclusive. Rather,
they are opposing states that destabilise one another.

2. Rather than the histone modifications implicitly recruiting pro-
teins tomodify nearby histones, the proteins are explicitly tracked,
labelled as ‘Act’ and ‘Rep’ for activator and repressor, respectively.
Rep represents a group of proteins, including PHD-PRC2 and any
sequence-specific DNA and RNA binding proteins that are associ-
ated with the nucleation region in the repressed state. Likewise,
Act represents the H3K36me3-methyltransferase EFS as well as
the H3K27me3 demethylase and other ‘activating’ proteins.

3. Act and Rep can also recruit more proteins of the same type via
direct protein-protein interactions.

4. All noise is captured by the dynamic protein binding and unbind-
ing processes, rather than being implicitly incorporated into the
histone modification transition rates.
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Figure 3.11: Hybrid protein-histone modification model for the nucleation region. (A) Model
Schematic. (B) Mathematical description. Parameters are defined in Table 3.1. DNA replication im-
plemented once per day. Px represents the proportion of proteins or histones in the state x. δx,Si is the
Kronecker delta, equal to one if x = Si and zero otherwise.
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In themodel, there areNh histones (Nh/2 nucleosomes) andNp bind-
ing sites forAct orRepproteins. Repproteins causeH3K27-methylation
andH3K36-demethylation. Rep proteins are also able recruit more Rep
proteins to free sites in the nucleation region. In addition, H3K27me3
can recruit more Rep proteins. For simplicity, the model is constructed
to be symmetric under exchange of Act/H3K36me3 and Rep/H3K27-
me3, except for the bias μ towards the Act/H3K36me3 state. As men-
tioned in Sec. 3.2.1 there is currently no direct experimental evidence
for the positive feedback of H3K36me3 to recruit more Act proteins,
though there is a theoretical requirement for multiple feedbacks to gen-
erate the nonlinearity required for bistability [213].

Nucleosomes are exchanged independently of replication with a rate
3 × 10−5s−1, which gives a mean histone lifetime of approximately 10
hours.

Like the M-U-A model [28] and the original FLC model [83], all
interactions are ‘long-ranged’. However, this is conceptually less prob-
lematic than in previous models, due to the relatively compact nature
of the region being modelled (3 nucleosomes).

In agreement with earlier results for the coupled M-U-A models
(Sec. 3.3.3), this model is able to generate moderate levels of bistability.
State lifetimes depend on the relative rates of recruited to noisy tran-
sitions and the time-scales of protein binding and unbinding. Figure
3.12A shows the population-averaged H3K27me3 and H3K36me3 lev-
els when the model is initialised in the repressed state, with parameter
values given in Table 3.1.

It is necessary to bias themodel towards the active (H3K36me3) state
to prevent spontaneous re-nucleation of H3K27me3 at loci which have
lost H3K27me3 and are in the active state after cold (Fig. 3.12B). Al-
though the time-scales of protein binding and unbinding are quite fast
(γon = 0.05 site-1s-1, γoff = 0.25 site-1s-1), the positive feedbacks between
the proteins and histones, and the slower dynamics of the histone mod-
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Figure 3.12: Modelling slow decay of the nucleation peak post-cold. Simulations of the hybrid pro-
tein/histone modification model shown in Fig. 3.11. Population-average H3K27me3 and H3K36me3
levels as a function of time for an initial population of 200 loci, initialised in either (A) the uniform
H3K27me3-state, or (B) the uniform H3K36me3-state. Parameter values given in Table 3.1. DNA
replication is implemented once per day.

ifications allow the system to only decay slowly back from the H3K27-
me3-nucleated to the H3K36me3-active state (Fig. 3.12A).

The time-scale over which the H3K27me3 nucleation peak is lost
can be calculated directly from the simulations as themean first passage
time from an initial high-K27me3 state,

tFP =min{ t ∣ PK27me3 = 0}, (3.1)

where PK27me3 is the proportion of histones carrying H3K27me3, as de-
fined in Fig. 3.11. In these simulations, the nucleation region is almost
always either completely covered in H3K27me3 or H3K36me3. The
switch from majority H3K27me3 to majority H3K36me3 occurs very
shortly before t = tFP, because only 6 histones are present in the region.
Due to the bias towards the active state, reversals from the H3K36me3-
state to the H3K27me3-state are relatively rare (Fig. 3.12B). Therefore,
when the system is initialised in the H3K27me3-nucleated state, the
population-average H3K27me3 level is initially well described by an ex-
ponential decay process with mean lifetime tFP,

PK27me3(t) = e−t/tFP . (3.2)

This is shown in Figure 3.13B, in which Eq. 3.2 (with tFP calculated from
the simulations) is plotted together with the population-average H3-
K27me3 data. The half-life of the nucleation peak is related to themean
first passage time by t1/2 = ln(2)tFP.



112 molecular mechanisms of cis epigenetic memory

K27me3
K36me3

●

● ●
●

●
●

●

●

0.0

0.5

1.0

1.5

0 5 10 15 20
Time (days)N

or
m

al
is

ed
 m

od
ifi

ca
tio

n 
le

ve
l

●

●

K27

K36

0.0

0.5

1.0

0 5 10 15 20
Time (days)

Pr
op

or
tio

n 
m

od
ifi

ed

K27

K36

0.0

0.5

1.0

0 5 10 15 20
Time (days)

Pr
op

or
tio

n 
m

od
ifi

ed

K27

K36

N
or

m
al

is
ed

m
od

ifi
ca

tio
n 

le
ve

l

A B C

Figure 3.13: Lifetime of the H3K27me3 nucleation peak. (A) Nucleation region H3K27me3 and
H3K36me3 levels in the lhp1 mutant after a 6-week cold treatment. ChIP data are normalised and
plotted as in Fig. 3.6B. Solid line shows the fit of a model where reversal of H3K27me3 to H3K36me3
occurs at a constant rate (exponentially-decaying H3K27me3). (B) Population-average H3K27me3
and H3K36me3 levels in the nucleation region as a function of time from an initial repressed state
from simulations of the hybrid protein/histone modification model shown in Fig. 3.11. Parameter
values are given in Table 3.1. Over-plotted exponential decay (Solid dark line, Eq. 3.2) of the nucle-
ation peak H3K27me3 with the mean tFP calculated according to Eq. 3.1, directly from simulations.
(C) Same as (B), except with αp = 0. In C, deviation of Eq. 3.2 from the simulation data is caused by
reversal of H3K36me3 loci in the population to H3K27me3.

To calculate t1/2 from the experimental ChIP data in lhp1, H3K27-
me3 nucleation peak data were normalised to the mean level at t = 0
(the end of cold exposure), and H3K36me3 data were normalised to
the mean non-vernalised level. Eq. 3.2 was then fit to all data for t ≥ 0,
with the requirement that PK36me3(t) = 1−PK27me3(t). The least-squares
estimate for tFP = 18.4 days, corresponding to t1/2 = 12.8 days. The
resulting fit is shown in Fig. 3.13A.

From model simulations, the nucleation peak half-life was calcu-
lated for various parameter values, as shown in Table 3.2. A nucleation
peak half-life of the same order of magnitude to that observed in the
experimental data requires very strong feedback, with recruited tran-
sitions approximately 50 times more likely than noisy transitions (Ta-
ble 3.2). Such long lifetimes in this model also required the enzymatic
rate, k of the proteins bound at the nucleation region to be carefully
chosen. If k is too fast, occurring on a similar time-scale to protein
unbinding (γoff), the ability of the histone modifications to act as a long-
term memory for the protein subsystem is diminished because noisy
protein binding is rapidly converted into altered histone modification
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status. However if k is too slow, enzymatic histone modifying processes
fail to compete with nucleosome turnover, which opposes accumula-
tion of histone modifications. Maximal stability was obtained when k
was 10-50 times slower that γoff.

To determine the role of the protein-protein interactions in contribut-
ing to stability in this model, the protein recruitment rate by proteins,
αp, was set to zero. Without changing any other parameters, this caused
t1/2 to reduce from 12.4 to 5.2 days (Table 3.2). The population-average
simulation results are shown in Figure 3.12C, together with the fit of
Eq. 3.2. By removing the ability of proteins to recruit more proteins,
the proteins can no longer act as heritable epigenetic memory elements
because they typically bind and unbind many times before resulting in
enzymatic modification of a histone. As such, the model then becomes
more limited in its ability tomaintain epigeneticmemory throughDNA
replication because of the small number of nucleosomes.

One further test of the model was to determine how many proteins
need to be able to bind at the nucleation region to provide an increase
in lifetime of the nucleation peak. Initially this was set to 2 proteins per
histone (Table 3.2). Reducing the number of binding sites per histone
from 2 to 1, (i.e. total 6 proteins and 6 histone tails) only reduced the
lifetime of the nucleation region by 6% (Table 3.2). This suggests that,
provided proteins can recruit more proteins, a doubling of the number
of memory elements in the nucleation region is sufficient to greatly in-
crease the lifetime of the nucleation region H3K27me3 in this model.

Therefore the key prediction of this model is that in order to con-
tribute to epigeneticmemory, proteinsmust be able to stabilise the bind-
ing of other proteins of the same type. That is, protein-protein interac-
tions could extend the cis-memory capability of the small nucleation
region and thereby increase the lifetime of the H3K27me3 nucleation
peak after cold to that seen in the experimental data for the lhp1 mu-
tant. Further discussion of thismodel is left until the end of this Chapter
(Sec. 3.3.4, p. 124)
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γoff αp/γon αh/γon βh/γoff Np/Nh μ k/γoff tFP (days) t1/2 (days)

0.05 50 50 50 2 1.2 5 0.7 0.5
0.05 50 50 50 2 1.2 0.5 6.8 4.7
0.05 50 50 50 2 1.2 0.05 17.9 12.4
0.05 50 50 50 2 1.2 0.005 3.6 2.5
0.05 50 50 50 2 1.2 0.0005 0.5 0.4

0.05 40 40 40 2 1.2 0.05 13.1 9.1
0.05 30 30 30 2 1.2 0.05 9.0 6.2
0.05 20 20 20 2 1.2 0.05 4.3 3.0
0.05 10 10 10 2 1.2 0.05 0.9 0.6

0.05 0 50 50 2 1.2 0.05 7.5 5.2
0.05 50 50 50 1 1.2 0.05 16.9 11.7

Experiment (lhp1) 18.4 12.8

Table 3.2: Nucleation-peak lifetime. tFP and t1/2 calculated from simulations with the parameters
shown, or calculated by fitting experimental H3K27me3/K36me3 ChIP data in the lhp1 mutant
(Fig. 3.13).

Two-populations model

The hybrid protein-histone modification model introduced in the pre-
vious section was developed to explain how heritable memory could be
maintained in a region of chromatin the size of the FLC nucleation re-
gion. However, as mentioned in the introduction to Section 3.3 (p. 99),
it is not clear that the nucleation region H3K27me3 actually needs to
be maintained through DNA replication. An alternative explanation
could be that nucleation peak H3K27me3 exists in almost all cells at the
end of a 6-8 week cold exposure, but only spreads to the gene body if
DNA is subsequently replicated. Chromatin that is not replicated after
nucleation would remain in a K27-‘nucleated’ state. As shown in Figure
3.8, small cismemorymodels can be stable over long time-scales if there
is no requirement for stability through DNA replication. In this ‘two-
populations’ model, spreading of H3K27me3 to the gene body would
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occur with the first replication after cold exposure and would then be
stable through subsequent cell divisions due to the usual positive feed-
back in histone modifications.

Up to now, DNA replication has been regarded as an obstacle to
be overcome by histone-modification-based epigenetic memory. It is
therefore somewhat paradoxical to propose that DNA replication could
be required for generating theH3K27me3-spread state. This is discussed
further towards the end of this section (p. 122). For now, we proceed
with an investigation into whether this is able to quantitatively explain
the H3K27me3 time-course ChIP data.

The root meristemg provides a useful paradigm to think about the
contributions of DNA-replicating and non DNA-replicating cells to a
population over time. In root tissue, meristematic initial cells give rise
to a variety of cell types (epidermal, endodermal, cortex etc.), which typ-
ically divide only a few times before commencing cycles of endoredu-
plication —DNA replication without cell division. After a few such en-
docycles, these cells then exit the cell cycle. The majority of DNA in
a mature root therefore comes from quiescent, endoreduplicated cells.
The initial cells of themeristem, however, continue throughmitotic cell
cycles, gradually repopulating the meristem and displacing the older
cells. This causes differentiated cells to become more distant from the
growing root tip.

In this analysis, we are interested in the relative contributions to
whole-plant chromatin of DNA that has been replicated after cold ex-
posure, and DNA which has not. Therefore, non-replicated DNA (N) is
distinguished from replicated DNA (R), where ‘replicated’ means hav-
ing undergone at least one DNA replication since cold exposure. The
majority of DNA in the mature plant samples considered here is from
endoreduplicated cells that have exited the cell cycle. Therefore, the
DNA from DNA-replicating cells themselves is initially neglected. This
approximation simplifies the analysis.

gIntroduced in Sec. 1.6.2 (p. 42), and analysed by confocal microscopy in Sec. 2.2 (Fig. 2.5, p. 55)
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At the end of cold exposure, R(t) = 0 and N(t) = N(0) = N0, the to-
tal number of copies of DNA in cell-cycle-arrested cells. If it is assumed
that the total number of DNA-replicating cells in the plant remains con-
stant throughout developmenth, then the average rate, r, at which newly
synthesised DNA is added to the plant is also constant in time. There-
fore, the amount ofRDNA in cell-cycle-arrested cells at time t days after
cold is,

R(t) = rt. (3.3)

In contrast toRDNA, the absolute amount ofNDNAdoes not increasei,
N(t) = N0. Therefore, as a proportion of the total DNA,

R(t)
Total

= R(t)
R(t) +N(t)

= rt
rt +N0

. (3.4)

With the following additional assumptions:

1. H3K27me3 spreading of a nucleated locus requires DNA replica-
tion,

2. H3K27me3 spreading occurs with probability 1 at a nucleated lo-
cus that undergoes DNA replication,

3. H3K27me3 spreading results in stablemaintenance of H3K27me3
across the locus,

4. Once spread, the H3K27me3 level in the gene body is equal to the
that of the nucleation region,

the levels of H3K27me3 in the gene body as a proportion of the total
chromatin are given by,

K27me3Body(t) = K27me3Body(0) +
νrt

rt +N0
, (3.5)

where ν is the proportion of all DNAwith aH3K27me3 nucleation peak
at t = 0 and K27me3Body(0) is the level of H3K27me3 in the gene body
at the end of cold. In contrast, the level of H3K27me3 in the nucleation

hThis approximation is clearly not valid for early development but is assumed to be reasonable for the
time-points considered here, i.e. mature plants after a 6-week cold treatment.

iThe amount of DNA in non-DNA-replicating cells does increase, howeverNDNA is DNA that has not
divided after cold exposure.
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region is,

K27me3Nucl. = ν
rt +N0e−t/τN

rt +N0
, (3.6)

where τN is the time-scale of loss of H3K27me3 from the nucleation
region at FLC loci that do not undergo DNA replication.

Fitting H3K27me3 ChIP data. Eq. 3.5 can now be fitted to the H3-
K27me3 ChIP data presented in Fig. 3.4. After a 6-week cold treatment,
the nucleation peak is almost fully saturated [83, 123]. It is therefore
assumed that ν = 1. The value K27me3Body(0) = 0.3 is taken from
the H3K27me3 ChIP data at 6WT0 (Fig. 3.4). There remains a sin-
gle free parameter, r/N0, to fit the slow rise of H3K27me3 in the gene
body. With r/N0 = 0.06 day−1, Eq. 3.5 fits the experimental data well
(Fig. 3.14). The value r/N0 = 0.06 day−1 indicates that for every 100
copies of non-replicating DNA in the plant, an additional 6 copies arise
each day through replication. Another way of considering this rate, is to
determine the time taken for the DNA synthesised after cold exposure
to make up the majority of DNA in the plant. As shown in Fig. 3.14B,
the amount of R and N DNA is equal after N0/r = 16.7 days.

Eq. 3.5 was derived under the assumption that the contribution of
the DNA-replicating cells themselves to the total DNA, could be ne-
glected. After the first post-cold DNA replication, these previously-
neglected replicating cells contain RDNA, and therefore the amount of
R DNA in the plant is underestimated by neglecting these cells. Eq. 3.5
therefore represents a lower bound for the predicted levels of H3K27-
me3 in the gene body. A model including this DNA would therefore
estimate a lower value of r/N0 when fit to the data. Consequently, the
value r/N0 = 0.06 day−1 extracted from fitting Eq. 3.5 is an upper bound,
and N0/r = 16.7 days is a lower bound.

Is the r/N0 = 0.06 day−1 value reasonable? It is difficult to knowwhat
proportion of DNA exists in replicating and non-replicating cells at a
given stage of development, because a large amount of tissue growth
occurs through cell growth rather than cell division [161]. For roots,



118 molecular mechanisms of cis epigenetic memory

●

●

●

●

●
● ●

●

0.00

0.25

0.50

0.75

1.00

0 5 10 15 20
Days after cold exposure

M
od

ifi
ca

tio
n 

le
ve

l

●

●

H3K27me3

H3K36me3

0.00

0.25

0.50

0.75

1.00

0 5 10 15 20
Days after cold exposure

Pr
op

or
tio

n 
of

 p
op

ul
at

io
n

N

R●

●

●

●

●
● ●

●

0.00

0.25

0.50

0.75

1.00

0 5 10 15 20
Days after cold exposure

M
od

ifi
ca

tio
n 

le
ve

l

●

●

H3K27me3

H3K36me3

0.00

0.25

0.50

0.75

1.00

0 5 10 15 20
Days after cold exposure

Pr
op

or
tio

n 
of

 p
op

ul
at

io
n

N

R

A B

Figure 3.14: Fitting the two populations model to the slow spread of H3K27me3. (A) Data points
represent average gene body H3K27me3 in Col-FRI after vernalisation. Data are analysed and pre-
sented as in Fig. 3.4. Solid line represents model prediction (Eq. 3.5) with r/N0 = 0.06 day−1. (B)
Proportion of the population made up of R DNA and N DNA as a function of days after cold, again
with r/N0 = 0.06 day−1.

rates of cell division have been estimated at 17 hours and 30 hours per
cell in the meristematic zone and elongation zones, respectively [166]
(Fig. 1.7, p. 41). For the shoot meristem, the estimates are similar, with
the majority of cells dividing every 12-36 hours [214]. Therefore, the
fastest DNA replications in vivo occur with a frequency of 1-2 days.

If we consider meristems as the source of all R DNA after cold, and
assume that all meristematic cells replicate DNA on average once per
day, then in a single day ameristem contributes a number of copies of R
DNA to the plant which is equal to the total number of copies of DNA
in the meristem. For the example of the root, the value r/N0 = 0.06
day−1 then implies that the number of copies of DNA in the meristem
equals 6% of the total DNA content of the root. Since non-replicating
(endoreduplicated) cells can contain many copies of the genome, and
themeristemmakes up only a fraction of the total length of the root, this
value seems reasonable for the mature plants considered here, which
have been exposed to 6 weeks of cold.

In Sec. 3.2.3, it was observed that H3K27me3 in the nucleation re-
gion in the lhp1 mutant is lost over a similar time-scale as H3K27me3
spreads to the gene body in Col-FRI. For lhp1, if it is assumed that H3-
K27me3 in the nucleation region is lost with a time-scale of τR on repli-
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Figure 3.15: Two populations model fit to the nucleation peak H3K27me3 levels in lhp1. H3K27-
me3 ChIP data represented as points with error bars representing standard deviation. Data are anal-
ysed and presented as in Fig. 3.6B. (A) Lines show model prediction with variable τR and fixed τN. (B)
Variable τN and fixed τR.

cating chromatin. Eq. 3.6 then becomes,

K27me3lhp1Nucl. = ν
rte−t/τR +N0e−t/τN

rt +N0
. (3.7)

Simulations of the M-U-A model (Sec. 3.3.1) showed that memory is
more stable in non-replicating than replicating cells (Fig. 3.8, p. 103).
That is, τR < τN. With τR on the order of several days and r/N0 = 0.06
day−1 taken from fitting the gene body H3K27me3 data in Col-FRI, the
fit of Eq. 3.7 to the ChIP data in lhp1 is dominated by the value of τN
(Fig. 3.15). Eq. 3.7 fits the data reasonably well for τN = 100 days, and
τR < 5 days. In this case, the stability of the nucleation peak observed in
the lhp1 mutant is mostly due to the maintenance of a nucleation peak
in cells which do not divide after cold. These cells make up a large pro-
portion of the total DNA content, even 2-3 weeks after cold (Fig. 3.14B).

In Sec. 3.3.2, it was observed that in the absence of DNA replication,
a small M-U-A model can have an arbitrarily long state lifetime that
scales with the ratio of recruited to noisy transitions (Fig. 3.8, p. 103).
However, this model neglected explicit nucleosome turnover and is not
related to chronological time, rather the number of ‘sweeps’ in a Monte
Carlo simulation.

To determine if a more realistic 3-nucleosome M-U-A model is ca-
pable of generating such a stable nucleation peak in non-dividing cells,
simulations of themodel illustrated in Fig. 3.16Awere performed. DNA
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Parameter Description Value

γ Noisy methylation/demethylation rate (histone-1s-1) Various
α Recruited methylation/demethylation rate (histone-1s-1) Various
θ Nucleosome turnover rate (histone-1s-1) γ/5
μ Bias towards H3K36me3 1.35
Nh Number of histones 6

Table 3.3: Parameters for the simple K27me3/K36me3 model. Description of parameters and values
used for simulation results shown in Fig. 3.16.

replication was not included. It was found that nucleation peak life-
times are possible with a reasonable ratio of feedback to noise (α/γ ≈
20). However, the time-scales of both noisy demethylation and nucleo-
some turnovermust be extremely low, on the order of 10 days (Fig. 3.16).
Histone turnover rates are known to be correlatedwith transcription, so
if ‘nucleated’ FLC in non-replicating cells is not expressed, then nucle-
osome turnover may be an extremely rare eventj. Therefore, such low
noise may not be completely unreasonable.

An alternative explanation for stability in non-replicating cells, could
be related to the physical clustering of FLC gene copies that occurs in
nuclei of endoreduplicated cells after vernalisation [215]. This physical
association is correlated with H3K27me3-nucleation during cold, and
clusters remain stable after cold [215]. The clustering of many copies
of FLC in non-DNA-replicating cells could allow feedback between the
histone modifications at different FLC copies, so that PRC2 could be
recruited to one FLC copy by a H3K27me3 mark at another copy. This
could effectively increase the number of epigenetic memory molecules,
and lead to increased nucleation peak lifetimes even in the presence of
higher rates of nucleosome turnover.

Further evidence that nucleation of H3K27me3 is linked with this
physical clustering in endoreduplicated cells is that clustering, like H3-
K27me3-nucleation, is unperturbed in the lhp1 mutant, but is reduced
in the vrn2 and vrn5 mutants [215].

jA detailed discussion of nucleosome turnover can be found in section 4.2.1
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Figure 3.16: Simple histone-modification based model for the nucleation region. (A) Mathemati-
cal description of a simple model with opposing K27me3 and K36me3 histone H3 states. DNA repli-
cation is not included in the model. Each of K27me3 and K36me3 histone H3 states have positive
feedback and are also mutually antagonistic. Px is the proportion of x histones. (B) First passage time
from initial active (K36me3) or repressed (K27me3) states, measured from stochastic simulations of
this model using the Gillespie algorithm. The parameter α/γ expresses the ratio of recruited to noisy
transitions. Dashed line indicates the first passage time τN = 100.
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Therole ofDNAreplication in spreading. The ‘twopopulations’model
is able to capture the slow spreading of H3K27me3 in Col-FRI and the
long lifetime of H3K27me3 nucleation peak in lhp1. This required the
assumption that DNA replication is necessary for spreading of H3K27-
me3 from the nucleation region to the gene body after cold exposure.
Before trying to understand the mechanistic basis of this requirement
in the context of the model, it is useful to introduce some published
experimental data.

Cell division has historically been strongly implicated in vernalisa-
tion in a variety of plant species [216–218]. Classic experiments per-
formed from the 1930s until the 1960s typically focused on locating the
part of a plant capable of perceiving vernalising cold. In many cases
it was found that growing tips, rather than mature tissues, needed to
be chilled in order to invoke an acceleration in flowering [216]. This
was later explained as a requirement for cell division in cold percep-
tion [218]. More recently, studies in Arabidopsis have reported that
FLC loci in mature leaves acquire H3K27me3 at the nucleation region
during cold, but that this is lost 2 weeks after cold [82]. These experi-
ments suggest a link between DNA replication during cold, andmainte-
nance of H3K27me3 after cold. However, for the the two-populations
model to fit the H3K27me3 ChIP data presented here, spreading of H3-
K27me3 after coldmust occur only in replicating cells, while chromatin
that is H3K27me3-nucleated but does not replicate should maintain a
H3K27me3 nucleation peak for several weeks. Differences in experi-
mental design, including the age of plants when exposed to cold, mean
that the results presented here cannot be directly compared with those
in [82]. Therefore, previous work suggests a link between DNA replica-
tion and spreading but does not provide a direct test of the ‘two popu-
lations model’ hypothesis.

How could a requirement forDNA replication inH3K27me3 spread-
ing be implemented mechanistically in the model? A trivial but plau-
sible explanation would be that one or more of the factors required to
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allow feedback of H3K27me3 in the gene body is not expressed in non-
replicating cells.

Another explanation could be related to histone variants. The canon-
ical histone H3.1 is synthesised specifically in S-phase, while the re-
placement histone H3.3 is synthesised independently of the cell cycle
[219, 220]. It could be the case that S-phase specific H3.1 needs to
be incorporated at FLC to allow initial spreading of H3K27me3 to the
gene body. The gene body of FLC loci that do not divide after H3K27-
me3-nucleation would be primarily made up of histone H3.3. There is
a precedent for this type of mechanism in the case of the H3K27me1-
methyltransferase ATXR5, which selectively methylates histone H3.1
[221]. Histone-variant-dependent activity has not yet been reported
for PRC2.

Yet another possibility is that there is indeed an opposing A-state in
the FLC gene body as predicted by the original FLCmodel, that is yet to
be identified. DNA replication may be required to disrupt this A-state
to allow H3K27me3 spreading.

Another possibility is that DNA replication may be required to re-
organise a higher-order chromatin structure which brings the H3K27-
me3-rich nucleation region into a conformation in which PRC2 can
then be recruited to the gene body.

There are therefore many possibilities for how a single DNA replica-
tion event could act as a switch causing a nucleated FLC locus to spread
H3K27me3 to the gene body. Before following up these possibilities, it
is necessary to first show that DNA replication is indeed required for
spreading.

The two models presented so far to explain current experimental
data can now be compared, and experiments proposed to distinguish
between these models.
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3.3.4 Comparison of the two alternative models

Thefirstmodel thatwas considered assumed that the long lifetime of the
nucleation peakH3K27me3 in lhp1was due to a hybrid protein/histone-
modification cis-memory. This allowed the stability of the nucleation
peak through DNA replication to be increased beyond that possible in
a purely histone-modification-based system. The second model consid-
ered assumed that the slow spreading of H3K27me3 to the gene body in
Col-FRI was actually a population effect, with H3K27me3 only spread-
ing to the gene body on chromatin that replicates after nucleation. The
plant growth parameters extracted by fitting the time-scale of H3K27-
me3 spreading in Col-FRI were consistent with the slow loss of the nu-
cleation peak H3K27me3 seen in lhp1 - provided the nucleation peak
was quite stable in the absence of DNA replication. These two models
are not mutually exclusive but each makes qualitatively different pre-
dictions. The hybrid protein-DNA model suggests that protein-protein
as well as histone-protein interactions are crucial for ensuring mainte-
nance of the nucleation peak H3K27me3 through several DNA replica-
tions (Fig. 3.13B,C). In contrast, the ‘two populations’ model does not
require such stability of the nucleation peak and instead predicts that
spreading of H3K27me3 occurs only on replicating chromatin with a
pre-existing nucleation peak. This failure to spread in lhp1 mutants
would cause rapid loss of theH3K27me3-nucleation peak inDNA repli-
cating cells.

Both models require quite low noise to quantitatively reproduce the
H3K27me3ChIPdata. On theoretical grounds, however, the two-popul-
ations model is favoured. This is because in the hybrid protein/histone
modification model requires such high levels of feedback to be func-
tional in maintaining epigenetic memory through cell division. At this
feedback strength, all Act/Rep binding sites in the nucleation region
are almost always continuously occupied with proteins. In contrast,
the two-populations model does not require epigenetic memory to be
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maintained in the nucleation region through cell division and is there-
fore more appealing. The low noise requirement for the M-U-A nucle-
ationmodel is less problematic since it seems plausible that nucleosome
turnover rates are extremely low at a poorly transcribed locus in a non-
DNA-replicating cell.

Nonetheless, it is important to test the predictions of both models,
particularly as these models are not mutually exclusive.

3.3.5 Proposed experiments to test model predictions

Hybrid protein/histone modification model. ChIP experiments are
currently under way to preciselymap the protein binding sites at FLC of
PHD-PRC2 complex components VRN2, SWN, CLF, VRN5, andVIN3
(HongchunYang), andVEL1 (DanlingZhu). In addition, YushengZhao
is undertaking mutagenesis of the VEL domains of VRN5, VEL1 and
VIN3 to identify key residues required for homo- and heterodimerisa-
tion, using a yeast two-hybrid assay. In planta studies with these mu-
tants will be used to elucidate the role of protein-protein interactions in
generating and maintaining H3K27me3-nucleation at FLC.

Two-populations model. The key prediction of this model is that H3-
K27me3-spreading will occur primarily at H3K27me3-nucleated FLC
loci that have been replicated since cold exposure. That is, in tissues that
contain DNA that is recently synthesised, the H3K27me3 ChIP profile
across FLC several days after cold exposure should show similar lev-
els of H3K27me3 in the nucleation region and gene body. The model
predicts that this will contrast sharply with the whole-plant average H3-
K27me3 ChIP (high nucleation but relatively low spreading) and ChIP
performed on non-replicating tissues (high nucleation, no spreading).
To this end, experiments are under way to performH3K27me3ChIP on
root meristems 4 days after cold, at which time most cells in this tissue
will have undergone at least one DNA replication. While H3K27me3
ChIP is a routine assay in the lab, collecting sufficient ‘newly-replicated’



126 molecular mechanisms of cis epigenetic memory

tissue will be themain technical challenge. These experiments are being
performed by Hongchun Yang.

FLC is re-expressed in vernalised lhp1 plants only after 10 days of
subsequent growth in warm conditions (Fig. 3.5, p. 97). This suggests
that FLC re-expression is co-incident with the loss of H3K27me3 in
the nucleation region (Fig. 3.6, p. 98). Therefore, another prediction
of the two-populations model is that lhp1 mutants that fail to spread
H3K27me3 to the gene body, will rapidly re-activate FLC expression in
dividing cells but not in non-dividing cells. To this end FLC-Venus has
been crossed to lhp1-3 and homozygous FRI FLC-Venus lhp1-3 plants
have been generated. Confocal microscopy of FLC-Venus in meristem-
atic and fully differentiated (non-replicating) cells after cold exposure
in these plants will allow this prediction to be tested.

3.4 Summary

The two major outstanding problems with the original model of FLC
chromatin through vernalisation identified here are the identity of epi-
genetic memory elements of the active state, and the slow time-scale
of H3K27me3 spreading to the gene body. This chapter focused on
the role of the nucleation region in maintenance of epigenetic mem-
ory. Mathematical modelling was used to propose two possible expla-
nations for how spreading of H3K27me3 to the gene body can be longer
than the time-scale of VIN3 decay after cold, and still provide robust
cis-epigenetic memory. Both of these models also help to explain the
maintenance of the nucleation peak H3K27me3 in lhp1 mutant plants.
These hypotheses await experimental tests.

The identity of the epigenetic memory elements corresponding to
the active FLC expression state seems to be partially satisfied by the
H3K36me3 andpossiblyH3K4me3marks in the nucleation region. How-
ever, an opposing mark in the gene body to prevent H3K27me3 accu-
mulation has not yet been found. In Chapter 4, a model of Polycomb
silencing is proposed in which the process of transcription itself acts as
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an ‘opposing state’. A discussion of how the nucleation peakmodels pro-
posed here could be integrated with this transcription-as-the-opposing-
state model is left until Chapter 6.

3.5 Materials and Methods

See the following sections for plant growth conditions (Sec. 2.5.1), plant
materials (Sec. 2.5.3), RNAextraction (Sec. 2.5.5), RT-qPCR (Sec. 2.5.6),
and ChIP (Sec. 2.5.9). The nucleosome scanning assay (NuSA), per-
formed using a published protocol [210] by Danling Zhu (Fig. 3.3), is
described in the figure legend. ChIP data presented in Figures 3.1 and
3.2 were obtained by Hongchun Yang, using the protocol described in
Sec. 2.5.9.

3.5.1 lhp1-3

lhp1-3 (tfl2-1) is a point mutation in the LHP1 coding sequence, re-
sulting in a stop codon at Q280. The mutant was originally isolated
in [222]. The stock used in this study was obtained by former postdoc-
toral researcher in the Dean lab, Joshua Mylne. In the present work,
lhp1-3 was crossed to Col-FRI (Sec. 2.5.3). Plants homozygous for FRI
and lhp1-3 were obtained using PCR-based genotyping, as described
in [223]. Primer sequences and instructions for use are provided in
Sec. 7.2.

3.5.2 Computational hardware

Development and initial simulations were performed on a Macbook
Pro running Mac OS 10.10.4. This was equipped with a dual-core In-
tel Core i5 processor, running at 2.7 GHz, with 16 GB system memory.
More computationally intensive simulations were run on the Howard
group cluster, which comprises 4 compute nodes, each equipped with
16-coreXeonE5-2650 processors, running at 2.6Ghz, with 16GBof sys-
tem memory. The cluster runs the CentOS 6.6 distribution of the Linux
operating system. Code was parallelised for the 16-core processors by



128 molecular mechanisms of cis epigenetic memory

executingmultiple instances of stochastic simulations on different cores
in parallel.

3.5.3 Programming languages and libraries

All simulations were written in C and compiled using GCC (version
4.4.7). Pseudo-random numbers were generated in the GNU scientific
library (GSL, version 1.13) randomnumber environment using theMer-
senne Twister 19937 algorithm [224]. The seed was either specified
manually (for code development and simulating specific trajectories) or
set based on the system clock using the time function of the C standard
library.

R was used for all data analysis and plotting, both for results of sim-
ulations and experiments [225]. Specifically, the Rstudio environment,
ggplot2 [226], reshape2 [227], plyr [228] and scales [229] packages were
commonly used.

3.5.4 Stochastic simulation algorithms

Previous published simulations of models in chromatin-based epige-
netics have employed constant time-step Monte Carlo simulations [28,
95, 96, 98, 99, 213, 230], which have also been presented in this work
(Secs. 3.3.1, 3.3.3). In this algorithm, time is incremented in a series of
discrete steps of constant duration, Δt. At each new time ti+1 = ti + Δt,
randomnumbers are used to determine whether or not a system update
occurs. TheM-U-Amodel is a special case inwhich either a recruited or
a noisy transition is performed at most time steps. Typically, for more
complex models, Δt must be chosen to be much smaller than the most
frequently occurring system update, to ensure that the sum of all possi-
ble transition probabilities per time step Δt is much less than 1.

Running such simulations for complex systems (with a combination
of short and long time-scales) becomes computationally inefficient be-
cause many time steps are simulated during which events do not actu-
ally take place. A more efficient Monte Carlo algorithm is Gillespie’s
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Figure 3.17: Validation of the Gillespie algorithm simulation for the M-U-A
model. (A) Probability distributions for the proportion of M histones in the
M-U-A model obtained using long-time simulations of the Gillespie algorithm
with Feedback, F = 0.4, 1, 1.4, 2.0. (B) Quantitative comparison of the Gap,
G calculated using the Gillespie algorithm implementation (solid line) or the
Monte Carlo algorithm implementation (points).

stochastic simulation algorithm [212]. This technique is used increas-
ingly in computational biology [231], and has already been applied in
several theoretical studies of chromatin-based epigenetics [102–104, 232–
234]. The Gillespie algorithm approach incorporates a sum over the
probabilities of all possible system updates at any given time to calculate
a time increment at which the next system update will take place [212,
235]. Simulations are therefore not performed with a constant time in-
crement, ensuring that each system update requires a fixed number of
randomnumbers. TheGillespie algorithmhas the added advantage that
reaction rates can be easily specified in units of real time and varied over
arbitrary ranges without changes to the underlying computer program.
This makes it ideally suited for computational biology, where searches
of parameter spaces spanning many orders of magnitude are common.

To validate the implementation of the Gillespie algorithm method
implemented in this work, the M-U-A model was simulated using both
techniques and quantitatively compared. The Gillespie algorithm sim-
ulation reproduced the expected bistability properties of the M-U-A
model (Fig. 3.17A). The ‘Gap’ parameter, a measure of bistability, is



130 molecular mechanisms of cis epigenetic memory

defined as,
G = ∣nM − nA

nM + nA
∣ , (3.8)

where nM and nA are the number of M and A histones, respectively. The
dependence ofG on Feedback, F, agreed quantitatively between the two
simulation techniques (Fig. 3.17B).These figures can be compared with
the results of published simulations of this model (Fig. 2 in [28]).



4THE ROLE OF TRANSCRIPTION IN
ANTAGONISM OF POLYCOMB SILENCING

Models of chromatin-based epigenetic memory are based on the hy-
pothesis that chromatin states determine gene expression. In the case
of PRC2-dependent gene repression, there is considerable support for
this hypothesis. H3K27 has been shown to be required for Polycomb-
mediated repression [64] and can be passed on to daughter chromo-
somes [26, 236]. In Chapter 2, it was shown that two copies of a PRC2
target gene can exist in alternative, heritable expression states in the
same cell, indicating that the memory of gene expression can be stored
in cis [208]. Tethering of PRC2 to chromatin has also been shown to be
capable of initiating transcriptional repression in both human cells [107,
237] and Drosophila [238]. Together, these findings suggest that depo-
sition of H3K27me can cause heritable gene repression.

In contrast to this, there is also evidence that H3K27me can accu-
mulate ‘by default’ at Polycomb target genes that are transcriptionally
down-regulated by means other than recruitment of PRC2. It has been
known for a long time from studies inDrosophila that PRC2 is often dis-
pensable for initial transcriptional repression in vivo and is instead re-
quired formaintenance of the repressed transcriptional state [108–110].
More recently, similar results have been obtained in mouse cells [111].
In the latter case, it was observed that global repression of transcription
through depletion or inhibition of RNA polymerase II (Pol II) is suffi-
cient to induce ectopic recruitment of PRC2 to its target genes [111].
The same study also showed that PRC2 was dispensable for initial tran-
scriptional shut-down of many genes that are switched off during in
vitrodifferentiation of embryonic stemcells. Moreover, studies inwhich
transcription across PRC2 target genes can be exogenously regulated
have shown that transcription can counteract Polycomb repression [121,
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139, 239, 240]. Considering these data, it is less clear that PRC2 andH3-
K27me act as determinants of the gene expression state andmay instead
‘respond’ to transcription (c.f. instructive versus responsive chromatin,
Fig. 1.5, p. 32).

In certain cases, it therefore seems that PRC2 can determine the ex-
pression state of its targets, while in other cases it seems that PRC2 plays
a more passive role, with H3K27me accumulating in response to tran-
scriptional shutdown. In this chapter, the interplay between transcrip-
tion and PRC2/H3K27me in determining andmaintaining gene expres-
sion states is further explored. To this end, a mathematical model in
which transcription acts as an ‘opposing state’ to Polycomb silencing
is developed. Integration of transcription into a model of chromatin-
based epigenetics allows consideration of how both cis and trans sig-
nals can regulate gene expression. The model presented here suggests
that PRC2-mediated gene repression in cis is functionally significant in
conveying epigenetic memory only when trans-factor determinants of
expression are relatively balanced. This suggests the existence of a class
of PRC2-repressed genes at which H3K27me is present but does not act
as the decisive factor determining the maintenance and inheritance of
gene repression.

The chapter begins by considering a two-state model in which PRC2
silencing is antagonised directly by transcription. This is shown to be
insufficient for generating cis-epigenetic memory. However, by extend-
ing this model to consider different methylation states of H3K27me
(me1/me2/me3), a model capable of heritable bistability is found. This
model eliminates some undesirable features of previous models and al-
lows co-ordination of the chromatin and transcription state of a gene.
Thismodel is then further extended to allow external control of the tran-
scription rate. This permits consideration of the role of chromatin in
buffering noisy input signals and also the time-scales over which chro-
matin states can be reliably switched. In the model, H3K27me3 can
accumulate by default at transcriptionally repressed genes but can also
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be recruited to induce transcriptional repression. This allows a synthe-
sis of ‘instructive’ and ‘responsive’ models of PRC2 repression within
a single quantitative framework. The model shows that cis memory is
able to determine gene expression states only over a narrow range of
external ‘gene activation’ levels, suggesting that the difference between
instructive and responsive chromatin is quantitative rather than cate-
gorical.

Generality of themodelling approach. This chapter is focused onPoly-
comb target-gene regulation generally, rather than specifically treating
the case of FLC. Therefore, the modelling is developed in a more ab-
stract sense without specific reference to FLC. Parameters are taken
mostly from studies of human or mouse PRC2. However, the model
shows how ‘transcription as the opposing state’ could alleviate the need
for an A-mark that everywhere opposes H3K27me3. In this sense, the
model was developed with the FLC gene body in mind. A discussion
of how this model could be integrated with the previous nucleation re-
gion modelling (Chapter 3) for the case of FLC is left until Chapter 6
(Sec. 6.3).

4.1 Two-state model

In the abstract models considered so far (Chapter 3), both the M and A
histone states are able to recruit enzymatic complexes that convert other
nearby histones to the same type (e.g. Sec. 3.3.1). M and A are thus op-
posing states and the model is symmetric. To break this symmetry and
develop a model in which transcription acts to directly oppose H3K27-
me3 addition, the two-state model in Figure 4.1 was considered. In this
model, a nucleosome contains twoH3 tails, which can be either unmod-
ified (me0) or carry the repressive K27me3mark (me3) (Fig. 4.1A).The
positive feedback for me3 is based on the allosteric activation of Ezh2
by EED-mediated binding to H3K27me3 [60].
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Figure 4.1: Two-state model. (A) Schematic. Black arrows represent state transitions, while coloured
arrows represent feedback interactions. (B) Mathematical description. Parameter values defined in
Table 4.1.

Parameter Description Value

kme Directed methylation rate (histone-1s-1) Free
fmax Maximum firing rate (s-1) Free
pdem Transcription-induced demethylation rate (histone-1transcription-1) Free
γme Noisy methylation rate (histone-1s-1) γme =

1
20kme

fmin Minimum firing rate (s-1) fmin = 10−4

N Number of histones 60

Table 4.1: Parameters in the two-state model. Parameter definitions and values.

For the process of transcription to directly antagonise silencing by
PRC2, it must be capable of removing H3K27me3. In the model it is
hypothesized that this occurs in two ways: active demethylation and
histone turnover. First, H3K27 demethylases have been shown to lo-
calise to both promoters and coding regions of PRC2 target genes and
associate with the elongating form of Pol II [112–114]. Second, histone
turnover rates are correlated with the transcriptional activity of genes,
with histones resident for longer times at repressed genes [115–118]. Hi-
stone turnover is commonly interpreted as a source of noise for histone-
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modification based memory [28, 83, 94, 97–103, 106, 213, 232, 241],
but may also represent a mechanism by which certain histone modifi-
cations are prevented from accumulating. Histone-DNA contacts must
be at least transiently disrupted to allow the passage of Pol II [242–245],
however, the mechanistic basis of the transcription-dependence of his-
tone turnover is unknown (reviewed in [246]). This effectmay be due to
a more compact chromatin structure and lower levels of histone acety-
lation at repressed genes [19, 247], which tends to promote retention of
histones. Alternatively, recycling of histones in the wake of Pol II may
be imperfect, resulting in loss of histones with low probability at each
transcription event. These two effects (demethylation of H3K27 and in-
creased histone turnover) provide a possiblemechanism for the process
of transcription to directly remove H3K27me3 and thereby antagonise
silencing by PRC2.

Based on this hypothesis, the two-state model shown in Fig. 4.1A
was developed. Stochastic simulationswere implementedwith theGille-
spie algorithm. A mathematical description is shown in Fig. 4.1B and
details of the simulation algorithm are provided in Sec. 4.6. H3K27me3
is added through either noisy methylation, with rate γme, or recruited
methylation, with a rate kme, scaled in proportion to the number of me3
modifications within the simulated region. Transcription is modelled
as a discrete event which can cause H3K27 demethylation at each his-
tone with probability pdem. This single demethylation rate incorporates
both histone turnover and active demethylationa. In this formulation,
noisy demethylation is not modelled explicitly but occurs through the
low level of noisy transcription in the repressed state. As discussed
in Sec. 3.3.2, bistability in models of histone-modification-based epi-
genetic memory requires a regulatory chromatin domain on the order
of tens of nucleosomes. In all simulations, a region of chromatin con-

aHistone turnover is similar to H3K27 demethylation in this model because both result in conversion of
histones fromme3 tome0. The only difference between the two processes is that histone turnover results in
loss of two neighbouring histones because a H3/H4 tetramer is exchanged. To keep the model as simple as
possible, this difference is neglected at this stage. In subsequent models, histone turnover is incorporated
explicitly (Sec. 4.2.1).
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taining 30 nucleosomes (60 H3 tails) is considered, which corresponds
to a gene length of ~5kb [248].

The molecular mechanism by which PRC2 and H3K27me lead to
gene repression is not well understood, but genes enriched for H3K27-
me show reduced rates of productive initiation of transcription, deacety-
lated histones and a compact chromatin structure [63]. Acetylation
of positively charged residues on histones can reduce the strength of
the histone-DNA contact [249] and is believed to play both specific
roles in gene activation, and more general roles in loosening chromatin
structure (reviewed in [19]) Acetylation is associated with highly tran-
scribed regions [250] and is notably depleted at repressed Polycomb tar-
get genes. In addition, H3K27Ac mediated by p300/CBP increases at
PRC2 targets in loss-of-function Su(z)12 cellsb[251]. It is currently un-
knownwhether acetylation is a cause or consequence of gene activation.
Polycomb repressive complexes have been shown to be capable of com-
pacting chromatin templates in vitro, sometimes independently of their
catalytic activity [69, 252, 253].

To incorporate the repressive effect of PRC2/H3K27me3 on tran-
scription, it is necessary for the rate of RNA production to depend on
the H3K27me3 levels at the locus. In the model, it is assumed that the
transcriptional firing rate f is linearly dependent on the proportion of
H3K27me3 marks at the gene Pme3,

f = fmax − (fmax − fmin)Pme3, (4.1)

where fmin and fmax are theminimum andmaximum transcription firing
rates. It has been previously shown that adding explicit nonlinearity to
two-statemodels can give rise to bistability [28, 94]. In this case, explicit
nonlinearity is avoided by using a linear function relating the number
of histone marks to the firing rate.

After fixing the rate of noisy methylation, γme, relative to the rate of
recruited methylation, kme, and specifying a minimum firing rate, fmin,

bSu(z)12 is a core PRC2 subunit. Fig. 1.3, p. 26
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there remains only three free parameters: fmax, themaximumfiring rate;
kme, the directed methylation rate and pdem, the probability of demethy-
lation per firing event. The small number of parameters and computa-
tional efficiency of the algorithm allows simulations to be performed
over large regions of parameter space at high resolution. For each set of
parameters, 100 loci were initialised in each of the uniform me0 or me3
states and simulated according to the Gillespie algorithm [212] for 1100
hours (equivalent to 50 x 22 hour cell cycles). The aim of these initial
simulations was to determine whether this model had the capacity for
generating two stable gene expression states (bistability). Since DNA
replication is a perturbation that weakens the H3K27me3 state, it was
not included in initial simulations of the model.

4.1.1 Lack of bistability

To maintain a gene expression state, the system must remain in either
the low expression state (high me3) or high expression state (low me3)
over time. To quantify this property from the simulated time-courses,
the probabilities that the gene is in the ON or OFF state (PON and POFF)
were calculated. The model is intrinsically asymmetric, so large regions
of parameter space represent systems biased to either the me0 or me3
states. A quantity used to measure balanced bistability is B = 4POFFPON

[213]. PON, POFF and B are defined precisely in Sec. 4.6.2. Values of B
close to zero indicate either that POFF or PON (or both) are close to zero
and represent poor ability of the model to maintain either the active
and/or the repressed gene expression states. Values of B close to one,
however, occur when PON = POFF = 1/2, and represent bimodality in
the distribution of me3 histones per gene.

The ratio F = fmax/fmin is equal to the fold-change in transcription
firing rate between the fully active and fully repressed states. This ra-
tio also expresses the maximum change in demethylation activity be-
tween the active and repressed states. Because demethylation in the
repressed state can be considered as ‘noisy’, this firing rate change can
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Figure 4.2: Results of simulations of the two-state model. Heat-map indicating (A) POFF, (B) PON, or
(C) the bistability measure, B = 4POFFPON for simulations performed with the parameters kme, pdem

and F = fmax/fmin indicated on axes and panel labels. DNA replication is not included. (D) Example
simulations of a single gene initialised in the active (me0) state, for methylation-biased, balanced, or
demethylation-biased parameter sets. (E) As in D with initial repressed (me3) state.

also be thought of as the ratio of signal-to-noise. There is also another
signal-to-noise ratio for methylation in this model, given by kme/γme:
this is fixed at 20 (i.e. 5% noise).

Fig. 4.2 shows POFF, PON, and B averaged over timec and over a pop-
ulation of loci, for simulations performed over ranges of kme, pdem and
F. Remaining parameter values are specified in Table 4.1. The popula-
tion of loci were initialised as 50% uniform me0, 50% uniform me3. In
agreement with earlier studies of two-state models, bistability was not

cTime-averaging described in Sec. 4.6.2.
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observed in this two-state model, even in the absence of DNA replica-
tion [94, 98]. This is likely due to the lack of nonlinearity in both the
histone modification reactions and the function linking the transcrip-
tion rate to the chromatin state.

Nonlinearity has previously been added to two-state models in an
arbitrary fashion and shown to contribute to generating bistability [94,
98]. In the following section, details of the PRC2 repression system are
used as inspiration about how such nonlinearity may arise naturally in
this system.

In summary, the linear two-state model presented here is capable
of generating stable ON (low me3) and OFF (high me3) transcription
states when parameters are biased in one direction or the other. How-
ever, no parameter sets were found for which both states can be stably
maintained.

4.2 Non-processive model

Previous theoretical work has focused on models that include interme-
diate histone modification states between the marks associated with ac-
tivation and repression (me0 and me3 in this case). Models with in-
termediate histone states provide a mechanism for implicit generation
of nonlinearity, which has previously been shown to be necessary for
bistability, as discussed in Sec. 1.4 [28, 95, 96, 103, 213].

In the PRC2 system, H3K27 methylation could, in principle, be ac-
complished by either processive or non-processive catalysis. In pro-
cessive catalysis, the enzyme remains bound to a particular substrate
molecule until allmethylations have takenplace, while in non-processive
catalysis, the enzyme dissociates from the substrate after each methyl
group is added [254]. The me0 to me3 reaction in the two-state model
(Fig. 4.1) depicts H3K27me3 as arising in a single step, i.e. processive
addition of three methyl groups. In contrast, non-processive methyla-
tion of H3K27 could generate four distinct H3K27 methylation states
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(me0/1/2/3) (Fig. 4.3), which may serve as a natural mechanism to gen-
erate nonlinearity.

Evidence for non-processivity. For SET-domain histone methyltrans-
ferases, such as the catalytic subunit of PRC2, there are examples of
both processive and non-processive enzymes [255, 256]. It is known
that recombinant mammalian PRC2 can monomethylate H3K27me0,
H3K27me1 and H3K27me2 substrates in vitro, and actually displays a
preference for H3 peptides carrying less K27-methyl groups [257–259].
In vivo, PRC2 activity is required for H3K27me2/me3, whereas H3K27-
me1 levels are reduced but not abolished in embryonic stem cells lack-
ing functional PRC2 [260–263], suggesting the existence of a H3K27-
me1-specific methyltransferase independent of PRC2. In mammals,
H3K27me1 is primarily localised to active genes and enhancers [264,
265] and intragenic H3K27me1 accumulation at Polycomb target genes
inmouse embryonic stem cells is dependent on PRC2 [263]. This could
be explained by either PRC2-catalysed monomethylation at PRC2 tar-
gets, or non-processive demethylation of H3K27me2/me3. Heavy iso-
tope labelling mass spectrometry analysis of H3K27 methylation in cell
culture showed that H3K27me3 is mostly formed from monomethyla-
tion of existing H3K27me2 substrates and also found evidence that H3-
K27me2 can arise through monomethylation of H3K27me1 [266, 267].
Collectively, these data suggest that PRC2 can act non-processively both
in vitro and in vivo to methylate H3K27.

Less is known about the processivity of H3K27-demethylation in
vivo. The demethylation reaction is catalysed by jumonji-C domain
containing proteins, which use a dioxygenase reaction for demethylat-
ing mono, di and tri-methylated residues [268]. The reaction mecha-
nismoccurs one step at a time, so these enzymes, likemethytransferases,
could act non-processively. The human H3K27-demethylase UTX has
been observed to sequentially remove single methyl groups from H3-
K27me3 peptides in vitro [269].



non-processive model 141

4.2.1 Non-processive model formulation

Thenon-processivemodel assumes that bothmethylation and demethy-
lation occur non-processively (Fig. 4.3). Parameters are defined in Ta-
ble 4.2. This model can be seen as an extension to the two-state model,
in which transcription represents the opposing state to PRC2 silencing.
As for the two-state model, H3K27me3 positive feedback is motivated
by the binding and allosteric activation of PRC2 by H3K27me3 [60]. In
vitro studies indicate that H3K27me2 is also able to bind to and activate
PRC2 —albeit to a lesser extent than the H3K27me3, while H3K27me1
does not activate PRC2 [60]. In the model, H3K27me2 can also there-
fore recruit and activate PRC2, although with 10-fold reduced efficacy
as compared to H3K27me3. H3K27me1 does not activate PRC2 in the
model. The me0/me1 modification states can therefore be grouped as
‘neutral marks’ and me2/me3 as ‘repressive marks’. The firing rate func-
tion (Fig. 4.3) reflects this change, with the assumption being that that
H3K27me2 histones are equally as repressive for transcription as H3-
K27me3 histones.

The non-processive model also takes into account the relative cat-
alytic activity of PRC2 onH3K27me0, me1 andme2 substrates (kcat/KM

(me0 : me1 : me2) = 9 : 6 : 1) from in vitro studies [258], which is
captured with the parameters kme0-1, kme1-2, kme2-3, where kme2-3 = kme.
Noisy methylation rates γme0-1, γme1-2, γme2-3 are set at 5% of the rate of
allosterically-activated PRC2 (Table 4.2).

Like in the two-state model, demethylation is coupled to transcrip-
tion, so that each transcription event can remove a single methyl group
on each histone, with probability pdem per histone. In addition there
is also a noisy rate of demethylation γdem, which is set to be equal to
fminpdem so that the noisy demethylation rate is equal to the transcription-
coupled demethylation rate when the gene is maximally repressed.

Histone turnover. For the two-statemodel, H3K27demethylation and
histone turnover were equivalent because me3 histones were replaced
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me1me0 me2 me3

A

me1me0 me2 me3

Transcription

Transcription

Histones

DNA replication

B

Figure 4.3: Non-processive model. (A) Model Schematic. Black arrows represent state transitions,
while coloured arrows represent feedback interactions. Dashed lines indicate a weaker interaction.
‘Repressive marks’ are coloured orange, while ‘neutral marks’ are coloured yellow. (B) Mathematical
description. Parameter values defined in Table 4.2. The sum over ‘neighbours’ in Ei includes the other
histone on the same nucleosome, and the four histones on neighbouring nucleosomes.
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Parameter Description Value

kme Directed methylation rate (me2 to me3) (histone-1s-1) Free
fmax Maximum firing rate (s-1) Free
pdem Transcription-induced demethylation rate

(histone-1transcription-1)
Free

pex Transcription-induced histone turnover rate
(histone-1transcription-1)

Free

ρme2 Relative activation of PRC2 by H3K27me2 ρme2 = 0.1
kme0-1 Directed methylation rate (me0 to me1) (histone-1s-1) kme0-1 = 9kme

kme1-2 Directed methylation rate (me1 to me2) (histone-1s-1) kme1-2 = 6kme

γme0-1 Noisy methylation rate (me0 to me1) (histone-1s-1) γme0-1 =
1
20kme0-1

γme1-2 Noisy methylation rate (me1 to me2) (histone-1s-1) γme1-2 =
1
20kme1-2

γme2-3 Noisy methylation rate (me2 to me3) (histone-1s-1) γme2-3 =
1
20kme

fmin Minimum firing rate (s-1) fmin = 10−4

γdem Noisy demethylation rate (histone-1s-1) γdem = fminpdem

N Number of histones N = 60
Cell cycle duration (hours) 22

Table 4.2: Parameters in the non-processive model. Parameter definitions and values.

with me0 histones in a one-step processive demethylation. In the non-
processivemodel, removal ofme2orme3due to replacement of aH3/H4
tetramer results in incorporation of a H3/H4 tetramer that is unmethy-
lated at H3K27. This represents a direct conversion of a pair of neigh-
bouring histones to me0/me0, regardless of their state (Fig. 4.3). There-
fore, unlike in the two-statemodel, histone turnover and active demethy-
lation are no longer equivalent. In the non-processive model, each tran-
scription event can therefore induce histone turnover with probability
pex (H3/H4 tetramer exchange) and can also cause active demethylation
with probability pdem.

Many studies have attempted to quantify rates of histone turnover
(reviewed in [246]). Metabolic labelling experiments in S. cerevisiae in-
dicated that H2B turns over faster than H3, and that turnover is corre-
lated with gene expression level [115–117]. These studies found that up
to 50% of H3 over the coding region could be replaced within one hour,
but failed to detect turnover at inactive genes. Similarly, pulse-chase ex-
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periments in Drosophila cell culture estimated mean histone residence
times of a fewhours at actively transcribed genes [118]. All of thesemea-
surements were, however, limited to a short time-window of labelling,
preventing accurate determination of slow rates of turnover. Canon-
ical histone H3.1 is synthesized and incorporated specifically during
S-phase, whereas histone H3.3 is incorporated throughout the cell cy-
cle, independently of DNA replication [270]. The accumulation of H3.3
can therefore be used as amarker of histone turnover outside of S-phase
in replicating cells. Genome-wide profiling of histone variant H3.3 in
Drosophila and human cell lines revealed that H3.3 is not incorporated
at high levels in inactive genes, suggesting that H3 is not replaced inde-
pendently of replication in rapidly proliferating cells [271–275]. In rela-
tion to H3K27-methylated histones, pulse-chase mass spectrometry ex-
periments indicate that H3K27me3 often arises through monomethyla-
tion of H3K27me2, which is inherited from a previous generation [266,
267, 276]. This suggests that histones in H3K27me2/me3-rich domains
may be turned over very slowly, and perhaps not at all during a cell cycle.
Consistent with this, quantitative imaging of H3K27me3 in Caenorhab-
ditis elegans (C. elegans) embryos overmultiple cell cycles did not detect
replacement ofH3K27me3histones independently of replicationd [236].
Taken together, these results indicate that H3 turnover at genes is cor-
related with transcriptional activity, and that inactive genes (including
PRC2 targets enriched in H3K27me2/me3) have very low levels of H3
turnover independent of DNA replication.

DNAreplication. DNAreplication consists of replacement of each nu-
cleosome with a new me0/me0 nucleosome with a probability of one
half, once per cell cycle [28] (Fig. 4.3). This simulates the random dis-
tribution of parental histones between daughter DNA strands [25]. Af-
ter each replication, only one of the daughter DNA strands is followed
in the simulation. During replication, transcription must stop to allow

dAt this developmental stage in C. elegans, transcription is yet to be activated [236].
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passage of the replication fork [277]. Therefore DNA replication is also
modelled as a discrete event that occurs instantaneously.

4.2.2 Bistability in the non-processive model

For each set of parameters, 100 loci were initialised in each of the uni-
form me0 or me3 states and simulated for 50 cell cycles. DNA repli-
cation was included every 22 hours. Similar to simulations of the two-
state model, the quantities PON, POFF, and B were measured from simu-
lations. After fixing the minimum firing rate fmin and the noisy methy-
lation and demethylation rates γme, γdem, there are four free parameters:
kme, pdem pex and fmax. Figure 4.4 shows the bistability measure, B for
simulations performed over a range of values of the free parameters.
In contrast to the two-state model, bistability is observed when methy-
lation and demethylation processes are balanced and the fold-change
in firing rate between the active and repressed states F is sufficiently
large. Increasing histone turnover is not intrinsically detrimental to
bistability for the parameter values assessed here, provided it is bal-
anced by a corresponding increase in methylation rate kme. However,
it can be seen that the minimum methylation rate for which bistability
is obtained increases as histones are exchanged more often. Intuitively,
this is because for lowermethylation rates, H3K27me2/me3 is not being
replaced quickly enough to counteract histone replacement and DNA
replication.

Average replication-independent histone lifetimes were also com-
puted directly from these simulations and are shown in Figure 4.5. Hi-
stone lifetimes are computed directly from simulations as the total sim-
ulation time divided by the average number of histone exchange events
per histone. It can be seen that the histone turnover rates are depen-
dent on both pex and fmax(Fig. 4.5). F provides an upper bound on the
fold-change in histone lifetimes between the active and repressed states,
because histone turnover is coupled directly to transcription. To break
this linear coupling would require a more complicated function relat-
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Figure 4.4: Bistability in the non-processive model. Heat map showing the bistability mea-
sure, B = 4POFFPON for simulations performed with the parameters kme (histone-1s-1), pdem

(histone-1transcription-1), pex (histone-1transcription-1) and fmax (s-1) indicated. Each panel shows
B as a function of kme and pdem, for a pair of (fmax, pex) values shown in the panel labels to the top and
right.

ing transcriptional firing and histone turnover. For further simulations
the parameter values F = 40 and pex = 10−3 histone-1transcription-1

were chosen. These parameters generate almost negligible replication-
independent turnover in the repressed state, but histone lifetimes com-
parable with the length of the cell cycle in the active state. If it is as-
sumed that histone H3.3 is incorporated in place of H3.1 during these
transcription-coupled turnover events, and that H3.1 is incorporated
exclusively during replication [270], then with these parameter values
the model shows accumulation of H3.3 in the active but not the re-
pressed state (Fig. 4.6A,B). By tracking the methylation status on the hi-
stones that are removed by histone turnover processes, it was observed
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Figure 4.5: Histone lifetimes in the non-processive model. Heat map showing mean histone lifetime,
for simulations performed with the parameters kme (histone-1s-1), pdem (histone-1transcription-1), pex

(histone-1transcription-1) and fmax (s-1) indicated. Histone lifetime is computed directly from simula-
tions as the total simulation time in hours divided by the average number of histone exchange events
per histone. Each panel shows histone lifetime as a function of kme and pdem, for the pair of (fmax, pex)
values shown in the panel labels to the top and right.

that the majority of histones are in low H3K27 methylation states when
they are lost from chromatin (Fig. 4.6C). This means that although his-
tone turnover can, in principle, cause conversion of me3 tome0, this ac-
tually seldom occurs because histone turnover rates are correlated with
transcription and therefore anti-correlated with me2/me3 levels.

In summary, linearity between transcription and histone turnover
allowsmodel bistabilitywith plausible histone turnover rates. Themodel
is able to reproduce two qualitative experimental results: transcription-
dependent H3.3 accumulation and negligible histone turnover in the
repressed state.
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Figure 4.6: Validation of histone turnover rate. Example simulations showing levels of me0, me3 and
histone variant H3.3 over time for (A) an active (me0) or (B) repressed (me3) initial state. Parameter
values are kme = 3 × 10−5 histone-1s-1, fmax = 40fmin s-1, pdem = 2 × 10−2 histone-1transcription-1,
and pex = 10−3 histone-1transcription-1. Only the repressed state shows the characteristic ‘halving’
of histone modifications during DNA replication, because me0 marks are randomly inserted at DNA
replication. (C) The calculated rate of loss of specific histone modifications (histone−1cell cycle−1)
through histone turnover events, for systems initialised in the active or repressed state. ‘total’ shows
the overall rate independent of H3K27 modification state, while ‘me0’, ‘me1’, ‘me2’, ‘me3’ show the
rates of loss for the individual modification states. Results are averaged over 20 cell cycles for 1000
loci initialised in each of the uniform me0- and me3-states.

4.2.3 Determining the in vivo K27-methylation rate

To further constrain parameter values, the model was fit to published
quantitative mass spectrometry data. Time-resolved stable isotope la-
belling by amino acids in cell culture (SILAC) together with nascent
chromatin capture was recently used to study the kinetics of histone
post-translationalmodification accumulation afterDNAreplication [26].
Consistent with prior studies [267, 278, 279], these data demonstrate
that H3K27me3 accumulates extremely slowly on newly incorporated
histones. In fact, H3K27me3does not reach steady-statewithin a cell cy-
cle [26]. Most previous mathematical models of histone-modification-
based epigenetic memory have employed time-scales for histone modi-
fication reactions which are orders of magnitude faster than this [28, 83,
98, 99, 103, 213, 230, 232]. Typically, each histone tail undergoes many
modification reactions within a cell cycle. This fast time-scale is moti-
vated by the assumption that models need to be robust to high levels of
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noisy histone turnover and also recover rapidly after DNA replication.
In the model presented here, histone turnover rates in the high H3K27-
me3 state are very low, allowing the possibility of providing robust epi-
genetic memory and also reproducing the observed slow time-scale of
H3K27me3 accumulation.

The triple-SILAC experiment used to fit the non-processive model
is illustrated schematically in Fig. 4.7A. ‘Old’ histones (yellow) are dis-
tinguishable by mass differences from ‘new’ histones (blue) and ‘unla-
belled’ histones (grey)e. New histones are incorporated during the first
DNA replication, at which time newly-synthesized DNA is also labelled
to allow specific isolation of this ‘nascent’ chromatin at different time
points after the first DNA replication [26]. In the experiments, cells un-
derwent a further two DNA replications in the 48 hours after the initial
release into S-phase. Accordingly, the levels of both new and old his-
tones on the nascent chromatin were diluted approximately 4-fold by
incorporation of unlabelled histones [26]. To determine whether the
non-processive model could fit this data, a computational simulation
of the triple-SILAC experiment was performed. The relative levels of
H3K27me3 on old and new histones were extracted from the simula-
tions 0, 10, 24 and 48 hours after replication, and were directly com-
pared with the experimental data. Further details on the fitting proce-
dure are provided in Sec. 4.6. Strikingly, the model was unable to fit the
slow rate of H3K27me3 accumulation whilst simultaneously providing
robust epigenetic memory (Fig. 4.7B,C). The problem with fitting the
model to this data was that the model requires 100% H3K27me3 cover-
age to achieve maximal gene repression (see the equation for firing rate,
f, in Fig. 4.3). On the slow time-scales required to fit the SILACdata, H3-
K27me3-saturation is not achieved within a cell cycle and consequently
transcriptional repression is eventually lost after a few cell cycles.

The qualitative experimental result that H3K27me3 levels continue
to increase on histonesmore than a cell cycle after they are incorporated

eThese three distinguishable species: old, new, and unlabelled, make this a triple-SILAC experiment.
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Figure 4.7: Fitting the model to slow H3K27me3 accumulation. (A) Schematic illustration of the
triple-SILAC experiment used to determine the H3K27me3 accumulation rate. ‘Old’ histones (yellow)
are diluted by incorporation of ‘new’ histones (blue) at the first DNA replication. Chromatin from
this replication is then followed through another two DNA replications. Both old and new histones
are diluted by ‘unlabelled’ histones during the second and third replications. (B,C). Over-plotted tra-
jectories for 20 loci from computational simulations of the triple-SILAC experiment. H3K27me3 lev-
els as a proportion of total histone are shown for old, new, unlabelled, and total histones. B shows the
slowest bistable model with PT = 1.0, while C shows the best-fit model with PT = 1/3. (D,E). H3K27-
me3 levels on old and new histones as a proportion of old and new histone incorporated, respectively.
Points are experimental data from [26], with error bars representing s.e.m. (n = 3). Solid lines show
the results of simulations shown in B and C averaged over 1000 loci. Simulation data are normalised
so that the mean cell-cycle end value of H3K27me3 obtained from the simulation is equal to the ex-
perimental mean initial level on old histones, as described in Sec. 4.6.3.
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in chromatin [26] suggests that there are many non-K27me3 H3 tails
present within a H3K27me3 domain. If the H3K27me3 marks within
such a domain are also responsible for gene repression, this implies
that maximal gene repression must be achieved without H3K27me3
on every histone tail of the gene. While chromatin immunoprecipita-
tion (ChIP) experiments are useful for understanding the genome-wide
distributions of post-translational modifications, they can provide only
information on the relative levels of such modifications. The absolute
proportion of histones tails carrying a H3K27me3 mark within a H3-
K27me3-enriched domain has therefore remained enigmatic. To allow
transcriptional repression at sub-saturating H3K27me3 levels, a thresh-
old proportion of H3K27me2/me3 marks, PT ≤ 1 was introduced into
the model. The transcription firing rate f was reformulated to linearly
scale between fmin and fmax only for H3K27me2/me3 levels below the
threshold,

f =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

fmax − Pme2/3
PT (fmax − fmin) ,Pme2/3 < PT,

fmin ,Pme2/3 ≥ PT,
(4.2)

where,
Pme2/3 =

1
N

N
∑
i=1
(δSi,me2 + δSi,me3) . (4.3)

As anticipated, including this threshold caused the region of bistability
in parameter space to extend to much lower values of kme (Fig. 4.8B).
Using the fixed parameter values shown in Table 4.2, simulations were
performed for a range of values of PT, kme and pdem. Fig. 4.8A,B shows
themean cell-cycle-end value ofH3K27me3 and the bistabilitymeasure,
B, obtained from these simulations. The sum of squared errors (SSE)
between all experimental data points and the correspondingmodel pre-
diction was used to quantitatively characterise the model fit (Fig. 4.8C).
Thebest fit to the datawas obtained for kme = 8×10−6 histone−1s−1. How-
ever, models with PT > 0.6 did not generate robust bistability at this low
methylation rate. The model fit to the data over a range of parameters
for PT = 1/3 is shown in Fig. 4.9. Figures 4.7B,D show stochastic sim-
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ulations for 20 loci and average results fitted to the data for a bistable
model with PT = 1 (kme = 3 × 10−5 histone−1s−1). In contrast, Figures
4.7C,E show the fit obtained with PT = 1/3 (kme = 8×10−6 histone−1s−1).
In both cases pdem remains a free parameter and was chosen to max-
imise B (pdem = 0.02 and 0.004 histone-1transcription-1, respectively for
Fig. 4.7B/D, andC/E).Thequantitative fit to the data is greatly improved
for the model incorporating the firing threshold. However, more im-
portantly, when the threshold, PT is included, the model is able to re-
capitulate the qualitative experimental result that H3K27me3 remains
under-represented on new histones versus old histones for more than a
cell cycle (Fig. 4.7C,E).

How H3K27me3 can reach the same level at the end of each cell cy-
cle on total chromatin without ever reaching steady-state is somewhat
counterintuitive. Consideration using some actual numbers for the av-
erage deterministic case is helpful. Assume a gene containing 30 nu-
cleosomes (60 H3 tails), has approximately 2/3 of its histones carrying
H3K27me3 at the end of each cell cycle (40 total H3K27me3 marks).
Immediately after DNA replication, on average only 20 of these H3-
K27me3markswill remain associatedwith each daughter chromosome,
and all of these will be on old histones. Therefore after replication, 20
out of 30 old histones, and 0 out of 30 new histones will carry H3K27-
me3. H3K27me3 will then be slowly added to the 30 new histones and
also the 10 old histones that are still devoid of H3K27me3. To reach
the same level of 40 H3K27me3 marks in total chromatin at the end of
each cell cycle, a total of 20 H3K27me3 marks must be added to the
inherited 20 marks from the previous cell cycle. Therefore, assuming
no distinction between old and new histones, these 20 marks will be
divided proportionally between the 30 new and 10 unmodified old his-
tonesf. Therefore, on average, 15 H3K27me3marks will be added to the
new histones and 5 marks will be added to the old histones. Thus at the

fFor the non-processive model presented here, the old histones are actually more likely to accumulate
H3K27me3 than the new histones because some of the old histones will already bemarked withH3K27me2
from the previous cell cycle. This complication is neglected for clarity of the explanation.
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Figure 4.8: Introduction of a firing threshold PT. (A) Average proportion of H3K27me3 at the end
of each cell cycle. (B) Bistability measure, B. (C) Sum of squared errors (SSE) between the experi-
mental SILAC data and the model prediction, for a computational simulation of the triple-SILAC
experiment, similar to the example in Fig. 4.7. The fitting procedure is described in Sec. 4.6.3. All val-
ues calculated from simulations of the non-processive model with DNA replication, for a range of
pdem and kme. Each panel represents a specified value of PT, the threshold level for H3K27me2/me3
above which transcriptional firing rate is equal to fmin (Eq. 4.2). fmax = 40fmin and pex = 10−3

histone-1transcription-1. Other parameter values are shown in Table 4.2.

end of the cell cycle, the 30 old histones now carry 25H3K27me3marks,
while the 30 new histones carry just 15 H3K27me3marks. Nonetheless,
the total number of H3K27me3 remains at 40 out of 60 histones, just as
it was at the end of the previous cell cycle.

In summary, slow increases in H3K27me3 levels within a H3K27-
me3-enriched domain imply that H3K27me3 levels are not saturated
throughout the cell cycle. By allowing a non-saturated H3K27me3 do-
main to repress transcription equally effectively as a saturated domain,
the non-processive model can provide epigenetic memory of both ac-
tive and repressed states through many cell divisions and simultane-
ously fit the slow accumulation of H3K27me3 over several cell cycles.

However, it is important to remember that these data represent aver-
ages over the entire genome. It is therefore not trivial that the average
time-scale extracted through the analysis presented here reflects that
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Figure 4.9: Fitting H3K27me3 dynamics from the triple-SILAC experiment. Each panel shows the
experimentally determined H3K27me3 level on old and new histones 0, 10, 24 and 48 hours after in-
corporation into nascent chromatin. Data are represented as the fraction of H3K27me3 on old and
new histones, respectively. Solid lines indicate the model prediction, linearly interpolated between
0, 10, 24, and 48 hour time-points, which are each averages over 1000 loci. Simulation data are nor-
malised so that the mean cell-cycle end value of H3K27me3 obtained from the simulation is equal to
the experimental mean initial level on old histones, as described in Sec. 4.6.3. Each panel shows the
results of simulations for a single pair pdem, kme parameters. pdem increases from left to right, while
kme increases from bottom to top. PT = 1/3, fmax = 40fmin and pex = 10−3 histone-1transcription-1.
Other parameter values are shown in Table 4.2. The background shading of the panel (green) repre-
sents the bistability parameter, B, calculated using the same parameters.
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of a gene which is actually depending on H3K27me3 for gene repres-
sion. For this reason, faster H3K27-methylation dynamics (similar to
Fig. 4.7B) cannot be excluded in all cases.

4.2.4 A role for slow dynamics in buffering regulatory noise

The presence of regulatory factors at their target genes can vary over
time. This occurs due to noisy expression of the regulatory factors them-
selves [280–282] and also due to fluctuations in the occupancy of these
factors at their targets [283, 284]. This section contains an investiga-
tion of the hypothesis that the transcription/chromatin state could help
to buffer these fluctuations and thereby provide a less variable transcrip-
tion output.

Incorporating the transcriptional firing rate directly in the chromatin-
based epigenetic model allows consideration of the interplay between
trans and cis regulation. To this end, it is necessary to introduce ex-
ternal transcriptional control into the non-processive model developed
above. External trans-regulation is included as a multiplicative factor
α(t) in the firing rate function,

f =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

α(t) (fmax − Pme2/3
PT (fmax − fmin)) ,Pme2/3 < PT,

α(t)fmin ,Pme2/3 ≥ PT.
(4.4)

α(t) can be interpreted as externally driven ‘gene activation’. α = 1 is
‘neutral’ and gives the firing rate function used earlier (Eq. 4.2). In ad-
dition to this function, the firing rate is limited to once per minute on
average (f ≤ 1/60 s−1) to simulate a physical limitation to maximum
transcription rate.

A stochastic model of gene expressiong [285] was used to simulate
a variable concentration of a transcriptional regulator r(t). The con-
centration r(t) was normalised to give a time-dependent gene activa-
tion function, α(t) = r(t)/⟨r(t)⟩, where ⟨⟩ indicates an average over
time. α(t)was then used to calculate the firing rate according to Eq. 4.4.

gModel and parameter values are described in Sec. 4.6.4.
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Keeping ⟨r(t)⟩ = 1000 molecules and varying other parameters in this
model allows modulation of the variability of the signal without affect-
ing itsmean (i.e. ⟨α(t)⟩ = 1) . The ‘noisiness’ of the signal was quantified
from the simulations as the coefficient of variation, CV = σ/⟨α(t)⟩ = σ,
where σ is the standard deviation. With this noisy input function, simu-
lations were again performed over a range of kme and pdem. To quantify
how well the chromatin is able to buffer noise in the input signal, the
combined first passage time measure, FP was used. FP is defined in
Sec. 4.6 (Eq. 4.14) and ranges from 0 to 1. FP = 1 indicates that no state
changes occurred throughout the simulation for both the initial active
and initial repressed states, while FP = 0 indicates that at least one of
the states was unstable.

Strikingly, systems with fast dynamics that were bistable (FP ≈ 1)
when noise was low, showed a marked decrease in FP as noise was in-
creased (Fig. 4.10) while systems with slower dynamics had a greater
ability to buffer noisy inputs. This contrasts sharply with the state life-
times observed for constant α, where fast systems are generally pre-
ferred due to their ability to rapidly recover from the perturbations of
histone turnover and DNA replication. In fact, when the model is pa-
rameterised to fit the slow accumulation of H3K27me3 in the SILAC
data (Sec. 4.2.3), there is an impressive ability to buffer noise in the input
signal, when compared to fast systems (Fig. 4.10). The increase in sta-
bility for slow systems was observed for both repressed (Fig. 4.11) and
active (Fig. 4.12) initial states. The modelling therefore suggests a pos-
sible explanation for why H3K27me3 dynamics are so slow: genes that
change H3K27me3 levels slowly when trans-factor inputs are fluctuat-
ing offer an advantage over genes with faster chromatin dynamics be-
cause neither prolonged absences nor pulses of regulatory trans-factors
are sufficient to change chromatin states.
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Figure 4.10: Effect of noisy input signal on memory-storage capability. Each panel shows the com-
bined first passage time measure, FP as a function of the noisiness of the gene activation input signal
α(t), as measured by the coefficient of variation (CV). The schematic panel shown in grey to the right
indicates the values of FP and CV, represented by the axis ticks in each panel. Each panel represents
simulations performed using different values kme and pdem. kme increases from bottom to top (log
scale with range ≈ [10−6, 10−4] histone−1s−1) while pdem increases from left to right (log scale with
range ≈ [10−3, 10−1] histone−1transcription−1). The kme value determined by fitting the SILAC data
(Sec. 4.2.3), and the corresponding pdem value chosen for bistability are indicated with blue arrows
and a blue box. These kme, and pdem values are used for example simulations of ‘Slow chromatin dy-
namics’ in Figs. 4.11, 4.12. The red box represents the kme, and pdem values used for example simula-
tions of ‘Fast chromatin dynamics’ in Figs. 4.11, 4.12. The background colour of each panel represents
FP for a noisy input signal (CV ≈ 1), as indicated in the colour guide.
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Figure 4.11: Noise buffering in the repressed state. Simulations of individual loci initialised in the
repressed state with variable transcriptional activation signals α(t) (shown). α(t) has low noise in
upper plots (b = 1) and high noise in lower plots (b = 1000), where b is defined in Sec. 4.6.4. Left
plots show the results for a model with slow dynamics (kme = 8 × 10−6 histone−1s−1, pdem = 4 × 10−3

histone−1transcription−1). Right plots show a model with fast dynamics (kme = 4 × 10−5 histone−1s−1,
pdem = 2 × 10−1 histone−1transcription−1). In both cases, PT = 1/3, fmax = 40fmin, pex = 10−3

histone−1transcription−1. FP as a function of noise strength for these ‘slow’ and ‘fast’ parameter sets
are highlighted in Fig. 4.10.
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Figure 4.12: Noise buffering in the active state. Simulations of individual loci initialised in the ac-
tive state with variable transcriptional activation signals α(t) (shown). Details provided in Fig. 4.11
caption.

4.3 Dynamic regulation of chromatin

Having established a role for slow chromatin dynamics in buffering noise
in trans-acting regulators, it is interesting to consider how the model
can be switched between states by either directly modifying transcrip-
tion or chromatin. This is particularly relevant to the observation that
H3K27me3 can accumulate when PRC2 target genes are repressed by
direct perturbation of transcription.

All simulations in this section incorporate the non-processivemodel
with firing threshold, using parameter values as fitted to the experimen-
tal data in Section 4.2.3. However, to also allow modulation of the lo-
cal PRC2 activity away from the fitted value of kme, the noisy and di-
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Figure 4.13: Non-processive model with variable α and β. Mathematical description incorporating α,
β and firing rate threshold PT. Parameter values are given in Table 4.3. Similarly to Fig. 4.3, the sum
over ‘neighbours’ in Ei includes the other histone on the same nucleosome, and the four histones on
neighbouring nucleosomes. In addition to the firing rate function f, the firing rate is limited to once
per minute on average (f ≤ 1/60 s−1) to simulate a physical limitation to maximum transcription rate.

rected methylation rates are multiplied by β (kme → βkme, γ → βγ). For
α = β = 1, the model corresponds to the unstimulated case studied
earlier. For completeness, a mathematical description of the model is
provided in Fig. 4.13. Since the actual firing rate is now dependent on α,
fmax in Eq. 4.4 is rewritten as fbasal (Fig. 4.13), representing themaximum
firing rate in the unstimulated ‘neutral’ case (α = 1).

After initialisation in either the repressed or active state and pre-
equilibration of the model for 5 cell cycles with α=β=1, one of the α
or β parameters was then changed permanently and the time-evolution
of the chromatin state studied. Changes to α simulate recruitment of
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Figure 4.14: Dynamic changes to chromatin and transcription. (A) Direct activation, (B) Direct
repression, (C) Chromatin activation, (D) Chromatin repression. Left panels show a schematic of the
process being simulated. Central panels show over-plotted H3K27me3 levels over time for 20 loci
simulated after a dynamic change to either α (A, B) or β (C, D). Parameter change is incorporated
after 5 cell cycles of equilibration at α = β = 1 (t = 0) and then simulated for a further 8 cell cycles.
Right panels show population-average H3K27me3 levels for 3 cell cycles after activation or repression
and corresponding firing rate changes. Transcription is measured in number of events per 30 minute
interval.



162 antagonism of polycomb silencing by transcription

Parameter Description Value

α Externally-driven transcription activation varied around 1
β PRC2 recruitment bias varied around 1
kme Directed methylation rate (me2 to me3) (histone-1s-1) 8 × 10−6

fbasal Basal firing rate (s-1) 20fmin

pdem Transcription-induced demethylation rate
(histone-1transcription-1)

8 × 10−3

pex Transcription-induced histone turnover rate
(histone-1transcription-1)

10−3

PT Fraction of H3K27me2/me3 required for gene repression 1/3

Table 4.3: Parameters for dynamic chromatin regulation. Description of parameters and values used
in dynamic simulations of the non-processive model.

an activator or repressor that directly modulates transcriptional activ-
ity (direct activation/repression, Fig. 4.14A,B), while changes to β sim-
ulate activators or repressors which modify the activity of PRC2 at the
gene (chromatin activation/repression, Fig. 4.14C,D). When transcrip-
tion is activated directly, increases in transcription precede chromatin
state changes. Transcription leads to stochastic loss of the silenced state
through H3K27-demethylation in the hours following gene activation
(Fig. 4.14A, middle panel) and gradual reductions in H3K27me3 at the
population level (Fig. 4.14A, right panel). Conversely, when transcrip-
tion is directly down-regulated from an active initial state (Fig. 4.14B),
stochastic switching to the silenced state and accumulation of H3K27-
me3 at the population level is very slow, taking several cell cycles. This
is due to the slow intrinsic time-scale of H3K27me3 addition. These
results are reminiscent of time-course experiments in which it has been
observed that accumulation of H3K27me3 occurs slowly after cessation
of transcription [111, 121, 286, 287]. In contrast, when the chromatin
state is directly modified in the model, via modulation of the rate of
H3K27-methylation, changes to the chromatin and transcription states
occur synchronously (Fig. 4.14C,D).

The non-processive model was parameterised based on a require-
ment for bistability, in order that epigenetic memory can be stored lo-
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cally in the proportion of histonemodifications. With this requirement,
it is natural that the chromatin state is resistant to change through tran-
scriptional perturbation. Nonetheless, the model predicts that switch-
ing the chromatin state of PRC2 target gene will occur very slowly (tak-
ing several cell cycles), if transcription is directly modulated without
recruitment of additional chromatin modifiers.

That H3K27me3 follows transcriptional down-regulation has been
interpreted as indicating that H3K27me3 is a consequence rather than a
cause of gene repression. This conclusion is justified where ‘cause’ refers
to the initiation of transcriptional down-regulation. However, referring
to H3K27me3 as a ‘consequence of repression’ understates its impor-
tance in the subsequent maintenance of repression. For example, both
the active and repressed states are stably maintained with α = β = 1.
Therefore, in the model, the chromatin state can be switched with a
strong, persistent pulse of gene activation or repression and can then
be maintained using the internal transcription and chromatin dynam-
ics once this pulse has finished. In this sense, while the chromatin does
not ‘cause’ the initial transcriptional down-regulation, it does ‘cause’
re-establishment of the repressed state after each DNA replication.

4.3.1 Integration of cis- and trans-regulation

The non-processive model of a PRC2 target gene formulated in this
chapter has the capability to store epigenetic memory locally in the
methylation status of H3K27. However, when the activation level of
the gene is dynamically reduced for a gene that is initially expressed, the
chromatin state can also respond by accumulating H3K27 (Fig. 4.14B).
This is in agreement with experimental results [111], and indicates that
the chromatin state is responsive to an externally specified transcrip-
tion state. For less extreme reductions in activation, however, it was
observed that the chromatin state is maintained by the internal chro-
matin/transcription dynamics. In this latter case, the chromatin may
be described as instructive. Taken together, these results suggest that,
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depending on the extent of gene activation, the chromatin state can ei-
ther be responsive or instructive.

To understand this in more detail, simulations were performed at
different values of α, starting from either the repressed or active ini-
tial state. Simulations are similar to those above (Section 4.3). After
equilibration for 5 cell-cycles at α = β = 1, the value of α was per-
manently changed and the system was simulated for a further 20 cell
cycles. The gene output was then measured as the average number of
transcription firing events in the final cell cycle. This ‘gene output’ is
plotted as a function of the ‘gene activation’ α in Fig. 4.15A, for both
active and repressed initial states. For extreme values of α, it can be
seen that the transcriptional output is completely independent of the
initial chromatin state, with the H3K27 methylation status determined
entirely by the concentration of the trans-acting regulators. For inter-
mediate values of α (around 1), however, the transcriptional output can
depend strongly on the initial state. For this intermediate range of α val-
ues, the chromatin has a tendency to be maintained in its initial state
by the internal chromatin/transcription dynamics and, in doing so, de-
termines the transcriptional output of the gene.

This intermediate range of α can be thought of as ‘window’ of cis
memory. In this modelling framework, the difference between respon-
sive and instructive chromatin is therefore not categorical but quantita-
tive. When external inputs to transcription are relatively balanced, the
chromatin state can act to regulate gene expression, but when transcrip-
tion is increased or decreased beyond these limits the chromatin state
becomes purely responsive.

The mean first passage time (Eq. 4.13) was also calculated as a func-
tion of α for the initially uniform me0 and me3 states. At α = 1, it takes
on average around 150 cell cycles to change from the me0 to me3 state
and vice versa (Fig. 4.15B). As α is increased or decreased, this alteration
favours the active or repressed state respectively.
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Figure 4.15: Response of gene to transcriptional perturbation. (A) Gene out-
put measured as the average number of transcription events (gene−1hour−1) in
the 20th cell cycle after activation or repression. Simulation data averaged over
1000 loci for each value of α. Green lines indicate an initially active gene (me0),
while red lines indicate an initially repressed gene (me3). Upper panel: β = 1
throughout, α = 1 during 5 cell-cycle equilibration and then α as indicated on
the x-axis for a further 20 cell cycles. Lower panel, β = 2 throughout, α = 5 dur-
ing 5 cell-cycle equilibration and then α as indicated on the x-axis for a further
20 cell cycles. Transcription firing rate is capped at an average rate of once per
minute. (B) Mean first passage time (Eq. 4.13) as a function of α averaged over
640 loci simulated for 1000 cell cycles each, starting from either the active (me0)
or repressed (me3) initial state. Other parameter values are given in Table 4.3.

The range of α over which chromatin is instructive could potentially
be increased or decreased for different PRC2 target genes, or for the
same gene in different cell types, genetic backgrounds or environmen-
tal conditions. To illustrate this, simulations were performed as de-
scribed above, except with a two-fold increase in the local activity of
PRC2 (β = 2). In this case, the transcriptional output shows depen-
dence on the initial chromatin state over a greater range of α, and the
difference in gene output between the two initial states occurs at pro-
portionally higher α values. This indicates that chromatin can instruct
gene expression over a wider range of transcriptional activation levels
(Fig. 4.15B). Furthermore, the mean first passage times were greater for
β = 2 than β = 1, for both initial states (Fig. 4.15A). In this example, an
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increase in local activity of PRC2was used to illustrate that the ability of
chromatin to instruct expression can be quantitatively modulated. The
parameter β represents both the enzymatic activity and the propensity
of the locus to recruit PRC2. Other factors affecting the ‘width’ of the
‘cis memory window’ are the same as those that influence robustness of
bistability, such as the number of histones in the gene [28].

Situations could also be imagined in which the cis memory window
is so small that chromatin effectively always responds to external tran-
scriptional inputs. For this class of genes, repression is associated with
high H3K27me3 but these genes remain repressed only by virtue of
a trans-memory system, rather than because of the H3K27me3/PRC2
feedback. It is interesting to consider what proportion of H3K27me3-
enriched genes identified in genome-wide studies actually use H3K27
methylation for storage of epigenetic memory.

4.4 Discussion

Large regulatory regions are required for bistability. In the model
developed here, it is assumed that every H3K27me2 and me3 mark at
the gene contributes equally to reducing the transcription firing rate.
Several mechanisms can be imagined for how this could occur. One
possibility is that H3K27me2/me3 could drive a dynamic change in the
physical position of the gene in the nucleus to a region in which the
availability of the transcription machinery is reduced [288, 289]. In
this case, the precise location of the marks relative to the transcription
start site would not be important in determining their ability to influ-
ence the transcription rate. Another possibility is that gene body H3-
K27me2/me3 could allow binding of factors whichmediate a repressive
effect on initiation of transcription. This is conceptually similar to the
proposed (repressive) function of gene bodyH3K36me3 in yeast, which
directly recruits histone deacetylases [290].

The non-processive model was also tested with smaller regulatory
regions (not shown). The increased noise associated with having fewer
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components controlling the transcription firing rate led overall to less
stable models. This is analogous to the effect of decreasing system size
in the M-U-A model (Section 3.3.2).

Mitosis. In this chapter, models were introduced without reference to
possible molecular events that occur during the chromosome conden-
sation associated with mitosis. During mitosis, histones are retained at
similar locations and theirH3K27-methylation status ismaintained [27,
236, 279]. It is also known experimentally that transcription is actively
repressed [291] and that themajority of Polycomb group proteins disso-
ciate from chromatin [292]. This suggests that both transcription and
H3K27-methylation occur with lower probability on condensed chro-
matin during mitosis. Based on these data, it is assumed that mitosis
does not substantially bias the model towards either the high or low
transcription state. With this assumption, mitosis effectively represents
a ‘pause’ in the state of the system and is therefore not included in the
model.

Local interactions are sufficient for bistability. Previous theoretical
models of histone-modification-based epigenetics have concluded that
bistability requires modified histones to recruit enzymatic complexes
that act beyond neighbouring nucleosomes [28]. For example, in a
three-state M-U-A model with purely local interactions, ‘patches’ of hi-
stones in one state can accumulate in a region predominantly covered
by the opposing mark. This leads to long-lived intermediate states and
therefore poor bistability. Action beyond neighbouring histones is re-
ferred to as ‘long-range interactions’, and are commonly attributed to
DNA looping or higher-order chromatin structure [28, 98], which al-
lows distant nucleosomes in the one-dimensional chain to actually be in
close physical proximity. While this proposal is plausible, particularly
if the ‘interaction length’ is reasonably short, it becomes more problem-
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atic to prevent such models from exhibiting uncontrolled spreading of
histone modifications [98].

In contrast to earlier models, the non-processive model formulated
here contains only local interactions between histones and theirmodify-
ing complexes. That is, PRC2 recruited to one nucleosome can act only
on its neighbours. The reason that bistability is still observed in this
model is two-fold. First, the model contains no self-reinforcing oppos-
ing mark, so the problem of an opposing mark nucleating and spread-
ing within a repressed domain does not exist. Second, although histone
modifications recruit complexes that act only on neighbouring nucleo-
somes, the opposing state of transcription can act anywhere within the
gene and thereby effectively generates a demethylation rate determined
by the average chromatin state of the entire gene. In this sense, the
process of transcription and the mechanism by which it is regulated
by H3K27me fulfil the requirement for long-range interactions in this
model. Nonetheless, the mechanism outlined here has considerable ad-
vantages. Firstly, the chromatin state of the entire gene is naturally co-
ordinated by the process of transcription, which prevents one part of
the gene from adopting a repressive configuration while another part is
active. Secondly, the DNA sequence used to control the initiation and
termination of Pol II can also be used to naturally delimit the bound-
aries of chromatin-activation by transcription.

The bistable model presented here, which requires only local recruit-
ment and action of PRC2 makes the possibility of insulator elements at
the ends of chromatin domains a plausible mechanism for limiting the
spread of H3K27me2/me3. PRC2 could also be prevented from spread-
ing into highly-transcribed neighbouring genes through the intrinsic
properties of transcription that antagonise Polycomb silencing.

As an alternative to insulators, it is also interesting to consider the
possibility that the region of chromatin which has the capacity to re-
cruit PRC2 and H3K27me2/me3 could also be defined by the process
of transcription itself, which occurs infrequently in the repressed state.
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That is, if transcription were to somehow mark the chromatin template
as a pre-requisite for H3K27 methylation by PRC2, then H3K27me3
would be naturally limited to the transcription unit. This limitation of
H3K27me3 to the transcribed region is known to occur genome-wide
in Arabidopsis [293] and also at FLC (Fig. 3.1) [83, 123]. H3K27me3
domains in mammals are more variable but enrichment over genic re-
gions is nonetheless observed [294].

‘Active’ chromatin marks. The process of transcription was shown
to constitute sufficient antagonism of PRC2 silencing for robust stabil-
ity of both the active and silenced states. However, there is consider-
able molecular and genetic evidence that Polycomb repression is antag-
onised by the Trithorax group of proteins [295, 296]. This antagonism is
thought to occur in part through the histonemodifications catalysed by
the Trithorax group, which includeH3K4 andH3K36methylations [61,
62]. Histones carrying these so-called ‘active marks’ are commonly as-
sociated with highly transcribed genes and are thought be refractory to
PRC2-mediated H3K27 tri-methylation [61, 62]. Why then are these
marks not included in the model? To date, there is no compelling ev-
idence that any of these ‘active marks’ participate in a cis-acting pos-
itive feedback mechanism independently of transcription - similar to
that suggested for PRC2 [60, 107]. If these feedback mechanisms do
not exist, then the ‘active marks’ alone are insufficient to direct their
own maintenance. One possibility is that these ‘active marks’ are laid
down by transcription-coupled processes and function primarily to an-
tagonise Polycomb silencing, rather than directly recruiting complexes
required for their own reinforcement. That is, if ‘active marks’ simply
help to mark transcribed regions, this could provide another mecha-
nism by which transcription could antagonise PRC2 silencing. Such
an effect could be included in the modelling framework outlined above
and would only act to strengthen the bistability.
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How the non-processive model with transcription opposing silenc-
ing could be coupled to the H3K36me3/H3K27me3 model of the FLC
nucleation region (Section 3.3) is considered in Chapter 6 (Sec. 6.3).

4.5 Summary

In this chapter, mathematical modelling was used to explore how tran-
scription could form an opposing state to PRC2-mediated gene silenc-
ing. It was found that a model incorporating non-processive methy-
lation and demethylation of H3K27, is capable of generating bistabil-
ity without an explicit ‘A’-mark. The model was shown to be bistable
with a rate of histone turnover that allows incorporation of H3.3 in a
transcription-dependent manner. Fitting the model to time-resolved
mass spectrometry data, allowed determination of an average in vivo
K27-methylation rate. This analysis also suggested that sub-saturated
H3K27me3 levels at a chromatin domain are sufficient to cause gene
repression.

The model was then challenged with dynamically varying ‘gene ac-
tivation’ inputs. It was shown that the slow dynamics of H3K27 methy-
lation reported in HeLa cells [26] provide a distinct advantage when
buffering noisy transcriptional inputs. Finally, simulations with fixed
changes to either the transcription rate or the local rate ofH3K27methy-
lation were used to study the interaction between cis-epigenetic models
of chromatin and diffusible trans-regulators. This led to a synthesis of
cis and trans memory and the concept of a ‘cis memory window’ - the
range of trans-factor input strengths that a cis-encoded chromatin state
can sustain before changing states.

4.6 Methods

Programming languages and libraries were described in Sec. 3.5.3, and
computing hardware was detailed in Sec. 3.5.2.
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4.6.1 Stochastic simulations of two-state and non-processive
models

A general introduction to the Gillespie algorithm was provided in Sec.
3.5.4.

Stochastic simulations of histonemethylation and transcriptionwere
simulated at non-constant time intervals according to the ‘direct’ Gille-
spie algorithm [212]. For a system of N histones, there is a total of
2N+ 1 possible stochastic reactions (N histone methylations, N histone
demethylations and transcription). After each system update, all reac-
tion propensities were recalculated before selecting the next time inter-
val and subsequent reaction. Each transcription event resulted in a one-
step demethylation onH3K27with probability per histone pdem, and nu-
cleosome turnover with probability per histone pex. Typically pdem,pex <
1/N, so on average less than one histone turnover or demethylation oc-
curred per transcription event. A transcription event did not otherwise
change the chromatin state.

In addition to this Gillespie algorithm simulation, DNA replication
was implemented at regular intervals, every 22 hours. To replicateDNA,
the Gillespie algorithm simulation was interrupted if the projected time
for the next reaction exceeded the time at which DNA would have been
replicated. In this case, system time was updated to the precise time of
DNA replication and the Gillespie algorithm was repeated for another
cell cycle. A similar approach has been used when incorporating reac-
tions with delays in Gillespie algorithm simulations [297].

4.6.2 Quantities calculated from simulations

Time-averaging. For an individual simulation time-course compris-
ing K reactions, the Gillespie algorithm determines the state of the sys-
tem at a series of K simulation time-points ti (the trajectory). The dura-
tion between time points Δt = ti+1 − ti is not constant. Time-averaging
for a quantity xi (e.g. POFF or PON) between t0 and tK−1 was performed
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using the formula,
K−1
∑
i=0

xi
ti+1 − ti
tK−1 − t0

. (4.5)

Bistability measures. The quantity introduced in [213] to determine
the time-averaged ‘state’ of the gene is equivalent toPOFF, the probability
that the number of repressiveme3marks exceeds the number of neutral
me0 marks by at least half the total number of histones,

POFF = Pr(nme3 + nme2 − nme1 − nme0 >
N
2
) , (4.6)

with N = nme3 + nme2 + nme1 + nme0, this reduces to,

POFF = Pr(nme3 + nme2 >
3N
4
) . (4.7)

Similarly,
PON = Pr(nme3 + nme2 <

N
4
) , (4.8)

and the bistability measure is given by,

B = 4POFFPON. (4.9)

Since the histone type that is randomly inserted during DNA repli-
cation is identified with the high transcription state, it was necessary
to allow the system to recover from this perturbation before assessing
the stability of the state through DNA replication. For this reason, re-
sults were typically calculated only for the last hour of each cell cycle.
This allowed systems with slow recovery times to attain high values of
B, consistent with their long-term stability.

After introduction of the firing rate threshold, PT, these definitions
ofPON andPOFF no longer accurately reflect the chromatin state in terms
of its control on expression. In this case, the gene is defined as being in
the OFF-state if the chromatin influence on the firing rate function is in
its lower quartile,

POFF = Pr(fmax −
nme2 + nme3

NPT
(fmax − fmin) < fmin +

fmax − fmin

4
) , (4.10)

which can be simplified to,

POFF = Pr(nme2 + nme3 >
3NPT

4
) , (4.11)
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and likewise for PON,

PON = Pr(nme2 + nme3 <
NPT

4
) . (4.12)

Note that with PT = 1, Eqs. 4.11 and 4.12 reduce to 4.7 and 4.8, respec-
tively. These latter definitions are therefore consistent with earlier usage
of the bistability measure B [213].

First passage times. Mean first passage times, tFP(me0) and tFP(me3), are
defined as the average time taken for the system to change to the oppo-
site chromatin state, when initialized in the uniform me0 or me3 state,
respectively. E.g., for the initial active state,

tFP(me0) =min{ t ∣ nme2(t) + nme3(t) >
3NPT

4
} (4.13)

In the simulations, mean first passage times were bounded above by
the total simulation time (Either 20 or 50 cell cycles). This allowed the
introduction of a quantity to measure the mutual stability of the two
states, the ‘combined first passage’,

FP = (tFP(me0)tFP(me3))/T2, (4.14)

where T is the total simulation time. Since tFP(me0),tFP(me3) < T, then
0 < FP ≤ 1.

4.6.3 Fitting triple-SILAC mass spectrometry data

Datawere generated in the laboratories ofAnjaGroth (BiotechResearch
and Innovation Centre, Copenhagen) and Axel Imhof (Ludwig-Maxi-
milians Universität, Munich), and obtained from Carsten Marr (Insti-
tute of Computational Biology, Helmholtz Zentrum, Munich).

Mass spectrometry data were analysed and normalised as described
in [26] to yield H3K27me3 levels on ‘old’ and ‘new’ histones as a propor-
tion of the total old and new labelled peptides measured at each time-
point (c.f. Fig. 3E in [26]). Simulation data for H3K27me3 levels on
old and new histones were initially also expressed as a proportion of
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the levels of old and new histones, respectively. Because the mass spec-
trometry data represent a genome-wide average, and the simulation
represents a single PRC2-target gene, simulation data must be scaled
in order to make quantitative comparison with experiments. To do so,
the simulation data were further normalised so that the average simu-
lated cell-cycle-end value of H3K27me3 on total histones, Pme3-end was
equal to the proportion of H3K27me3 on old histones at t = 0 (0.301),
obtained experimentally. That is, each simulation time-point was mul-
tiplied by the factor 0.301/Pme3-end. This is valid because all histones are
labelled as old at t = 0, so the value 0.301 also represents the relative
amount of H3K27me3 on total histones at the end of each cell cycle.

After this normalisation, the t = 0, 10, 24, 48 hour time-points for
old andnewhistoneswere comparedwith equivalentmodel time-points
using the sum of squared errors. Three biological replicates were avail-
able for each time-point [26].

The normalisation procedure requires that the model is epigeneti-
cally stable over many cell cycles in the repressed state in order that the
extracted Pme3-end correctly normalises the simulated data at the start of
the cell cycle in which ‘new’ histones are added. In Figure 4.9, it can be
seen that the normalisation fails for some of the unstablemodels for low
values of kme (bottom right). This is because the repressed (high-me3)
state is generally not maintained through the equilibration cell-cycles
before new histones are added.

4.6.4 Stochastic model of a noisy transcriptional regulator

The following model was used in [285] to investigate how rates of tran-
scription and translation affect the variability in protein number over
time. In the present work it is used as an arbitrary ‘noisy’ input function
representing a trans-regulator.

DNA sRÐ→ mRNA dRÐ→ ∅ (4.15)

mRNA sPÐ→ Protein dPÐ→ ∅ (4.16)
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In steady state, ⟨mRNA⟩ = sR/dR and ⟨Protein⟩ = sRb/dP, where b =
sP/dR is the average number of proteins synthesised per mRNA tran-
script [285]. The ‘noise’ in protein level is controlled by the value of b,
with larger b giving a more variable output.

To simulate a transcriptional regulatory protein with variable con-
centration r(t), the following parameter values were used,

dR = 1/2, dP = 1/12, sR = dP⟨r(t)⟩/b, sP = dRb, (4.17)

where the unit of each rate is hours−1. Specifying the mean number of
regulatory proteins as ⟨r(t)⟩ = 1000, the noise can then be varied using
the single parameter b. Higher values of b indicate a greater noise. The
noisy gene activation α(t) is then given by α(t) = r(t)/⟨r(t)⟩.

The numbers of protein and RNA molecules were explicitly simu-
lated using the Gillespie algorithm according to the model specified
in Eqs. 4.15, 4.16. These simulations to generate α(t) were performed
concurrently with simulations of the chromatin state (described in Sec.
4.6.1).
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5RNA-BINDING BY LHP1 IS REQUIRED FOR
POLYCOMB SILENCING

Understanding how transcription and epigenetic memory are coordi-
nated by chromatin is a central goal of modern epigenetics. The previ-
ous chapter considered the role of transcription in direct modulation of
chromatin through increasing histone turnover rates and recruitment
of chromatin modifiers. This chapter focuses on how RNA, the direct
product of transcription, could also contribute to defining chromatin
states.

Protein-RNA interactions have recently emerged as amechanism for
recruitment, removal, and modulation of activity of proteins associated
with chromatin (reviewed in [141, 298, 299]). In the case of PRC2, RNA-
binding of some subunits has been shown to regulate enzymatic activity
in vitro [139, 144] and biological function in vivo [139, 143].

Individual proteins that can interact with both modified histones
andRNAprovide anopportunity to investigate howRNA-binding could
affect the function of chromatin-associated protein complexesmore gen-
erally. It is well-known that LIKEHETEROCHROMATINPROTEIN 1
(LHP1) can recognise H3K27me3 [150, 151], and it has been reported
that mammalian [146] and yeast [147] homologues of LHP1 are also
able to bind RNA. LHP1 is required tomaintain repression of Polycomb
target genes in Arabidopsis [150, 151], including FLC [148]. This chap-
ter contains an investigation into the RNA-binding ability of LHP1 and
the importance of this RNA-binding for Polycomb silencing.

The chapter begins with in vitro characterisation of LHP1, in which
it is shown that LHP1 can bind to RNA through positively-charged
residues in a flexible region of the protein. These in vitro studies are
used to generate separation-of-function mutants that are defective in
either H3K27me3-recognition or RNA-binding. Mutant proteins are



178 rna-binding by lhp1 is required for polycomb silencing

then expressed in Arabidopsis plants lacking a functional LHP1 pro-
tein, to allow characterisation of the relative importance of these two
biochemical activities in biological function.

5.1 Introduction to LHP1 and RNA-protein interactions
in epigenetics

Heterochromatin is generally perceived as transcriptionally inactive be-
cause RNA does not accumulate from reporter genes integrated at het-
erochromatic loci. However, Pol II can be detected in heterochromatic
regions [300–302], and transcription run-on experiments indicate that
RNA can be produced from these regions at low levels [302]. More gen-
erally, genome-wide studies have suggested that transcription is more
pervasive than previously anticipated, with regulation of RNA accumu-
lation being achieved partly at the co-transcriptional or post-transcrip-
tional level [303, 304]. Accordingly, the mathematical model presented
in Chapter 4 contains low levels of transcription even in the repressed
state, though not all of these RNAs may survive to maturity if the ma-
chinery necessary for splicing, polyadenylation, and export of the pre-
mRNA are not efficiently recruited to these ‘repressed’ loci [303, 305,
306].

In some cases, the maintenance of heterochromatin structure can
itself be dependent on the RNA-interference pathway, which uses small
~21-25 nucleotide RNAs bound in Argonaute-containing complexes to
recognise nascent transcripts in heterochromatin, and thereby recruit
chromatin modifiers to maintain the heterochromatic state (reviewed
in [307]).

It has been reported that part of thismechanism in S. pombe involves
RNA-binding by the fission yeast Heterochromatin Protein 1 (HP1) ho-
mologue, HP1Swi6 [147]. RNA-binding by HP1Swi6 is proposed to target
nascent transcripts arising from within heterochromatin for degrada-
tion [147], explaining why infrequent transcription events do not re-
sult in accumulation of heterochromatic RNA. It was also shown that
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RNA-binding of HP1Swi6 is necessary to prevent the spreading of hete-
rochromatin into neighbouring genomic regions [138]. In this model,
the high levels of nascent RNA from transcription units that border het-
erochromatin act as a sponge to ‘mop-up’ any HP1Swi6 that spreads lin-
early along the chromatin fibre. Thus HP1Swi6 prevents transcript ac-
cumulation [147], and transcription prevents HP1Swi6 spreading [138].
Both of these activities depend on RNA-binding.

The lattermodel (prevention of spreading) is similar to the proposed
role of RNA-binding of PRC2. PRC2 binds to RNA in a non-sequence-
specific manner [139, 144, 145] and interacts with nascent RNA across
the mammalian genome [143, 145, 308, 309]. Nascent RNA inhibits
PRC2 activity and may therefore help to prevent targeting of transcrip-
tionally active loci by the PRC2 machinery [144, 145].

5.1.1 LHP1: a euchromatic HP1 protein

As suggested by the name Heterochromatin Protein 1, members of the
conserved HP1 family of proteins were originally identified as major
components of heterochromatin (reviewed in [310]). Arabidopsis LHP1,
on the other hand, is predominantly localised in euchromatin [149, 311].
Specifically, LHP1 binds to repressed Polycomb target genes, such as
AGAMOUS, APETALA3, FT, WUS and FLC [150, 151, 312, 313].

Arabidopsis LHP1 was first discovered in screens for mutants with
altered leaf glucosinolate levels, where it was named TU8 [314, 315]. In-
dependently, it was isolated as an enhancer of the terminal flower 1 (tfl1)
mutant phenotype and was named TERMINAL FLOWER 2 [222]. lhp1
mutants were also identified as early-flowering from a T-DNA mutant
collection [316] and theTFL2 genewas later shown to encode LHP1 [223].
The lhp1 (tfl2) mutant phenotype is pleiotropic, which is thought to be
due to mis-expression of many PRC2 target genes.



180 rna-binding by lhp1 is required for polycomb silencing

5.1.2 The HP1 family of proteins

As shown in Figure 5.3A, the defining structural features of the HP1
family are the chromodomain [317], which is capable of binding to
methylated lysines [318–321], and the chromoshadow domain [322],
which is distantly related to the chromodomain and is involved in protein-
protein interactions, including HP1 homodimerisation [323–325]. The
HP1 family also shares an N-terminal region of variable length, often
containing an acidic patch, comprised of aspartic and glutamic acid
residues [326]. Finally, the chromodomain and chromoshadowdomain
are separated by a poorly conserved flexible region of variable length re-
ferred to as the ‘hinge’. The hinge region has been previously implicated
in nucleic acid binding [146, 147].

The chromodomain is shared by many chromatin-associated pro-
teins, includingHP1 andDrosophila Polycomb (Pc), and is able to recog-
nise methylated lysines on histone H3 tails with high specificity [321].
This is proposed to allow targeting of chromodomain-containing com-
plexes to specific sites in chromatin (reviewed in [327]). However, while
HP1 co-localises with H3K9me2/me3, Arabidopsis LHP1 co-localises
withH3K27me2/me3 [150, 151] -more similar to Pc inDrosophila. On
histone H3, lysine-9 and lysine-27 are both found in the consensus pep-
tide sequence Ala-Arg-Lys-Ser. It has been suggested that the LHP1
chromodomain is not able to differentiate between H3K9me and H3-
K27me peptides [150]. In contrast, the chromodomains of Pc and HP1
from Drosophila show higher affinity binding of H3K27me and H3K9-
me, respectively [321]. It is worth noting that only a 56 amino acid frag-
ment of LHP1 (amino acids 104-160) was used in these in vitro assays,
compared to 59 and 98 amino acids for HP1 (17-76) and Pc (1-98), re-
spectively. Therefore, it remains possible that discrimination of H3K27-
me and H3K9me is indeed achieved by full-length LHP1 in its native
context. Mutations in the LHP1 chromodomain have been shown to
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eliminate LHP1 recruitment to Polycomb target genes, suggesting that
recognition of H3K27me3 is necessary for targeting in vivo [312].

Although it is structurally aHP1 familymember, LHP1may be func-
tionally more analogous to Pc, which is part of Polycomb Repressive
Complex 1 (PRC1) in Drosophila. A physical link between LHP1 and
PRC2 has also been identified, via the core PRC2 subunit MSI1 [153]
(Fig. 1.3, p. 26).

HP1 proteins have been shown to bind without sequence specificity
to both DNA [328, 329] and RNA [146, 147] in vitro. In particular, ba-
sic residues within the flexible hinge region of the S. pombeHP1 homo-
logue HP1Swi6 were shown to be important for the ability of this protein
to recognise RNA [147].

5.2 In vitro characterisation of LHP1 activity

As discussed in Chapter 3, the Arabidopsis HP1 homologue LIKEHET-
EROCHROMATIN PROTEIN 1 (LHP1) is important for maintenance
of FLC repression after vernalisation (Fig. 3.5, p. 97). Specifically, it was
shown that lhp1mutants fail to spread H3K27me3 from the nucleation
region to the gene body at FLC (Fig. 3.6, p. 98). Thus LHP1 has struc-
tural similarity withHP1Swi6 and is required for chromatin state changes
at FLC. It is intriguing to consider if LHP1 is able to bind nascent RNA,
and how this affects its function in vivo.

To investigate possible roles of RNA-binding by LHP1 in repression
of Polycomb target genes, the ability of LHP1 to bind RNA was investi-
gated using in vitro assays.

5.2.1 LHP1 binds to RNA

Glutathione S-transferase (GST) LHP1 fusion protein was expressed
in Escherichia coli (E. coli) and purified using glutathione sepharose
followed by anion exchange chromatography (Fig. 5.1, Methods: Secs.
5.6.3, 5.6.4). Electrophoretic mobility shift assays (EMSA) were then
performed to investigate binding of this recombinant protein to nucleic
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Figure 5.1: Expression of LHP1 in E. coli and purification. Coomassie-stained
SDS-PAGE. (A) Bacterial lysate after induction and expression of GST-LHP1. T
= Total lysate, S = Soluble lysate, P = Pellet (insoluble fraction). Molecular size
markers are shown in kDa. Predicted size of GST-LHP1 is 76.4 kDa. Putative
LHP1-containing band indicated with an arrowhead. (B) GST Elution is the
glutathione elution after purification of GST-LHP1 using glutathione sepharose
beads. Also shown are fractions containing GST-LHP1 after anion exchange
chromatography. The protocol used for expression and purification is described
in detail in Sec. 5.6.4 (p. 209).

acids in vitro (Method: Sec. 5.6.5). In EMSA, a fluorescent-labelled nu-
cleic acid probe is incubated with recombinant protein and the reaction
mixture is separated by gel electrophoresis. Because the protein-nucleic
acid complex is less mobile in the gel than the free probe, interaction
with the protein causes the probe to run more slowly through the gel,
and appears as a ‘shift’ to higher apparent molecular weight. In these
assays, GST-LHP1 was able to bind to a 40 nt single-stranded RNA
probe but not to a single-stranded DNA probe of the same sequence
(Fig. 5.2B). Double-stranded DNA binding by LHP1 was detected by
EMSA, but this interaction was much lower affinity than LHP1 single-
stranded RNA binding (Fig. 5.2B).

In vitro, HP1Swi6 is thought to exist as a dimer in solution at con-
centrations above 17 nM [330]. This dimerisation is mediated through
the chromoshadow domain [325, 330]. Conversely, human HP1β ex-
ists in equilibrium between monomer and dimer up to concentrations
of 1-2 µM in vitro, and is predominantly a dimer above this concentra-
tion [104]. It is currently unknown if LHP1 exists as a dimer in vitro,



in vitro characterisation of lhp1 activity 183

LH
P1

 C
hr

om
o

GS
T-

LH
P1

Glutathione
 elution

50
60
80

220

120

40

30

A

10
00

62
.5

0 12
5

25
0

50
0

31
.3

15
.6

7.
8

20
00 (nM)

40nt
dsDNA

40nt
ssDNA

40nt
RNA

B

10
00

62
.5

12
5

25
0

50
0

Anion
exchange

D

0hs
HP

1γ
LH

P1
 C

hr
om

o

hs
H

P1
γ

C

40nt
RNA

LH
P1

Figure 5.2: EMSA with purified LHP1. (A) Coomassie-stained SDS-PAGE showing purified GST-
LHP1 used in EMSA assays. (B) EMSA showing GST-LHP1 binding to nucleic acids. Concentration
of protein in nM shown above. LHP1 shows higher affinity for RNA than double-stranded DNA (ds-
DNA) or single-stranded DNA (ssDNA). In each case, the labelled nucleic acid probe is a 40 nt se-
quence from FLC exon 1. (C) Negative control EMSA using the same concentrations of GST-HP1γ or
GST-LHP1105−160 (chromodomain) together with the 40 nt RNA probe. (D) EMSA with GST-LHP1
purified after glutathione elution or after further purification using anion exchange.

although the chromoshadow domain appears to contain the conserved
residues at the dimerisation interface [325].

It is notable that only one LHP1-RNA complex is present in EMSA,
and that the apparent molecular weight of this band is independent of
LHP1 concentration. This suggests that only one LHP1 species (mono-
mer or dimer) binds toRNA in these assays. Since the stoichiometries of
LHP1-LHP1 interaction and the LHP1-RNA interaction are unknown,
the dissociation constant for LHP1-RNAbinding cannot be determined
from these assays. Instead, the half-saturation constant K1/2, equal to
the LHP1 monomer concentration at which half the RNA is bound will
be referred to as the ‘affinity’ for the remainder of this work. For GST-
LHP1, K1/2 ≈ 200 nM (Fig. 5.2B).
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GST-LHP1105−160 (chromodomain) showed no binding to the RNA
probe (Fig. 5.2C), indicating that the RNA-binding of GST-LHP1 is spe-
cific to the full-length LHP1 protein. RNA-binding was also not de-
tected for human HP1γ fused to GSTa (Fig. 5.2C). This lack of inter-
action suggests that not all HP1 proteins have the ability to bind RNA.
Positively charged residues in the hinge region of S. pombeHP1Swi6 have
been shown to be important for its RNA-binding. HP1Swi6 has 25 K/R
residues in its 137 amino acid hinge region, and Arabidopsis LHP1 has
35 K/R in its 222 amino acid hinge (Fig. 5.3). By contrast, the hinge
of human HP1γ is only 44 amino acids in length and contains 14 K/R
residues. ThatHP1Swi6 and LHP1 appear to bind RNAbut humanHP1γ
does not, suggests that the length and amino acid composition of the
flexible hinge region are important for mediating this interaction.

RNA-binding of the S. pombe HP1 homologue HP1Swi6 was previ-
ously shown to be independent of RNA sequence [147]. The 40 nu-
cleotide sequence used in the assays presented here was derived from
the FLC nucleation region. The sequence-specificity of LHP1 RNA-
binding was not investigated other than to verify that binding could
also be detected for two other sequences derived from the FLC 3′-end
(data not shown).

Interestingly, the apparent affinity of GST-LHP1 for RNA was ob-
served to be 2-4 times higher after including anion exchange chromatog-
raphy as an additional purification step after glutathione elution. This
is likely to be because LHP1 co-purifies with bacterial nucleic acids,
which are effectively removed by anion exchange. For this reason, it
was important to purify LHP1 proteins from E. coli using glutathione
sepharose purification followed by anion exchange chromatography.

5.2.2 Designing separation-of-function LHP1 mutants

An LHP1 mutant which is defective in RNA binding but not H3K27-
me3-binding would be a valuable tool for dissecting the contribution

aPurified GST-fusion protein kindly provided by Veronika Ostapcuk, Friedrich Miescher Institute,
Basel, Switzerland
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Arabidopsis thaliana LHP1  106-GFYEIEAIRRKRVRK--GKVQYLIKWRGWPE-TANTWEPLENL
Homo Sapiens HP1γ    18-EEFVVEKVLDRRVVN--GKVEYFLKWKGFTD-ADNTWEPEENL
Caenorhabditis elegans HPL-1   35-NVFVVEKVLNKRLTR--GGSEYYIKWQGFPE-SECSWEPIENL
Drosophila melanogaster Su(var)205  22-EEYAVEKIIDRRVRK--GKVEYYLKWKGYPE-TENTWEPENNL
Schizosaccharomyces pombe Swi6  79-DEYVVEKVLKHRMARKGGGYEYLLKWEGYDDPSDNTWSSEADC

Drosophila melanogaster Pc   24-LVYAAEKIIQKRVKK--GVVEYRVKWKGWNQ-RYNTWEPEVNI

W129

Aromatic cage

Chromo Chromoshadow

HingeAcidic patch
++++ ++ ++ +++ + ++N C

108-156 385-442

N CLHP1-Chromo (105-160)

++++ ++ ++ +++ + ++N CLHP1-Hinge/CSh (162-446)

++++ ++ ++ +++ + ++N CLHP1 (W129C)

++ ++ +++ + ++N CLHP1 (KR9A)

+ +N CLHP1 (KR33A)

LHP1

LHP1  161-PGKPGRKRKRKYAGPHSQMKKKQRLTSTSHDATEKSDSSTSLNNSSLPDIPDPLDLSGSSLLNRDVEAKNA
LHP1-KR9A  161-PGKPGAAAAAAYAGPHSQMAAAQRLTSTSHDATEKSDSSTSLNNSSLPDIPDPLDLSGSSLLNRDVEAKNA
LHP1-KR23A 161-PGKPGAAAAAAYAGPHSQMAAAQALTSTSHDATEASDSSTSLNNSSLPDIPDPLDLSGSSLLNRDVEAKNA
LHP1-KR33A 161-PGKPGAAAAAAYAGPHSQMAAAQALTSTSHDATEASDSSTSLNNSSLPDIPDPLDLSGSSLLNADVEAANA

YVSNQVEANSGSVGMARQVRLIDNEKEYDPTLNELRGPVNNSNGAGCSQGGGIGSEGDNVRPNGLLKVYPKELDKNSRFIGAKRRKSGSVKRFKQ
YVSNQVEANSGSVGMARQVRLIDNEKEYDPTLNELRGPVNNSNGAGCSQGGGIGSEGDNVRPNGLLKVYPKELDKNSRFIGAKRRKSGSVKRFKQ
YVSNQVEANSGSVGMARQVRLIDNEKEYDPTLNELRGPVNNSNGAGCSQGGGIGSEGDNVAPNGLLAVYPAELDANSAFIGAAAAASGSVAAFAQ
YVSNQVEANSGSVGMAAQVALIDNEAEYDPTLNELAGPVNNSNGAGCSQGGGIGSEGDNVAPNGLLAVYPAELDANSAFIGAAAAASGSVAAFAQ

DGSTSNNHTAPTDQNLTPDLTTLDSFGRIARMGNEYPGVMENCNLSQKTK-376
DGSTSNNHTAPTDQNLTPDLTTLDSFGRIARMGNEYPGVMENCNLSQKTK-376
DGSTSNNHTAPTDQNLTPDLTTLDSFGRIARMGNEYPGVMENCNLSQKTK-376
DGSTSNNHTAPTDQNLTPDLTTLDSFGAIAAMGNEYPGVMENCNLSQATA-376

++ + + +N CLHP1 (KR23A) ++

Chromodomain

Hinge

Figure 5.3: Structure of LHP1 protein and design of mutants. LHP1 has an extended N-terminal
domain containing an acidic patch, a chromodomain and a C-terminal chromoshadow domain. The
chromo- and chromoshadow domains are separated by a flexible ‘hinge’, which is not well conserved
in length or primary amino acid sequence. Positively charged residues in the hinge region are indi-
cated schematically with green ‘+’ symbols. Middle panel (Hinge) shows the position of lysine (K)
and arginine (R) amino acids in the hinge, and their mutations in putative RNA-binding mutant pro-
teins. Lower panel (Chromodomain) shows a seqence-based alignment of part of the chromodomain
with that of HP1 homologues from human, C. elegans, Drosophila, S. pombe and also the chromod-
omain from the Drosophila protein, Polycomb (Pc). Alignment of annotated chromodomains per-
formed in Geneious, using the Geneious alignment tool. Aromatic cage residues are indicated in blue,
while other residues conserved among these HP1 chromodomains are indicated in red.
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of RNA-binding to LHP1 function in vivo. Previous work on S. pombe
HP1 protein HP1Swi6 highlighted the importance of positively charged
K/R residues in the hinge region for binding to negatively charged RNA
[147]. In the HP1Swi6 study, mutation of 25 K/R residues in the hinge
region was shown to abolish RNA binding. Importantly, nuclear mag-
netic resonance demonstrated that, outside the hinge region, the in vitro
structure of HP1Swi6 was not affected by these mutations. That is, the N-
terminus, chromodomain and chromoshadow still adopted the same
folds and interactions in the presence or absence of these 25 lysine and
arginine residues [147].

The hinge region of LHP1 is highly basic (pI = 10.10), and contains
20 lysine (K) and 15 arginine (R) residues (Fig. 5.3). LHP1 expression
constructs encoding three putative RNA-binding mutants were gener-
ated by conversion of 9, 23 or 33 of these K/R residues to alanine (A).
These are referred to as KR9A, KR23A, and KR33A (Fig. 5.3).

A putative H3K27me3-binding mutant protein was also generated,
via mutation of the chromodomain. An alignment of the LHP1 chro-
modomain with the chromodomains of other HP1 proteins, and that of
Drosophila Polycomb (Pc) is shown in Figure 5.3. The highly conserved
‘aromatic cage’ residues (Y108, W129, W132), which form the binding
pocket for H3K27me3 in Pc (H3K9me3 in HP1) [321], are present also
in LHP1. Mutation of these residues in HP1 proteins has previously
been shown to result in loss of binding to H3K9me3 [318, 319, 326]. A
previous study in Arabidopsis also identified a splice-site mutation in
LHP1, resulting in W129 being converted to CCER [312]. This muta-
tion was observed to disrupt LHP1 H3K27me3-binding in vitro [312]
and LHP1 localisation to Polycomb target genes SEPALATA3 andAGA-
MOUS in vivo. W129C was therefore selected as a putative H3K27me3-
binding mutant.
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Figure 5.4: Expression of LHP1 mutants in E. coli and purification. Coomassie-stained SDS-PAGE.
(A) Bacterial lysate after induction and expression of GST-LHP1, wild-type and mutants. T = Total
lysate, S = Soluble lysate, P = Pellet (insoluble fraction). Molecular size markers are shown in kDa.
Predicted size of GST-LHP1 is 76.4 kDa. (B) Glutathione elutions (E1 = Elution 1, etc.) after purifica-
tion of GST-LHP1 proteins using glutathione sepharose beads. (C) Fractions containing GST-LHP1
protein after anion exchange chromatography.

5.2.3 LHP1 RNA-binding is disrupted in hinge mutants

LHP1(KR9A), LHP1(KR23A) and LHP1(KR33A) were purified using
the protocol developed for LHP1 (Fig. 5.4, Method: Sec. 5.6.4) and as-
sayed for RNA-binding by EMSA (Fig. 5.5). GST-LHP1(KR23A) and
GST-LHP1(KR33A) were unable to bind to RNA at the highest concen-
tration of protein used in this assay (2μM), while GST-LHP1(KR9A)
showed a 4-8 fold reduction in affinity compared to wild-type. This
demonstrates that LHP1 binds RNA through its hinge region and that
basic residues are required for the interaction.

5.2.4 LHP1 recognises H3K27me3 through its chromodomain

To investigate the histone-binding properties of the full-length recombi-
nant protein, peptide pulldown assays were performed. In these experi-
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Figure 5.5: EMSA with LHP1 RNA-binding mutants. (A) Coomassie-stained
SDS-PAGE showing purified wild-type and mutant GST-LHP1 used in EMSA
assays. (B) EMSA showing that RNA-binding by LHP1 is partly disrupted in the
KR9A mutant and completely disrupted in KR23A and KR33A mutants. Con-
centration of protein in nM shown above.

ments, a biotinylated peptide corresponding to amino acids 21-44 of hi-
stone H3 was conjugated to streptavidin beads and incubated with the
recombinant protein. After washing to remove non-specific interacting
proteins, reactions were then separated by SDS-PAGE and GST-fusion
proteins detected by immunoblot with an anti-GST antibody. A strong
interactionwas detected between the full length protein andH3 peptide
carrying a tri-methylated lysine at position 27 (H3K27me3) but not un-
modified H3 or H3K36me3 peptide of the same sequence (Fig. 5.6B).
This demonstrates that recombinant full-length LHP1 is able to recog-
nise H3K27me3. GST fusions of the chromodomain (105-160) and the
hinge-CSh domain were also tested. In agreement with earlier stud-
ies [150], the chromodomain alone was sufficient for specific interac-
tionwithH3K27me3. No interactionwas detected betweenGST-Hinge-
CSh and any of the peptides.

Surface plasmon-resonance (SPR) experiments involve conjugating
a ‘bait’ ligand to the surface of a sensor and injecting a solution contain-
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ing the analyte at constant flow rate. Interaction between the analyte
and the bait is then detected as a change in mass bound to the surface
of the sensor. The signal in response units (RU) is linearly proportional
to the total mass of bound analyte. H3K27me3 peptide was conjugated
to the surface of the sensor and then full-length GST-LHP1 fusion pro-
teins were injected to detect interactions. For full-length LHP1 and
LHP1(KR23A), fast association and slow dissociation were observed,
indicating strong binding to the immobilised H3K27me3 peptide (Fig.
5.6C).The response units are proportional to themass of the bound pro-
tein and the expected response of LHP1(KR23A) is therefore less than
that of wild-type LHP1, as the KR23A mutant has a 4% lower molecu-
lar weight. Because the stoichiometry of these complexes is unknown,
these relative responses cannot be used to determine the relative affinity
of LHP1 and LHP1(KR23A) for the H3K27me3 peptide.

When an equal concentration of GST-LHP1(W129C) was instead
injected, the interaction was greatly reduced, consistent with this mu-
tation disrupting the ability of LHP1 to recognise H3K27me3. For full-
length proteins, none of these curveswerewell fit by a single-exponential,
indicating complex interactions at the sensor surface or complexes of
variable stoichiometry in the solution. In addition, it was difficult to
find regeneration conditions which removed all proteins from the previ-
ous sample while maintaining the integrity of the immobilised peptide.
Furthermore, significant non-specific interactions were detected from
the sensor ChIP surface. These problems prohibited calculation of the
affinity constant for the interaction without further optimisation of the
assay. Nonetheless, these results can be regarded as an indication that
H3K27me3-binding is maintained in the RNA-binding mutant LHP1
KR23A and perturbed in the chromodomain mutant LHP1(W129C).

EMSA with the same GST-LHP1 and GST-LHP1(W129C) proteins
indicate that LHP1(W129C) is able to bind RNA with similar affinity as
wild-type LHP1 (Fig. 5.6E).
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Figure 5.6: LHP1 recognition of H3K27me3. (A) Coomassie-stained SDS-PAGE showing puri-
fied wild-type and mutant GST-LHP1 used in peptide-pulldown assays. (B) Visualisation of GST-
fusion proteins by anti-GST immunoblot after peptide-pulldown assay with a biotinylated H3 peptide
(amino acids 21-44) or the same peptide carrying K27me3 or K36me3. (C) Coomassie-stained SDS-
PAGE showing purified wild-type and mutant GST-LHP1 used in Surface-plasmon resonance (SPR)
assays and EMSA. (D) SPR experiment showing the response units (RU) after sample was injected
over a flow surface with immobilised H3K27me3 peptide. 120 s injection is followed dissociation. All
protein samples were concentrated to 340 nM. (E) EMSA showing binding of GST-LHP1 and GST-
LHP1(W129C) to a 40nt RNA probe. Concentration of protein in nM shown above.

In summary, LHP1 KR23A is an RNA-binding mutant, which main-
tains its ability to recognise H3K27me3. Conversely, LHP1(W129C) is
impaired in its ability to recognise H3K27me3, yet is still able to bind
RNA. These mutants therefore represent separation-of-function alleles
of LHP1.

5.3 Separation-of-function LHP1 mutants in
Arabidopsis

This section describes the generation of Arabidopsis plants expressing
the separation-of-function LHP1 mutants, which are used to test the
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biological functions of LHP1 H3K27me3-binding and RNA-binding in
vivo.

5.3.1 Design of transgenic LHP1 constructs

Tomaintain the endogenous regulation of LHP1, the full genomic LHP1
sequence was used to generate transgenic LHP1 constructs. Previous
work showed that both an 11 kb SalI fragment and a 5.5 kB SpeI/SnaBI
fragment of Col-0 LHP1 (Fig. 5.7) were both able to complement the
lhp1-1mutation equally effectively in theWassilewskija accession [316].
The shorter 5.5 kB SpeI/SnaBI fragment, containing 2266 bp upstream
of the TSS and 797 bp downstream of the TES (Fig. 5.7) was therefore
used as the basis for constructing all LHP1 transgenes.

Conveniently, the entire hinge region exists within a single exon of
LHP1 (exon 4), which allowed simple cloning of the mutated hinge do-
mains from bacterial expression constructs. W129 spans the exon 2/3
junction, so a single point mutation at the first nucleotide of exon 3
was used to create the W129C mutant. To allow visualisation of fu-
sion proteins, a C-terminal eGFP tag was inserted between the native
stop codon and the 3′-UTR. Over-expressed LHP1-eGFP was previ-
ously shown to complement the lhp1-1 mutation [149], demonstrating
that a C-terminal eGFP does not significantly disrupt LHP1 function.
All constructs were also made independently with a C-terminal 3xHA
tag for use in future immunoprecipitation experiments.

5.3.2 Characterisation of subcellular localisation

Replacement of lysine (K) and arginine (R) residues with alanine (A) in
the KR9A and KR23A mutants disrupts the bi-partite nuclear localisa-
tion signal (NLS) at the N-terminal end of the hinge region (Fig. 5.3).
It was therefore expected that subcellular localisation may be disrupted
in these mutants. To test the localisation of the wild-type and mutant
LHP1 proteins, LHP1 transgenes were transiently expressed in Nico-
tiana benthamiana (N. benthamiana) plants. As shown in Fig. 5.8B,
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Figure 5.7: Genomic LHP1 structure. LHP1 exons are represented as black boxes and the splic-
ing pattern indicated with dashed lines. Narrow black boxes represent the 3′- and 5′-UTR. The po-
sitions of the lhp1-6 T-DNA insertion and lhp1-3 point mutation are shown in red. A single point
mutation in exon 3 was used to generate the W129C mutation. The hinge region is contained within
exon 4. SalI, SpeI and SnaBI sites are indicated. Genes neighbouring LHP1 are depicted in grey. The
SnaBI/SpeI fragment was used in transgenic LHP1 constructs such as LHP1-eGFP depicted below.

Arabidopsis LHP1-eGFP and LHP1(W129C)-eGFP are localised to nu-
clei when expressed in N. benthamiana. While LHP1(KR9A)-eGFP
also showed nuclear localisation, it was observed that LHP1(KR23A)-
eGFP was located in both the nucleus and cytoplasm. This suggests
that the bi-partite NLS disrupted in KR9Amutations perhaps functions
redundantly with another NLS. Indeed a monopartite NLS located fur-
ther towards the C-terminus is disrupted by the KR23A mutation but
not the KR9A mutation (Fig. 5.3).

To re-localise LHP1(KR23A) exclusively to the nucleus, a nuclear lo-
calisation signal (NLS) was added to either the N-terminus, or to the C-
terminus. For the C-terminus two positions were tried: either between
LHP1 and eGFP, or else after eGFP (Fig. 5.8D). NLS sequences often
contain K/R residues. Adding an NLS to the LHP1(KR23A) mutant
could potentially therefore cause the re-establishment of RNA-binding.
Therefore, in addition to the commonly-used SV40NLS (KKKRK), two
putativeNLS sequences that contain fewerK/R residues [331]were tested
—tominimise the number of K/R residues added (Fig. 5.8C).TheseNLS
peptides are referred to as class III and class V, respectively. The class V
NLS is reported to be specific to plants [331]. Confocal images ofN. ben-
thamiana plants expressing LHP1(KR23A)-NLS-eGFP with these dif-
ferent NLS sequences are shown in Figure 5.8D.The SV40NLSwas able
to re-localise LHP1(KR23A) exclusively to the nucleus regardless of its
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Figure 5.8: Subcellular localisation of Arabidopsis LHP1 in N. benthamiana. (A) Schematic of
LHP1 protein. (B) Confocal microscopy images of LHP1, wild-type and mutants, transiently ex-
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indicate C-terminal NLS after eGFP.

position in the fusion protein. By contrast, the class III NLS was only
functional when placed between LHP1 and eGFP. The class V NLS was
functional in all positions, but weak cytoplasmic localisation was de-
tected for the N-terminal position. Based on these results, LHP1 con-
structs with either the SV40 or class V NLS sequence inserted between
LHP1 and eGFP were both selected for transformation into Arabidop-
sis.
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5.3.3 Selection of parental line for transformation

To ensure high expression of FLC in non-vernalising conditions, a ge-
netic background containing an active FRIGIDA (FRI) was chosen (Sec.
1.2, Fig. 1.2, p. 24).

lhp1-6 contains a T-DNA insertion in exon 2 at the genomic LHP1
locus (Fig. 5.7). lhp1-6 plants display an lhp1 null phenotype, consis-
tent with complete loss of function or lack of expression. In contrast,
lhp1-3 is a point mutation that generates a stop codon in the hinge re-
gion, in place of Q280 [223] (Fig. 5.7). While lhp1-3 plants also show
the same null phenotype, it is possible that a truncated LHP1 protein
could be expressed in these lines. This truncated LHP1 would carry a
wild-type chromodomain, which is capable of binding to H3K27me3
in vitro [150]. To avoid the complication associated with this truncated
LHP1 protein interfering with an LHP1 protein expressed from a trans-
gene, constructs were transformed into FRI lhp1-6.

lhp1 null mutants show pleiotropic phenotypes including curled lea-
ves, early flowering, small plant size, reduced root growth, reduced cell
expansion in leaves, and conversion of the shoot apical meristem to
a terminal flower [222, 223, 316]. These phenotypes are assumed to
be due to a failure to repress many Polycomb target genes in lhp1 mu-
tants. In particular, early flowering has been attributed to a failure to
repress FLOWERING LOCUS T (FT) [332], and the curled leaf phe-
notype is related to ectopic expression of APETALA3 (AP3) and AGA-
MOUS (AG) [151, 223]. Unlike in PRC2mutants such as curly leaf (clf ),
inflorescence and floral organisation are normal in lhp1 mutants .

5.3.4 Flowering time phenotypes

FRI lhp1-6 plantswere transformedwithLHP1 constructs in twobatches.
Seeds from the first batch were sown on soil for selection in December
2014. After selection, resistant plants were vernalised for 3 weeks to ac-
celerate flowering (Fig. 5.9A).The second batch were sown for selection
in February 2015. Warm growth conditions and long days in the green-
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house throughout March and April meant that plant development was
fast and vernalisation was not required for the second batch (Fig. 5.9B).
Transgenic LHP1 plants showed a range of flowering-time phenotypes
at the T1 generation - from very early, like parental FRI lhp1-6, to very
late, like Col-FRI (Fig. 5.9). The control lines, Col-FRI and FRI lhp1-
6, did not undergo selection for herbicide resistance and consequently
showed more rapid development than corresponding transgenic lines.
The absolute flowering time should therefore not be directly compared
between non-transgenic and transgenic lines. However, the relative
differences between Col-FRI and FRI lhp1-6 indicate the impact of a
functional copy of LHP1 on flowering time in the Col-FRI background
(Fig. 5.9).

In the first batch of transformants, lines containing wild-type LHP1-
eGFP flowered significantly later than equivalent lines with the W129C
or KR23A mutations (t-test, p < 10−15) (Fig. 5.9A). This indicates that
transgenic LHP1 is able to rescue the lhp1flowering timephenotype and
that complementation requires the tryptophan at position 129 (W129C),
and also the positively charged residues in the hinge region (KR23A).
Based on subcellular localisation results in N. benthamiana, LHP1(KR-
23A) is not expected to be exclusively nuclear-localised. This likely ac-
counts for the inability of LHP1(KR23A) to complement the lhp1 mu-
tation. However, plants containing LHP1(KR23A)-NLS(SV40)-eGFP
and LHP1(KR23A)-NLS(Class V)-eGFP also flowered significantly ear-
lier that those carrying the corresponding wild-type LHP1 constructs
(t-test, p < 10−15) (Fig. 5.9A). Similar results were obtained when com-
parisons were made between transgenic LHP1 and LHP1(KR23A)-NLS
lines with the 3xHA tag (Transformation batch two, Fig. 5.9B). Since
early flowering in lhp1 plants is due to a failure to repress FT [333], this
suggests that LHP1 RNA-binding is critical for repression of the Poly-
comb target gene FT.

In the second batch of transformants, early flowering was also ob-
served for LHP1(KR9A) lines, carrying either the 3xHA or eGFP tag
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(Fig. 5.9B). LHP1(KR9A) showed nuclear localisation in N. benthami-
ana (Fig. 5.8) and bacterially expressed LHP1(KR9A) showed a 4- to
8-fold reduction in affinity for RNA in EMSA (Fig. 5.5B, p. 188). To-
gether with the results of the KR23A mutation, this suggests that the
RNA-binding ability of LHP1 is crucial for function.

Confirmation of subcellular localisation in Arabidopsis. To confirm
earlier results obtained in N. benthamiana, confocal microscopy was
used to observe the subcellular localisation of LHP1-eGFP fusions in
rootmeristems ofT2LHP1 transgenicArabidopsis plants. eGFP-tagged
protein was easily detected and subcellular localisation agreed with pre-
vious results obtained inN. benthamiana: wild-type,W129C, andKR9A
showed nuclear localisation whereas KR23A localisation was nuclear
and cytoplasmic (excluded from the nucleolus) (Fig. 5.10). As observed
in N. benthamiana, Both the SV40 and the Class V NLS, were able to
restore the exclusive nuclear localisation of LHP1(KR23A) inArabidop-
sis.

5.3.5 Morphological phenotypes

Figures 5.11 and 5.12 show representative plants from non-vernalised
LHP1 transgenic lines relative towild-type and parental FRI lhp1-6 after
4 and 8 weeks of growth, respectively. The plant size phenotype is fully
rescued in LHP1 and LHP1-NLS transgenic plants, and partly rescued
in LHP1(W129C) and LHP1(KR9A) plants. However, LHP1(KR23A)-
NLS plants are indistinguishable from parental FRI lhp1-6 plants. In
contrast to the flowering time results, this suggests that LHP1(W129C)
and LHP1(KR9A) are able to partially complement the lhp1-6 mutation
with respect to the plant size phenotype. It can also be seen that parental
FRI lhp1-6 and LHP1(KR23A)-NLS plants display a downward curled
leaf phenotype, which appears to be completely rescued in LHP1(W-
129C) plants and almost completely rescued in LHP1(KR9A) plants.
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Figure 5.9: Flowering time for T1 LHP1 transgenic lines. Flowering time measured in days to flower,
as described in Sec 2.5.2 (p. 71). For each transgenic construct, n > 40. For Col-FRI and FRI lhp1-
6, n = 12. (A) Transformation batch 1. After selection of transformants using herbicide resistance,
plants were grown for a further 3 weeks in short days at 8°C (indicated with shaded blue box) be-
fore being returned to glasshouse growth conditions (≈ 16 − 25°C, Dec. 2014 - Feb. 2015, Nor-
wich). Several FRI lhp1-6 plants flowered during vernalisation treatment. This flowering was not mea-
sured so is indicated at the end of the cold treatment. (B) Transformation batch 2. Plants remained in
glasshouse growth conditions throughout selection until flowering (Feb.-Apr. 2015, Norwich). *** in-
dicates highly significant difference in flowering time (t-test, unpooled variance estimates, p < 10−15).
Schematic diagrams of LHP1 protein represent positively charged residues in the hinge region with
green ‘+’ symbols. Mutation to the chromodomain residue W129 is indicated with a red cross. The
brown box represents the 3xHA tag, while the green circle represents eGFP.
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W129C is a mutation in one of the core residues in the conserved
aromatic cage of the chromodomain (Fig. 5.3). SPR assays suggest that
this greatly reduces the ability of LHP1 to bind to H3K27me3 in vitro
(Fig. 5.6). The observation that LHP1(W129C) plants are slightly larger
and have flatter leaves than parental FRI lhp1-6 suggests that LHP1 pro-
teinmay not absolutely require the ability to bindH3K27me3 to be func-
tional. This result is in contrast to the interpretation of previous stud-
ies, which reported a null lhp1 phenotype for the lhp1-7 mutation —a
splice-sitemutation causingW129 to be converted to CCER [312]. One
possibility is that the lhp1-7 mutation causes a more dramatic change
in structure to the LHP1 chromodomain than was anticipated in [312].
This could explain the difference in phenotype between the W129 to
CCER mutation (lhp1-7) and the W129C mutation studied here. It is
also possible that the W129C mutation considered here does not com-
pletely abolish binding of H3K27me3. However, previous work showed
that the equivalent mutation in S. pombe HP1Swi6 eliminates the abil-
ity of the protein to specifically recognise a H3 peptide tri-methylated
on Lys-9 [326]. Yet another explanation for this discrepancy is that the
phenotype reported in the present workmay only be apparent in a back-
groundwith functional FRIGIDA.The transgenic lines developed in the
present study are in FRI lhp1-6, whereas the lhp1-7 mutation was ob-
tained in a fri mutant background (Col-0) [312]. Flowering is delayed
in FRI lhp1-6 when compared to fri lhp1-6 (data not shown), indicat-
ing that lhp1 phenotypes can be altered in a FRIGIDA-dependent man-
ner. Further experiments will be required to distinguish these possibil-
ities, as discussed in Sec. 5.4. In this context, it is interesting to note
that H3K9-methylation is necessary but not sufficient to recruit HP1 in
Drosophila [334, 335]. In the case of Drosophila, protein-protein in-
teractions are also required [334]. Therefore multiple mechanisms may
act in a partially redundant manner to recruit LHP1 to its targets.

Similar results were observed for LHP1(KR9A) as for LHP1(W129C).
WhileLHP1(KR9A) is non-functional in delaying flowering, these plants
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Figure 5.11: Morphological phenotypes of transgenic LHP1 plants. Representative plants after 4
weeks of growth in warm conditions.

show a larger overall size and distinct leaf morphology from parental
FRI lhp1-6 lines, and also LHP1(KR23A)-NLS lines (Figs. 5.11, 5.12).
Thismay indicate that the RNA-binding ability of LHP1 is essential only
for LHP1 to repress a subset of its target genes. Alternatively, the KR9A
mutation may cause a small de-repression of all LHP1 targets, while a
larger de-repression is observed in plants lacking LHP1 or those carry-
ing LHP1(KR23A)-NLS.

5.4 Summary and discussion

LHP1 is able to distinguish RNA from DNA in vitro (Fig. 5.2B, p. 183)
and its ability to bind RNA through the hinge domain plays a key role
in its in vivo function (Figs. 5.9, 5.11, 5.12). Understanding the mech-
anistic details of this behaviour will require further experiments. In
particular, whether or not the RNA-binding mutant LHP1 proteins are
able to restore wild-type spreading of H3K27me3 at FLC and mainte-
nance of FLC repression after cold exposure is of considerable interest.
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Col-FRI FRI lhp1-6
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Figure 5.12: Morphological and flowering time phenotypes of transgenic LHP1 plants. Representa-
tive plants after 8 weeks of growth in warm conditions. FRI lhp1-6, LHP1(W129C), LHP1(KR9A) and
LHP1(KR23A)-NLS plants are flowering while Col-FRI, LHP1 and LHP1-NLS plants are not.

Themechanistic understanding of nucleation and spreading at FLC pro-
vides an ideal opportunity to investigate how LHP1 RNA-binding con-
tributes to maintenance of gene repression at a Polycomb target gene.

The unexpected results of partial complementation of the lhp1 mu-
tation in LHP1(W129C) plants also requires further investigation. If
it is really the case that the in vitro affinity of LHP1(W129C) for H3-
K27me3 is reduced to that of unmodified H3, then this mutant pro-
vides the opportunity to more precisely understand the role of H3K27-
me3-recognition in LHP1 function. To pursue this, quantitative assays
could be used to calculate the dissociation constants for bacterially pu-
rified LHP1 and LHP1(W129C) for different histone peptide or nu-
cleosomal substrates. Surface-plasmon resonance (SPR) experiments
presented here (Fig. 5.6D) indicate a complex mode of binding of full-
length LHP1 to histone peptide immobilised on the sensor chip. This
complex interaction prevented calculation of dissociation constants us-
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ing SPR. Similar complexity has also been observed in in vitro assays
with HP1Swi6 [330]. Fluorescence polarisation (FP) [336] has been pre-
viously used to study the chromodomain of LHP1 [150] and other HP1
proteins [321, 326]. It would be interesting to recreate the W129C mu-
tation in the chromodomain construct and to use FP to determine the
affinity of this protein for different histone peptides, including H3K27-
me3. Further in vitro characterisation of the full-length LHP1 proteins
would also allow the dimerisation status of LHP1 in vitro to be deter-
mined, and the effect of the RNA-binding mutations on dimerisation
to be assessed.

Regarding the RNA-binding of LHP1. The LHP1(KR9A) and LHP1-
(KR23A)mutants generated in this work show reduced affinity for RNA
and abolishment of RNA-binding, respectively (Fig. 5.5). In vivo, these
proteins were unable to delay flowering in FRI lhp1-6 plants (Fig. 5.9).
It was argued that this is likely to be due to a failure to repress the floral
activator FT. Like FLC, FT is a PRC2 target gene that accumulates H3-
K27me3 in the repressed state [333].

Several possibilities can be imagined by which RNA-binding is re-
quired for LHP1 to repress PRC2 target genes. In S. pombe, it was
proposed that nascent transcripts from heterochromatic loci are bound
by HP1Swi6, which causes dissociation of HP1Swi6 from chromatin, and
targeting of the HP1Swi6-bound RNA transcript for degradation [147].
When RNA-binding was perturbed in HP1Swi6, H3K9-methylation re-
mained intact but RNA from a heterochromatic reporter gene accu-
mulated, and was even translated into protein [147]. By analogy with
S. pombe, H3K27me3 may therefore still accumulate at LHP1 target
genes when RNA-binding mutants are expressed, but the functional
outcome ofH3K27me3 (gene repression)may be impaired. This is illus-
trated in Figure 5.13A. No direct interaction between LHP1 and RNA
processing complexes has yet been reported.

At FLC, H3K27me3 spreading but not nucleation was impaired in
lhp1 mutants (Fig. 3.6, p. 98). In addition, it has been observed that
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H3K27me3 domains genome-wide in Arabidopsis are co-incident with
transcription units [293]. This is tantalising evidence of a link between
transcription and the spreading of H3K27me3. PRC2 has been shown
to interact with LHP1 [153], and in the current work it was shown that
LHP1 can interact with RNA. It is therefore possible that LHP1 proteins
that are recruited primarily at sites of H3K27me3 nucleation, could be
spread slowly in discrete jumps along the chromatin, facilitated by tran-
sient interactions with nascent RNA (Fig. 5.13B: Hopping and spread-
ing). Interactions between LHP1 and RNA could lead to stabilisation
of PRC2 complexes in regions adjacent to nucleation sites, and allow
stochastic addition of H3K27me3 in these regions. The PRC2/H3K27-
me3-based feedback [337] could then stabilise the ‘spread’ H3K27me3
state. How LHP1 could be integrated into the mathematical model of
FLC chromatin is discussed in Chapter 6 (Sec. 6.3).

In vitro studies of HP1Swi6 were recently used to propose a model in
which HP1Swi6 oligomerises to spread linearly along chromatin [326].
In thismodel, the binding ofHP1Swi6 tetramers to one nucleosome leads
to co-operativity in the binding of furtherHP1Swi6 dimers on neighbour-
ing nucleosomes. This corresponds to the popular model in which HP1
molecules coat entire regions of heterochromatin.

In human cells, however, quantitative imaging indicates thatHP1α/β
concentrations in heterochromatin are in the low micromolar range
[338], while nucleosomes exist at a concentration of 200-300 µM [339].
This means that HP1α/β do not exist in sufficient quantities to ‘cover’
the chromatin fibre. Moreover, quantitative measurements of H3K9-
me3 indicate that this histone modification exists at only ≈ 38% of hi-
stone H3 in pericentric heterochromatin [104, 340]. Thus not all his-
tones in heterochromatin contain H3K9me3, and not all are bound by
HP1.

This is similar to the result suggested by analysis of H3K27me3 accu-
mulation in HeLa cells in Chapter 4 (Sec. 4.2.3): that H3K27me3 levels
are not saturated at H3K27me3-enriched chromatin domains. There-
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Figure 5.13: Possible roles for LHP1 RNA-binding in repression of Polycomb target genes. (A)
LHP1-mediated RNA degradation. Analogous to the proposed mechanism of HP1Swi6 in S. pombe,
LHP1 could interact with infrequently produced transcripts at repressed loci to ensure that they are
targeted for degradation. (B) Hopping and spreading. LHP1 could interact with nascent RNA to al-
lowing spreading in discrete ‘jumps’ from the site of initial recruitment (e.g. nucleation region) into
the gene body. The interaction with PRC2 would gradually facilitate H3K27me3 accumulation and
further rounds of LHP1 recruitment through H3K27me3-binding.

fore, based on these data, amodel inwhich densely-packedLHP1dimers
oligomerise to spread along chromatin is not favoured. Instead, indi-
vidual LHP1 dimers likely make contacts with H3K27me3-containing
histones individually, or form tetramers between neighbouring pairs of
nucleosomes.

Another experimental result to keep in mind when considering the
mechanism of LHP1-mediated stabilisation of PRC2-repression is that
LHP1 binding to chromatin is highly dynamic. In vivo studies using flu-
orescence recovery after photobleaching (FRAP) indicate that the aver-
age residence time of an LHP1 molecule on chromatin is on the order
of 10 seconds [341]. While quantitative differences exist among HP1
family members in other species, all are similarly dynamic in their asso-
ciation with chromatin [338, 342–344]. Thus any model that accounts
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for the role of LHP1 in spreading and maintenance of chromatin must
account for this rapid exchange of individual LHP1 molecules.

Finally, it is interesting to consider how well conserved the RNA-
binding of LHP1 proteins is among plants. The hinge region of HP1
proteins is generally poorly conserved. However, the two most highly
conserved regions of the hinge across the plant kingdom are those that
contain the two putative nuclear-localisation (NLS) sequences [345].
An alignment of several plant LHP1 protein sequences from diverse
species is shown in Figure 5.14 and summarised in Table 5.1. These
two conserved NLS-containing regions within the hinge are annotated
as Basic 1 and Basic 2, respectively. The KR9A mutation disrupts the
Basic 1 region, while KR23A disrupts both the Basic 1 and Basic 2 re-
gions.

It is intriguing to speculate that these NLS sequences have a dual
function in both nuclear-localisation and RNA-binding. Indeed, it was
shown that removing these NLS sequences in LHP1(KR23A) and then
re-instating nuclear-localisation via aC-terminalNLS (in the LHP1(KR-
23A)-NLS-eGFP construct) resulted in LHP1 protein that was nuclear
localised but not functional in complementing the lhp1-6 mutation.

As shown in Table 5.1, both the length of the hinge region and the
overall proportion of K/R residues (≈13-19%) is reasonably well con-
served. In Fig. 5.14A, it can also be seen that the positions of the two
basic regions within the hinge are also reasonably conserved. Therefore,
LHP1 RNA-binding has the potential to be a general phenomenon, and
may contribute to PRC2 silencing across the entire plant kingdom.

5.5 Plant materials

Col-FRI was described in Sec. 2.5.3. lhp1-6 (SALK N511762) [346]
was obtained from the Nottingham Arabidopsis Stock Centre (NASC).
Plants resistant to Kanamycin were crossed to Col-FRI. F2 plants ho-
mozygous for FRI and lhp1-6 were obtained by PCR-based genotyping.
Primer sequences and instructions for use are provided in Sec. 7.2.
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Order Species K/R Length % Total

Brassicales Arabidopsis thaliana 20K / 15R 222 15.8%
Cucurbitales Cucumis sativus (Cucumber) 19K / 12R 197 15.7%
Fabales Glycine soja (Soybean) 13K / 10R 122 18.9%
Malpighiales Populus euphratica (Poplar) 22K / 10R 228 14.0%
Myrtales Eucalyptus grandis (Eucalyptus) 19K / 12R 228 13.5%
Poales Zea mays (Maize) 16K / 19R 199 17.6%
Rosales Malus domestica (Apple) 18K / 21R 230 17.0%
Solanales Solanum tuberosum (Potato) 15K / 15R 204 14.7%
Vitales Vitis vinifera (Grape) 17K / 20R 213 17.4%

Table 5.1: Conservation of charged hinge regions among plants. The number of K/R residues be-
tween the chromodomain and chromoshadow domain of LHP1 in selected plant species of various
taxonomic orders. Alignment method described in Sec. 5.6.11.

5.6 Methods

Transformation of Arabidopsis and selection of transgenic lines is de-
scribed in Sec. 2.5.4. 48 T1 Arabidopsis plants were kept for each of the
16 LHP1 constructs transformed (Table 5.2). Flowering time measure-
ments as described in Sec. 2.5.2.

5.6.1 General cloning

DH5α or TOP10 (Invitrogen) E. coli strains were used for cloning, while
BL21 Rosetta pLysS (Novagen) was used for protein expression. Com-
petent cells were generated and transformed by heat-shock as described
in Sec. 2.5.4.

Site-directedmutagenesis was done using the Q5 site-directedmuta-
genesis kit (New England Biolabs). Mutagenesis primers were designed
using the online tool NEBasechanger (http://nebasechanger.neb.com).
Gel extraction was performed using the Wizard gel extraction kit (Pro-
mega) and cloning with type-I endonucleases (New England Biolabs or
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Figure 5.14: Protein sequence alignment of plant LHP1 proteins. (A) Alignment of the putative
plant LHP1 homologues listed in Table 5.1, generated as described in Sec. 5.6.11. Blue residues are
basic, while red are acidic, yellow are non-polar and green are polar. The mean isoelectric point (pI)
over a 5 residue sliding window is shown above the alignment. The domain structure of LHP1 is indi-
cated underneath. The P. euphratica sequence has an extended N-terminus that is omitted from this
diagram. Two conserved basic regions (Basic 1,2) are observed in the hinge region. (B,C) Zoom of
the alignment in A, with the sequence logo shown around the conserved basic regions.

Thermo Scientific) was performed according to manufacturer’s instruc-
tions.

Golden Gate cloning with type-II endonucleases (New England Bio-
labs) [347] was performed according to the following protocol: 100 ng
of each plasmid was combined with 1 µL T4 ligase (2 000 000 U/mL,
M0202M, New England Biolabs) and 1uL BsaI (level one) or BpiI (level
two) in T4 ligase buffer containing 1× bovine serum albumin (NewEng-
land Biolabs). Reactions were transferred to a thermal cycler for 25 cy-
cles of 37°C, 3 min; 16°C, 4 min.

5.6.2 LHP1 constructs for bacterial expression

The coding sequence of full-length LHP1 protein was amplified by PCR
from Col-0 cDNA and cloned into the XhoI site of pGEX-4T-1 (GE
Healthcare). This generated an N-terminal glutathione-S-transferase
(GST)-LHP1 fusion with the endogeneous LHP1 stop codon. The chro-
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modomain mutant LHP1(W129C) was generated from the wild-type
LHP1 expression construct using site-directed mutagenesis. Similar
mutagenesis was also used to make a synonymous mutations at +489
bp to create a SexAI site between the chromodomain and the hinge
region. The sequence of the mutant hinge regions for LHP1(KR9A),
LHP1(KR23A) and LHP1(KR33A) were then chemically synthesized
as 750 bp fragments (GeneStrings, Invitrogen) and cloned into pGEX-
4T-1 LHP1(SexAI) using SexAI/AfeI. All constructs were confirmed by
test digests and sequencing.

5.6.3 Expression of GST-LHP1 in E. coli

E. coli BL21 Rosetta (DE3) pLysS cells were transformed with pGEX
plasmid containing GST-LHP1 and incubated for 16 hours at 37°C on
LBmedia plates containing 25 µg/mLChloramphenicol and 100 µg/mL
Ampicillin. The following day, ~10 colonies from the transformation
plate were used to inoculate 10 mL liquid LB media containing antibi-
otics. After 4 hours rotating at 37°C, these starter cultures were diluted
into 1 L of LB containing antibiotics (5 L flask, media pre-warmed to
37°C) and grown for a further 4-8 hours on shaker untilOD600=0.7. Cul-
tures were then transferred to 20°C and, after cooling, protein expres-
sionwas induced by adding Isopropyl β-D-1-thiogalactopyranoside (IP-
TG) to a final concentration of 0.25mM (induction at 20°C,OD600=1.0).
Cultures were incubated for a further 16 hours at 20°C and cells har-
vested the following day by centrifugation in 1 L pots at 2500 × g (15
min). Cell pellets were then resuspended in 35mL phosphate-buffered
saline (PBS, 10 mM PO4

3− pH 7.4, 137 mM NaCl, 2.7 mM KCl) and
transferred to 50 mL tubes. Cells were once again collected by centrifu-
gation at 2500 × g (10 min) and pellets were weighed before flash freez-
ing in liquid nitrogen for storage at -70°C.
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5.6.4 Purification of recombinant LHP1 from E. coli

A description of all buffers follows these methods. Cell pellets were
resuspended in 5mLGST lysis buffer per gram of cells and disrupted by
sonication on ice using a Branson sonifier (10 × 30 sec, 30-40% duty).
Lysate was then cleared by centrifugation at 6000 × g (20 min). 1-2 mL
glutathione-sepharose fast-flow resin (GE Healthcare) was equilibrated
in GST lysis buffer in a disposable chromatography column (Bio-Rad).
Lysate was then filtered (0.45 µm) onto the column and incubated with
the resin at 4°C with gentle rocking (15 min). Protein-bound resin was
washed with 5 column volumes (C.V., 1-2 mL) GST lysis buffer, 20 C.V.
GST wash buffer, and 10 C.V. GST low salt buffer. GST fusion proteins
were eluted by incubation of resin with 1 C.V. of GST elution buffer (10
min, 4°C). Elution was repeated 4-5 times and eluates were pooled to
give a final volume of 5-10 mL.

Pooled eluateswere loaded on5mLHiTrapQFF column (GEHealth-
care), pre-equilbrated in QA buffer using an ÄKTA FPLC protein pu-
rification system (GE Healthcare). Proteins were then eluted in 2.5 mL
fractions using a 0-70% gradient of QA and QB. Chromatography was
performed at 4°C. Fractions containing GST-LHP1 were identified by
UV absorbance on the ÄKTA and confirmed by SDS-PAGE.

Pooled fractions were concentrated and exchanged into buffer QA
using centrifugal concentrators (Amicon, 15 mL, 30 kDa molecular-
weight-cut-off) with repeated 3-4 min spins at 4000 × g. Final concen-
trations were typically 0.5-1 mg/mL.
GST lysis buffer: 25 mM Tris-HCl pH 7.5, 500 mM NaCl, 1% (w/v)
Triton X-100, cOmplete Protease Inhibitor Cocktail (Roche).
GST wash buffer: 25 mM Tris-HCl pH 7.5, 500 mM NaCl, 0.1% (w/v)
Triton X-100, cOmplete Protease Inhibitor Cocktail (Roche).
GST low salt buffer: 25 mM Tris-HCl pH 8.0, 100 mM NaCl.
GST elution buffer: 25 mM Tris-HCl pH 8.0, 100 mM NaCl, 50 mM
L-Glutathione reduced (Sigma-Aldrich, G4251)
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QAbuffer: 25mMTris pH 7.5, 100mMNaCl, 1mMDL-Dithiothreitol
(DTT, Sigma, D9779), 0.5mMEthylenediaminetetraacetic acid (EDTA)
QB buffer: 25 mM Tris pH 7.5, 1M NaCl, 1 mM DTT, 0.5 mM EDTA.

5.6.5 Electrophoretic mobility shift assay

Concentrated proteins were diluted to 10 μM in buffer QA and then di-
luted further to 2 μM into EMSA buffer (20 mM HEPES-KOH pH 7.5,
100mMKCl, 0.05%NP-40). 1 μL of 100 nMCy5-labelled RNAorDNA
(Integrated DNA Technologies) was added to 9 μL protein and the re-
actions incubated for 30 min at room temperature. 4 μL 50% glycerol
was then added and reactions were immediately loaded onto an RNAse-
free 1.6% Tris-Borate Agarose gel. Gels were run at 80V for 30 min and
scanned using a Typhoon fluorescence imager (GE Healthcare) using
a photomultiplier tube voltage of 600V. Images were taken with 50 μm
resolution and ‘Medium’ sensitivity, focussed +3 mm from the scan sur-
face.

The sequence of the single-stranded RNA and DNA probes used for
EMSA was Cy5-CUCCUCCGGCGAUAAGUACGCCUUUUCCUUA-
CCUGGGUUU, with T exchanged for U in DNA probe. All probes
were synthesised and purified by high performance liquid chromatog-
raphy (HPLC) (Integrated DNA Technologies). Double-stranded DNA
probewas generated by annealing a complementary unlabelled oligonu-
cleotide to the labelled single-stranded DNA probe. Annealing was
done by combining equimolar amounts of each probe, heating to 95°C,
and then slowly cooling to room temperature.

5.6.6 Peptide pulldown assay

7 μg streptavidin-coated Dynabeads (MyOne T1, Invitrogen, 65601)
were washed in binding buffer (50mMTris pH 7.5, 150mMNaCl, 0.1%
(w/v) NP-40), according to manufacturer’s instructions. 1 μg of each
of the biotinylated histone peptides was then incubated with the Dyn-
abeads for 30 min at 4°C. Peptide sequences were derived from histone
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H3 residues 21-44 (ATKAARSAPATGGVKKPHRYRPGK-Biotin) and
were either unmodified (Anaspec, 64440) or carried aK27me3 (Anaspec,
64367) or K36me3 (Anaspec, 64441) modification. Unbound peptides
were removed by washing beads five times with 1 mL binding buffer. 5
μg of each of the GST fusion proteins in binding buffer were then added
to separate tubes containing the histone peptide-Dynabead complexes.
Reactions were incubated for 1 hour at 4°C. After repeatedly washing
the beads, boundproteinswere eluted by denaturation in Laemmli buffer
(2% (v/v) SDS, 10% (w/v) glycerol, 5% (v/v) β-mercaptoethanol, 0.002%
(w/v) bromphenol blue, 0.125MTris pH 6.8), and heated to 90°C for 10
min. Pulldown reactions were then separated by SDS-PAGE and trans-
ferred to polyvinylidene difluoride membranes. GST fusion proteins
were detected by immunoblot using an anti-GST antibody (abcam) fol-
lowed a secondary antibody coupled to horseradish peroxidase (anti-
mouse, Santa Cruz). Bands were visualised by chemiluminescence (Su-
perSignal West Femto, Pierce).

5.6.7 Surface plasmon resonance

Biotinylated histone peptide encoding H3 residues 21-44 (ATKAAR-
K(me3)SAPATGGVKKPHRYRPGK-Biotin, 64367, Anaspec)was load-
ed onto a streptavidin-coated sensor chip (Series S Sensor Chip SA,
BR100531, GEHealthcare) on theBiacoreX100 instrument (GEHealth-
care), according to manufacturer’s instructions. HBS-EP+ buffer (10
mM HEPES pH 7.4, 150 mM NaCl, 3 mM EDTA, 0.05% (v/v) Surfac-
tant P20 (Tween 20)) was used for all experiments. Proteins were ex-
changed into this buffer before injecting onto the sensor chip and their
concentrations adjusted to 340nM. In the program, proteins were in-
jected for 120 sec. Following this, 5 minutes of dissociation was mon-
itored before regeneration of the sensor chip surface using successive
washes with 2.5M NaCl and 2M MgCl2.



212 rna-binding by lhp1 is required for polycomb silencing

5.6.8 LHP1 constructs for in planta expression

Genomic LHP1 sequence from -2406 to +3164 bp (relative to ATG)was
chemically synthesized in 3 distinct modules (upstream/5′UTR, CDS:
ATG to TAA, and 3′UTR/downstream). Constructs were assembled
using Golden Gate modular cloning [347]. All BsaI and BpiI sites were
mutated in the synthesized sequences and a synonymous G to A muta-
tion was included in exon 4 (+1015 bp) to create a SexAI site for sub-
cloning the mutated LHP1 hinge domain fragments.

Similarly to the bacterial LHP1 expression constructs, fragments en-
coding KR9A, KR23A and KR33A mutations were cloned from syn-
thesized fragments into the LHP1 CDS module using SexAI/AfeI. The
W129C mutation was generated in the LHP1 CDS fragment using site-
directed mutagenesis. Nuclear-localisation sequences were inserted as
either N-terminal signal peptidemodules or added directly to the eGFP
or 3xHA fragment using site-directed mutagenesis. All constructs were
confirmed by test digests and sequencing.

AssembledLHP1 constructswere transferred to a custom-made gate-
way donor plasmid (pL2V-GW-EXPORT2) containing Gateway attL1
and attL2 sites flanking the Golden Gate assembly product. Gateway
L/R reaction (Invitrogen) was then used to transfer the LHP1 construct
to pSLJ-DEST, a gateway destination plasmid based on pSLJ755I6, pre-
viously designed and constructed by Hailong An in the Dean lab.

All plant LHP1 expression constructs are listed in Table 5.2.

5.6.9 Transient expression in N. benthamiana

Golden gate level one plasmids contain T-DNA left and right border
sequences and can be used without a selectable marker for transient ex-
pression inN. benthamiana. Electro-competent Agrobacterium tumefa-
ciensGV3101 cells were transformed with a level one Golden Gate plas-
mid (Ampicillin-resistant) by electroporation. Transformants were se-
lected on LBmedia plates containing 50 µg/mLCarbenicillin, 20 µg/mL
Gentamycin and 50 µg/mLRifampicin. 10mLcultureswere grown from
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Native N. benthamiana A. thaliana

LHP1-eGFP Yes Yes
LHP1-3xHA No Yes
LHP1(W129C)-eGFP Yes Yes
LHP1(W129C)-3xHA No Yes
LHP1(KR9A)-eGFP Yes Yes
LHP1(KR9A)-3xHA No Yes
LHP1(KR23A)-eGFP Yes Yes
LHP1(KR23A)-3xHA No Yes

N-terminal NLS

NLS(SV40)-LHP1(KR9A)-eGFP Yes No
NLS(SV40)-LHP1(KR23A)-eGFP Yes No
NLSc3-LHP1(KR23A)-eGFP Yes No
NLSc5-LHP1(KR23A)-eGFP Yes No

C-terminal NLS (before tag)

LHP1-NLS(SV40)-eGFP Yes Yes
LHP1-NLS(SV40)-3xHA No Yes
LHP1(KR23A)-NLS(SV40)-eGFP Yes Yes
LHP1(KR23A)-NLS(SV40)-3xHA No Yes
LHP1(KR23A)-NLSc3-eGFP Yes No
LHP1-NLSc5-eGFP Yes Yes
LHP1-NLSc5-3xHA No Yes
LHP1(KR23A)-NLSc5-eGFP Yes Yes
LHP1(KR23A)-NLSc5-3xHA No Yes

C-terminal NLS (after tag)

LHP1(KR23A)-eGFP-NLS(SV40) Yes No
LHP1(KR23A)-eGFP-NLSc3 Yes No
LHP1(KR23A)-eGFP-NLSc5 Yes No

Table 5.2: LHP1 Constructs. All constructs based on the genomic LHP1 sequence from -2.2 kb up-
stream to +3.3 kb downstream of the TSS (Fig. 5.7). Constructs were cloned and transformed into
N. benthamiana or A. thaliana using Agrobacterium-mediated transformation.
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re-streaked single colonies for 14 hours. Cells were then collected by
centrifugation (3000 × g, 20 min) and resuspended in 1 mL buffer con-
taining 10 mM MES pH 5.6, 10 mM MgCl2, 150 µM acetosyringone
(D134406, Aldrich). Volumes were adjusted to achieve an OD600 = 1.0.
0.25 mL of this resuspended culture was infiltrated using a syringe into
young expanding leaves ofN. benthamiana. Leaves were harvested and
imaged 54 hours after infiltration.

5.6.10 Confocal imaging of LHP1-eGFP

Imagingwas performed using a 20x/0.7NAmulti-immersion lens, with
water as the immersion fluid on a Leica TCS SP5 confocal microscope
equipped with Leica HyD Hybrid detectors. The eGFP fluorophore was
excited using a laser with 458 nm wavelength and emission collected
between 500-550 nm. Laser power was set to 15% (20% for Arabidop-
sis) and the HyD detector sensitivity was adjusted to capture individual
images. N. benthamiana images were collected at a resolution of 1024
× 1024 pixels, while Arabidopsis images were 2048 × 2048 pixels.

5.6.11 Alignment of LHP1 homologues

Sequences of LHP1 homologues were retrieved by BLASTP searches
of the NCBI database, as described in [345]. LHP1 homologues from
diverse taxonomic order were then selected.

Alignment of sequences was performed using the ClustalW algo-
rithm [348] within theGeneious software package [349]. TheBLOSUM
cost matrix was used with gap open cost of 10 and a gap extend cost
of 0.1, following [345]. The number of K/R residues in the hinge re-
gion, listed in Table 5.1, was obtained by counting the number of K/R
residues between the chromodomain and the chromoshadow domain.
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This thesis has focused on the molecular mechanisms of how gene ex-
pression states are remembered. The classic example of vernalisation —
thememory of prolonged cold exposure in plants, was used as a paradigm
for exploring the interactions between chromatin and transcriptional
regulation.

In concluding the thesis, links between the different chapters are ex-
plored in more detail, and results are interpreted in the context of other
studies in the field of epigenetics. In particular, Chapter 2 —the ob-
servation of cis memory, is discussed in the context of the model of
transcription and Polycomb silencing developed in Chapter 4, which
suggested a conceptual integration of trans and cis memory. Chapters
3 and 4 considered the FLC nucleation region, and PRC2 repression
without an ‘activating’ mark, respectively. How these models could be
integrated into a whole-gene model of FLC chromatin is also discussed.
Finally, the thesis concludes with an outlook for the field of epigenetics
and some general comments regarding the use of mathematical mod-
elling in biology.

6.1 Implications of the observation of cis memory

In Chapter 2, it was shown that prolonged cold exposure causes FLC
loci to autonomously switch from an active to a repressed expression
state, both of which are mitotically heritable. It was then observed that
active and repressed FLC loci can co-exist in the same cell, and that the
expression state of each locus is heritable. From these results, it was
concluded that the key inherited memory elements that determine FLC
expression reside in the vicinity of the FLC gene itself.

Previous studies have shown that switching this locus from the ac-
tive state to the repressed state is dependent on a PHD-PRC2 complex,
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which delivers H3K27me3 to FLC chromatin [43]. The involvement
of conserved PRC2 in this locally-encoded memory makes this finding
relevant well beyond Arabidopsis.

In recent years, the field of epigenetics has been divided in opinion
regarding the role of chromatin inmemory of gene expression states [23,
29–32]. While most researchers in the field would agree that symmet-
ric methylation of DNA at a CG dinucleotide can instruct its own in-
heritance [16, 20], the same consensus is not present for patterns of
histone modifications. The key difference is that DNA methylation is
covalently attached to the genetic material, and conceptually simple
to transmit through DNA replication using an enzyme that converts
a hemimethylated CG to a symmetrically methylated CG [22] (Fig. 1.1,
p. 19). In contrast, histone modifications are carried on nucleosomes,
which are turned over independently of replication, and shared ran-
domly between the two daughter DNA strands at replication [25–27,
236]. This means that the histone modifications at any particular po-
sition are lost, on average, every other DNA replication. Patterns of
histone modifications must therefore be distributed over several nucle-
osomes in order to act as heritable memory elements [28].

Prior to this work, it had been shown that PRC2 can methylate H3-
K27 [53], is allosterically activated by H3K27me [60], and that histones
are shared between daughter DNA strands during replication [25]. This
led to a model in which the inherited H3K27me histone modifications
act as epigenetic memory elements, causing recruitment of PRC2 after
DNA replication, and thereby re-establishing the repressive chromatin
state each cell cycle [60, 107]. During the course of the current work,
two further discoveries were published that lent support to this model.
First, mutagenesis experiments in Drosophila showed that Lys-27 on
H3 is required for the repressive action of PRC2 [64]. Second, using
elegant genetics in C. elegans, PRC2-knockout embryos were generated
inwhich the paternal set of chromosomes, but not thematernal set, con-
tained H3K27me [236]. It was observed that H3K27me was passed on
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to daughter chromosomes even in the absence of PRC2, and that H3-
K27me did not spread between the two sets of chromosomes. These
latter experiments were noteworthy as they seemed to exclude a com-
peting hypothesis that Polycomb proteins rather than histone modifica-
tions are inherited through DNA replication [350].

However, these experiments donot addresswhether epigeneticmem-
ory is stored in cis. C. elegans embryos do not activate their own tran-
scriptional program until the larval stage, at which time the H3K27-
me marks from paternally-inherited chromosomes had been diluted in
these experiments, and all chromosomes were effectively lacking H3-
K27me [236]. When similar experiments were performed in embryos
containing PRC2, the inherited chromosomes that were initially devoid
of H3K27me acquired H3K27me coincident with activation of the zy-
gotic transcription program, presumably throughde novohistonemethy-
lation [236]. Thus the question of whether inherited H3K27me can act
as a memory element to re-establish a repressive gene expression state
after DNA replication remained still unresolved.

To fill this gap in understanding, the studies presented in Chapter 2
focused on expression of a well-characterised PRC2 target gene, which
has a requirement for long-term storage of epigenetic memory. As such,
these studies represent the first observation of local storage of epigenetic
memory in a PRC2-based system [208].

A similar approach could conceivably be applied to the study of other
genes, to determine the generality of the phenomenon of cis epigenetic
memory. One caveat, however, is that establishment of silencing must
be somewhat stochastic in order to generate cells containing both ac-
tive and repressed copies of the gene. High throughput technologies
based on sequencing of RNA have looked for allele-specific expression
genome-wide in F1hybrid animals [351–354]. However, these approach-
es are limited by the requirement for sequence polymorphism to distin-
guish the two alleles (reviewed in [355]).
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FLC can now be considered alongside X chromosome inactivation
(XCI) and genomic imprinting as key examples of cis epigenetic mem-
ory. It is noteworthy that in all three cases (XCI, imprinting, and FLC),
the key evidence excluding a trans epigenetic memory is simultaneous
observation of active and repressed expression states within the same
nucleus, and maintenance of this state through cell division [6]. Unlike
for XCI and imprinting, however, DNA methylation can be excluded as
the carrier of cis epigenetic memory for FLC [356].

It is important to note that the results presented in Chapter 2 do not
inform as to the identity of the cis epigenetic memory elements. To
show decisively that H3K27-methylated histones act as inherited mem-
ory elements at FLC, it would be necessary to show that FLC reactiva-
tion occurs when H3K27me3 marks are removed.

An experiment thatmay soon be technically feasible would be to pro-
vide a brief pulse of a H3K27me3-demethylase specifically targeted to
endogenous FLC. Targeted tethering of protein domains with the ability
tomodify histones is referred to as ‘epigenome-editing’ [357]. This tech-
nique has been used to deliver specific histone modifications to several
genes in cultured human cells and primary neurons [358]. With the ad-
vent of CRISPR-Cas technologiesa that readily facilitate tethering of pro-
teins anywhere in the genome, studies are beginning to emerge inwhich
histone modifiers such as histone acetyltransferases [360] or methyl-
transferases [361] are directed to specific genes or enhancers. FLC rep-
resents a prime candidate for such a study because somuch is known al-
ready about its regulation. Based on the models proposed in this thesis,
inducing targeted removal of H3K27me3 would result in loss of silenc-
ing at FLC loci repressed after cold exposure. Removal of the targeted
demethylase after complete H3K27me3-demethylation at FLC would
then not lead to gene re-silencing, because switching of an active to a

aCas9 is a bacterial protein capable of recognising a specific DNA sequence when a guide RNA comple-
mentary to that sequence is expressed in the same cell. This is known as the CRISPR system, and has been
adapted as a biotechnology from a bacterial immune systemof the same name. CRISPR-Cas technology has
been widely used over the last couple of years in applications ranging from genome-editing to regulating
and labelling endogenous genes in a variety of organisms (reviewed in [359]).
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repressed state is assumed to require VIN3-mediated nucleation of H3-
K27me3 [83, 172].

6.2 Integration of cis and trans regulation

In Chapter 2, cis and trans epigenetic memory were contrasted, and it
was shown that the decisive factor determining the repressed and active
FLC states after cold exposure is located in cis. However, in addition to
the changes in chromatin state at FLC after cold, it is possible that there
are also changes to the concentrations of some of the trans factors that
regulate FLC.

Despite analysis of many root samples, it was striking that files of
FLC-repressed cells were never observed for samples grown entirely in
warm conditions. It is therefore possible that cis-memory at FLC is only
operational after cold exposure, when trans-acting factors driving FLC
expression may have been reduced. This hypothesis was developed in a
more general sense in Chapter 4, using a mathematical model of tran-
scription as the opposing state. This model led to the concept of a ‘win-
dow of cis memory’. Within a certain range of trans-acting ‘activation
signals’, it was shown that the chromatin state can determine gene ex-
pression. However, when activation signals were extended beyond this
range, the process of transcription was independent of the initial chro-
matin state (Sec. 4.3.1). This model showed how H3K27me at a sin-
gle locus could either be maintained as a result of trans-acting gene re-
pression, or by a cis-acting positive feedback, depending on the relative
strengths of each of these two aspects.

With this in mind, it is interesting to return to the results of Chap-
ter 2 and consider differences in trans-regulation in addition to the cis
memory observed after cold. In Chapter 4, it was suggested that the
window of cis memory depends on various parameters including the
strength of the H3K27me3 feedback at the gene of interest. The origi-
nal model of FLC repression during vernalisation assumed that, in prin-
ciple, bistability exists at all times: before, during and after cold [83].
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However, it is also possible that bistability does not exist before cold
exposure, if the factors required for establishment of the cis-acting H3-
K27me-based feedback are not present at FLC. That is, there are two
possibilities: that bistability exists in principle at all times, but is not ob-
served before cold because the strength of trans-activation is too strong;
or, that there is no bistability before cold.

These possibilities are contrasted in Figure 6.1, which shows possi-
ble single-cell FLC expression levels as a function of trans-activation
strengthb. The bistable model corresponds to the situation that was ob-
served after cold exposure, where both active and repressed FLC expres-
sion states are possible at the same level of trans-activationc. As shown
in Fig. 6.1, before cold exposure (Col-FRI (NV)) may correspond to
bistability-in-principle with a high level of trans-activation, or lack of
bistability. In both cases, no silenced cells are observed.

Conversely to Col-FRI (NV), the FRIGIDAmutant, Col-0 likely cor-
responds to a low level of transactivation, as indicated in Fig. 6.1. In
Col-0 plants, expression of FLC is low and H3K27me3 is constitutively
high, even before cold. As shown in Figure 6.1, both the Col-0 and Col-
FRI genotypes correspond to a level of trans-activation that is outside
the cis-memory window and therefore do not distinguish the bistable-
in-principle from non-bistable models.

What is needed to distinguish these possibilities is quantitative con-
trol over the level of trans-activation at FLC. This would allow the FLC
activation strength to be dialed-down by controlling the concentration
of a trans-regulator. If bistability exists in principle, then there should
be some level of trans-activation at which cells begin to stochastically
switch to a ‘digital’ silenced state without cold exposure. Conversely,
if bistability is not possible without a cold treatment, a continuum of
expression states, similar among all cells, will be observed as the trans-
activation strength is reduced. Observation of FLC-expression at the

bThis diagram is somewhat analogous to Figure 4.15 (p. 165), except that it represents individual cells
rather than population averages.

cIndeed, both expression states were observed in the same nucleus (Sec. 2.3.2).



integration of cis and trans regulation 221

Trans-activation

FL
C

 e
xp

re
ss

io
n 

(p
er

 c
op

y)

High

Low

High

Low

Intermediate

H3K27me3 H3K27me3

Bistable-in-principle Non-bistable

Col-0 Col-FRI (NV) Col-0 Col-FRI (NV)
After

vernalisation
Intermediate

non-vernalised?

FL
C

 e
xp

re
ss

io
n 

(p
er

 c
op

y)

Trans-activation

Figure 6.1: Bistable and non-bistable FLC chromatin. Schematic illustration
showing FLC expression level for an individual gene copy, as a function of the
strength of trans-activation. The bistable model of chromatin on the left in-
dicates that there are two stable FLC chromatin/expression states in partially
vernalised plants. The bistable-in-principle model on the left has stable states
with high and low H3K27me3. In contrast, the non-bistable model on the right
shows a continuum of states with intermediate expression and H3K27me3 lev-
els.

level of single cells will be critical to distinguish these two possibilities.
Similar to the experiments with FLC-Venus presented in Sec. 2.2, bista-
bility should result in files of FLC-ON and FLC-OFF cells in Arabidop-
sis roots, whereas a lack of bistability should result in a similar graded
reduction of expression in all cells. Observation of intermediate FLC
expression states at the single-cell level, that are associated with an in-
termediateH3K27me3-level in non-vernalising conditions would be an
extremely interesting result: this would indicate that H3K27me3 accu-
mulation at FLC is not sufficient for inducing a stable silenced expres-
sion state.

The discussion above highlights that even after so many years of re-
search into the mechanism of Polycomb repression, it is still unclear
whether H3K27me3 acts as an epigenetic memory element, or whether
cis-memory even exists at FLC outside of vernalisation.
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This also highlights amajor conceptual problem that currently exists
the field of epigenetics. In the genome-wide era, it is common for all H3-
K27me3-enriched genes to be grouped together as ‘PRC2 target genes’
and thought of as a single entity. The prevailing assumption seems to
be that H3K27me3 is associated with stable epigenetic silencing. As
discussed above, this is far from clear.

While genome-wide profiling is useful for determining the ‘average
features’ of a PRC2 target gene, a deeper understanding is likely to re-
quire detailed studies of several individual cases. It is my personal feel-
ing that PRC2 is not just a machinery for maintenance of chromatin
states, but rather that different PRC2 target genes will have exploited
different aspects of this elaborate apparatus to provide transcriptional
control in both memory and non-memory processes. Detailed studies
of several PRC2 target-genes with different memory properties would
be a good starting point for understanding how memory versus non-
memory functions of PRC2 are distinguished.

6.3 Combining transcription and nucleation-region
models for FLC

In Chapter 3, experimental results that challenge the previous math-
ematical model of FLC chromatin were presented. One of these re-
sults was that candidate ‘activating’ histone modifications associated
with the Trithorax group of proteinsd (H3K4me3 and H3K36me3) are
only present at the FLC nucleation region and not in the gene body
(Sec. 3.2.1, p. 89). This contrasted with the prediction of the original
FLC model, which was that an ‘A-mark’ at active copies of FLC should
oppose H3K27me3 everywhere across the locus.

The second result presented to challenge the original model was that
spreading of H3K27me3 from the nucleation region to the gene body
after cold was extremely slow at the cell-population level (Sec. 3.2.2, 94).
This could be explained in two ways: either epigenetic memory is con-

dHistorically implicated as antagonistic to the Polycomb group of proteins [24]
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tained in the nucleation region independently of the FLC gene body
(Sec. 3.3.3, p. 104), or that spreading only occurs in replicating cells
(Sec. 3.3.3, p. 114).

These two pieces of data led to the development of two alternativeM-
U-A models for the nucleation region only. While neither model could
be excluded based on current experimental data (Sec. 3.3.4, p. 124), the
second of thesemodels—the ‘two-populationsmodel’ (p. 114), was the-
oretically favoured.

The apparent absence of an A-mark in the FLC gene body motivated
the development of a model in which transcription acts as an opposing
state to Polycomb silencing, without a mutually-exclusive ‘activating’
histone modification (Chapter 4). This was shown to be capable of gen-
erating bistability.

It is now interesting to consider how these models can be brought
together into a whole-gene model of FLC. The observation of bistability
in the transcription model of Chapter 4, independently of an A-mark,
begs the question as to whether theM-U-Amodel for the nucleation re-
gion is still required. For a general Polycomb target gene, this is unclear.
For the case of FLC, experimental evidence indicates that H3K36me3
is indeed required for maintenance of the active state. Removal of the
H3K36me3-methyltransferase SDG8 results in constitutive silencing by
PRC2/H3K27me3 in non-vernalising conditions [123]. This, together
with the observation that H3K36me3 and H3K27me3 rarely co-exist
on the same histone [123], and in vitro experiments that show reduced
PRC2 activity on H3K36me3-containing substrates [61, 62], suggest
that H3K36me3 is a vital part of the maintenance of the active state
in warm conditions.

Together, these data suggest a model in which A-marks at the nucle-
ation region exist to prevent spurious nucleation of H3K27me3 at this
position in non-vernalising conditions. If PRC2 proteins are primarily
recruited at the nucleation region, rather than the gene body, then the
requirement to prevent their activity in the gene body is less strong. In
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fact, the low level of noisy H3K27me3-addition in the gene body could
likely be prevented from accumulating using transcription-coupledH3-
K27-demethylation and histone turnover, as in Chapter 4. However,
H3K27me3marks in this regionmust still be able to contribute to PRC2
recruitment, either directly or indirectly. If not, spreading of H3K27-
me3 to the gene body in the repressed state would provide no extra sta-
bility in themodel, because the gene body would simply reflect the state
of the nucleation region. As seen in Sec. 3.3.3 (p. 104), storing memory
in such a small region is problematic.

If the transcription-as-the-opposing-state model is to be adapted for
the FLC gene body, then the requirement for LHP1 in spreading must
also be explained. One way in which this could be done is to extend the
non-processive model (Sec. 4.2) to include LHP1-K27me3 as an extra
state, as shown in Figure 6.2. LHP1 binds H3K27me3 (Sec. 5.2.4) [150]
and interacts with PRC2 [153], so the extra LHP1-K27me3 state in the
model may also represent an extra repressive ‘mark’. The dynamics of
LHP1 binding are much faster than the other transitions in this mod-
els (seconds versus tens of minutes) [341]. However, based on the re-
sults presented for the non-processive model in Sec. 4.2 (Fig. 4.4), it
is expected that parameter values could be found for which stability
of the low expression state depends on the presence of LHP1. In the
absence of LHP1, only the active (unmodified) state would be stable.
S. pombeHP1Swi6 dimers are proposed to form higher order complexes
on nucleosomes [326], so an additional feedback representing nearest-
neighbour LHP1-LHP1 interaction could also be reasonably included,
whichmay further stabilise the repressed state. Preliminary simulations
(not shown) indicate that including such an ‘LHP1-me3’ state can fur-
ther increase the bistability in this model because a greater number of
low-probability events have to occur to establish silencing. This fur-
ther increases the nonlinearity in this system and makes the model less
prone to noisy state changes.
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Figure 6.2: Including LHP1 in a PRC2/Transcription model. Based on the
model proposed in Chapter 4 (Fig. 4.3, p. 142) with transcription as the oppos-
ing state, the above model shows how dependence on LHP1 for stability of the
repressed state could be included.

Although the picture of the molecular events at FLC developed dur-
ing this study is incomplete, it is time to ‘bite the bullet’ and outline
a conceptual model that can explain many, but not all, of the details
of FLC regulation in the process of vernalisation. In the following de-
scription, the ‘two-populations’ model (Sec. 3.3.3) will be presented in
favour of the hybrid protein-histone modification model, for the theo-
retical reasons discussed in Sec. 3.3.4. The description is accompanied
by Figure 6.3.

Updating the working model of FLC regulation. The active FLC ex-
pression state is characterised by active transcription with associated
K27-demethylation and histone turnover, and nucleation region H3-
K36me3 to prevent spurious H3K27me3-nucleation (Fig. 6.3A). H3-
K36me3 is delivered in a transcription-dependent manner. Nucleation
requires a PHD-PRC2 complex containing VIN3 [49, 81]. To further
reduce the likelihood of spurious nucleation before cold, VIN3 levels
are kept low in warm conditions. Exposure to cold leads to a slight re-
duction in transcription [84], reducing H3K27-demethylation, histone
turnover rates, and transcription-coupled H3K36me3 addition. Induc-
tion ofVIN3 expression targets a PHD-PRC2 complex to the nucleation
region, driving accumulation of H3K27me3 in this region.
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Figure 6.3: Updated working model of FLC through vernalisation. (A) The active state is stabilised
by frequent transcription events that remove noisy H3K27me3 addition in the gene body and H3-
K36me3 that is deposited at the nucleation region to prevent H3K27me3-nucleation in cis. (B) After
spreading, the repressed FLC chromatin state is stabilised by a H3K27me3/PRC2-based feedback, de-
pendent on LHP1. Binding of PHD-PRC2 occurs primarily through the nucleation region, though
weak recruitment is possible in the gene body. The assumption of weaker recruitment in the gene
body is to prevent H3K27me3-accumulation in this region without nucleation, however some recruit-
ment, direct or indirect, is required for the gene body to stabilise the nucleation peak once spread.



combining transcription and nucleation-region models 227

During cold, the nucleation peak is sufficient to maintain a low FLC
expression state (Fig. 1.6), and is itself maintained in trans, via high
expression of VIN3, and also by cis-acting positive feedback of H3K27-
me3. After cold, when DNA is replicated, PHD-PRC2 then spreads to
the gene body and begins to deposit H3K27me3. H3K27me3 in the
gene body is stabilised by LHP1. H3K27me3 and LHP1-H3K27me3 in
the gene body can then feed back (weakly) to stabilise the nucleation
region H3K27me3-peak, and maintain gene repression (Fig. 6.3B). Re-
establishment of the repressed state after subsequent DNA replications
is achieved using the classicH3K27me3-PRC2based feedback [60], sup-
plemented with an LHP1-PRC2 interaction. Failure to spread in the
lhp1 mutant results in loss of the H3K27me3-nucleation peak when
DNA is replicated and leads to re-establishment of the active FLC state.

This model accounts for many of the experimental observations pre-
viously shown, or presented in this work. These include a genetic re-
quirement for SDG8 [123] and transcription [121] in maintenance of
the active state; for PHD-PRC2 in establishment of nucleation [45, 47–
49, 80, 81]; for LHP1 in spreading (Sec. 3.2.3); and for antagonism be-
tween H3K27me3 and H3K36me3 [61, 62, 123]. This model is consis-
tent with cis-memory after cold (Sec. 2.3) and of independent establish-
ment of silencing at two FLC copies in the same cell (Sec. 2.3.2), be-
cause of the cis-determinant in stochastic establishment of H3K27me3-
nucleation. The model is also consistent with H3K27me3-nucleation
driving H3K27me3-spreading through cis-acting positive feedbacks, as
proposed in the original FLCmodel [83]. However, recruitment within
the gene body must now be significantly weaker than previously as-
sumed as no A-marks oppose silencing in this region. This model also
captures the slow time-scale of H3K27me3 spreading, because spread-
ing is coupled to DNA replication and therefore only occurs in a subset
of the population.

Perhaps the biggest unknown in theworkingmodel outlined above is
how spreading is prevented in chromatin that does not replicate, or con-
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versely, how spreading is coupled to replication. In the model outlined
above, once transcription is repressed by a H3K27me3 nucleation peak,
there is nothing to stop spreading of the H3K27me3 outwards from this
region. A mathematical implementation of this model would currently
require DNA replication for spreading as a hard-wired ‘rule’. While
several models were proposed to explain the replication-dependence
of spreading (Sec. 3.3.3, p. 122), the observation that spreading indeed
only occurs when DNA is replicated awaits experimental validation.

One hypothesis for the role of LHP1 RNA-binding in Polycomb si-
lencing suggested in Chapter 5 was that RNA-binding may be required
for spreading of H3K27me3 at FLC. If this turns out to be the case, then
this observation too, must be somehow captured by the model. Figure
5.13 (p. 204) outlines conceptually how this could be included.

To summarise, this thesis has focussed on two sub-models for differ-
ent aspects of FLC regulation. With some effort these twomodels could,
in principle, be fused into a whole-gene model. However, the number
of unknown parameters involved is likely to be large, because many in-
teractions are now involved and the different regions of FLC (nucleation
and gene body), seem to have different characteristics —which would
require independent parameterisation. With this amount of freedom
in parameter values, it is extremely likely that such a model could be
made to fit the data.

In contrast to this hypothetical whole-gene mathematical model of
FLC, the smaller sub-models developed in Chapter 3 were easily con-
strained by virtue of the small number of parameters and led to testable
hypotheses. The minimal model in Chapter 4 was also developed in
a relatively abstract manner, and generated interesting conceptual in-
sight.

A conceptual model expressing current understanding of the chro-
matin dynamics atFLC points to gaps in understanding andwill be help-
ful in future studies to determine how other components identified as
important FLC regulators could integrate into the mechanism.
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6.4 An outlook for epigenetics

The advent of next-generation sequencing technologies has been both
a blessing and a curse for research in the field of epigenetics. On one
hand, these technologies have provided unprecedented power to study
the distribution of DNA methylation, histone modifications, and bind-
ing of transcription-factors or other proteins across the entire genome,
in a variety of different organisms. Furthermore, genome-wide stud-
ies can rapidly provide insight into the possible functions of a protein
by analysis of its binding profiles with respect to other chromatin land-
marks. On the other hand, a generation of researchers in this field has
now been trained in uncovering such correlations, and the skills and
techniques needed to pursue the underlying mechanisms are lacking.
The time to pursue a deeper understanding of this mass of descriptive
data is now!

This thesis focused on trying to understand one gene in detail, with
the aim of uncovering general principles that may be repeatedly em-
ployed in different biological systems. Two aspects of this study differ
from the majority of others in the field of modern epigenetics: the use
of techniques with single-cell resolution, and the use of mathematical
modelling. Both aim to simplify the problem of determining single-cell
or single-gene behaviour from measurements averaged over heteroge-
neous populations. This problem of sample heterogeneity is pervasive
in genome-wide studies.

Single-cell sequencing technology is currently limited to RNA-seq
for highly expressed genes. If this develops to enable single-cell ChIP
studies, this has the potential to overcome the limitation of population-
average measurements. Other microscopy-based techniques such as
single-molecule FISH and in vivo imaging of transcription also have
the potential to revolutionise studies in epigenetics.

One aspect of FLC regulation that has continued to prove incredibly
useful for understanding the mechanism is that expression states can



230 discussion & conclusions

be switched from active to repressed by providing a transient stimulus
(i.e. cold). A key technology that could provide this ability more gen-
erally to studies of many other genes is ‘epigenome-editing’ (outlined
in Sec. 6.1). Targeted, dynamic changes to chromatin states represent
a relatively unexplored technology with the potential to greatly inform
studies in epigenetics.

Another avenue that could be more deeply pursued are links be-
tween transcription and epigenetics. It is a testament to the complexity
of the subject that nearly 70 years since the discovery of the Polycomb
gene in Drosophila [362], the mechanism by which Polycomb com-
plexes actually repress transcription remains unclear [363]. The field of
transcription is in the midst of an upheaval as it emerges that more and
more regulation is actually co-transcriptional and post-transcriptional
rather than being purely regulated at the level of initiation of transcrip-
tion [303, 364]. While transcriptional initiation remains a key point of
control, it is clear that this is not simply controlled in the classic model
of transcription factors binding to promoters and enhancers to drive as-
sembly of pre-initiation complexes [365]. There ismuch to be gained by
integrating cutting-edge thinking in transcription into epigenetics. As
a first (baby) step towards this, Chapter 4 represents the first mathemat-
ical model in chromatin-based epigenetics to consider explicitly how
transcription affects chromatin and vice versa.

The link between epigenetics and transcription was also pursued in
this thesis by studying the RNA-binding of a protein associated with
the repressed chromatin state, LHP1 (Chapter 5). A more complete
understanding of the role of LHP1 in Polycomb silencing awaits fur-
ther experiments. However, the presence of such widespread observ-
able phenotypes (Secs. 5.3.4, 5.3.5) associated with a specific defect in
RNA-binding is extremely encouraging to the belief that understanding
LHP1 will help to bridge the gap between transcription and chromatin-
based epigenetics.
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To summarise, observation at the level of single cells and genes, to-
gether withmathematicalmodelling and targeted changes to chromatin
will provide a powerful combination to understand the contributions
of various chromatin features to gene expression output and epigenetic
memory. Further integration with the field of transcription will also be
pivotal in understanding how chromatin states define transcription and
vice versa. Epigenetics therefore seems poised tomove from descriptive
to mechanistic studies.

6.5 On the use of mathematical modelling in biology

At its core, mathematics is a tool for clarity of thinking. It allows a
certain set of assumptions to be made explicit, and the implications of
those assumptions to be determined.

Biological systems, even those with relatively few components, can
give rise to unexpected behaviour, that is not straightforward to under-
stand intuitively. Mathematical modelling is then most useful in rigor-
ously determining if a particular network of interactions can give rise
to the observed behaviour, and to uncover the constraints that arise in
doing so.

Typically, even simplemathematicalmodels in biology are toomessy
to be tackled using precise analytical techniques, meaning that theoret-
ical biologists are increasingly reliant on computer simulations. With
vast computational resources, however, there is a tendency in compu-
tational biology to build ever more complex models in an attempt to
capture more and more experimental detail [366, 367]. This increase
in model complexity makes it difficult to determine which of the many
assumptions or parameter values are actually required to generate the
observed behaviour.

The most useful mathematical models are usually aggressively sim-
ple. An excellent example of this is the pioneering M-U-A model of
histone-modification-based epigenetics [28] (Sec. 3.3.1). This model
abstracts the thousands of possible histone modifications and histone-
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modification complexes into just three nucleosome ‘states’. Even the
four enzymatic complexes that convert between nucleosome states are
only included implicitly. Yet this model led to deep conclusions that
were far from intuitive beforehand, and provided a new way of think-
ing about the role of histone modifications in maintaining chromatin
states.

Despite the utility of this framework for conceptual understanding,
however, testing the model is equally as important as formulating it.
This requires comparisonwith experimental data, which inevitably leads
to less elegant, less tractable models [83, 103, 106]. In these cases, con-
siderable effort is required to constrain the number of free parameters,
while still achieving an acceptable fit to the data.

A significant challenge when using mathematical modelling, partic-
ularly in close contact with experiments, is finding a useful level of ab-
straction. When confronted with quantitative data it is often difficult
to distinguish the qualitative phenomena which are essential to model
from the quantitative aspects of the problem, which may arise from
complexities that would not be captured by even a relatively complex
model. In the words of Albert Einstein,

Models should be as simple as possible, but not more so.

The guiding principle for developing models in this thesis was epige-
netic memory: is this system capable of self-propagation through cell
division? In Chapter 3, the small size of the FLC nucleation region
was shown to be a major obstacle for a purely histone-modification-
based memory. One proposal to overcome this was based on the no-
tion that more epigenetic memory elements could be packed into this
small region in the form of proteins. Through quantitative simulations,
it was found that the success of this model depends crucially on protein-
protein interactions (Sec. 3.3.3, p. 104). The other proposal to over-
come the small size of this regionwas to assume that epigeneticmemory
through DNA replication isn’t really stored in this region at all. The hy-
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pothesis then developed was that much of the apparent maintenance of
H3K27me3 in the nucleation region actually comes from non-dividing
cells. This led to the prediction that H3K27me3 spreading only occurs
in cells undergoing DNA replication (Sec. 3.3.3, p. 114).

These examples illustrate how relatively simple models can be used
to generate qualitative predictions in highly-complex biological systems.

A more abstract modelling approach was taken in Chapter 4 to ex-
plain how transcription could act as an opposing state to Polycomb
silencing, without relying on an activating histone modification. De-
velopment of the model was motivated by the apparent lack of an op-
posing mark in the FLC gene body, but the model was formulated in
a more general sense for a generic Polycomb target gene in any organ-
ism. Following the principle of adding complexity only when required,
a simple two-state model was initially tested and shown to be insuffi-
cient for generating bistability (Sec. 4.1). However, it was shown that if
methylation and demethylation of H3K27 occur non-processively, then
the processes of transcription-coupled histone turnover and H3K27-
demethylation are sufficient for generating a bistable system. The in-
crease in model complexity here is justified because a simpler model
does not generate the qualitative phenomenon of interest: epigenetic
memory.

This non-processive model is still overwhelmingly simple compared
with the real biological system. Many parameter values are likely to de-
pend on the organism, genetic background, environmental conditions
and the particular oddities of the gene itself. The motivation for this
model was two-fold: to analyse if transcription could act as an oppos-
ing state to PRC2-silencing, and to determine which extra behaviours
arise in a model of chromatin that includes an explicit description of
transcription.

Itwas shown that thismodel is able to generate transcription-depend-
ent accumulation of histone H3.3 in rapidly cycling cells, a qualitative
result reported in many organisms. By fitting quantitative mass spec-
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trometry data it was also shown that H3K27me3 levels can accumulate
very slowly on newly-deposited histones, taking more than a cell cycle.
This slow time-scale did not present an insurmountable obstacle to cis
memory. However, this observation does imply that gene repression by
Polycomb is likely to be functional at genes that are not fully saturated
with H3K27me3. Models with slow dynamics of H3K27-methylation
were shown to bemuchmore effective at buffering noisy transcriptional
activation and repression signals, due to the sluggishness of the gene in
making state changes. This suggests a biological function for such a slow
time-scale. This functionwas not obvious before themodelling andwas
apparently not obvious to the authors of the study that reported the slow
time-scale [26].

The mathematical models presented in this thesis are, I hope, true
to their intentions: to clarify assumptions, to rigorously examine the
implications of such assumptions and to propose hypotheses for exper-
imental validation.

Mathematical modelling and experiments work in cycles. The re-
sults of experiments informmodels and updatedmodels suggest further
experiments. This iterative cycle of modelling and experiments can be
seen explicitly in Chapter 3, which begins with a previously developed
model of FLC regulation, identifies key experiments that challenge the
model, and then again uses modelling to propose solutions. The cycle
of modelling and experiments is also present at a deeper level through-
out this thesis: Chapter 2 presented experimental results that validate a
core assumption of the model —that local chromatin structure under-
lies epigenetic memory. Then Chapter 3 proceeded with almost a com-
plete cycle of experiments and modelling for the FLC system. Chapter
4 presented general modelling results for how transcription and chro-
matin states interact, the results of which link back to Chapter 2 and
suggest a deeper understanding of the interplay between cis and trans-
regulation. Finally, Chapter 5 returned to experiments to look at in-
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teractions between the product of transcription, RNA, and chromatin-
associated proteins in the case of LHP1.

Throughout, modelling of quantitative data and qualitative phenom-
ena was used to pursue a deeper understanding of the mechanisms un-
derlying how epigenetic memory can be stored in patterns of histone
modifications.

6.6 Concluding remarks

The staggering complexity of life presents a fantastic puzzle to those
studying its mysteries. Understanding this complexity provides us with
ample opportunity to improve the quality of human life.

Regulation of gene expression underlies somuch of the development
and life history strategies of all organisms that continued study is vital to
determine its fundamental principles. The goal of this thesis was to un-
derstand how the expression level of a single gene in the flowering plant
Arabidopsis thaliana is maintained after winter cold. Along the way, epi-
genetic memory was found to be locally-encoded in a Polycomb-based
system, and a requirement for RNA-binding by a conserved chromatin
protein was discovered. The cis epigenetic memory system epitomised
by FLC provided a playground for exploration of contributions of cis
and trans epigenetic determinants of chromatin and gene expression.

The recent discoveries of non-coding RNA transcripts [84, 85] and
interesting nucleic acid structures [173], add to the myriad of other fac-
tors known to regulate FLC [43]. In the face of this complexity, it is my
hope that mathematical modelling will continue to strive for simplicity,
and thereby help to clarify the key determinants of expression at this
quintessential Polycomb target gene.
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7ANTIBODIES & PRIMERS

7.1 Antibodies

Antigen Application Company Description

H3K27me3 ChIP Merck-Millipore,
07-449

Rabbit polyclonal IgG,
ChIP grade.

H3K36me3 ChIP abcam, ab9050 Rabbit polyclonal IgG,
ChIP grade.

Histone H3 ChIP abcam, ab1791 Rabbit polyclonal IgG,
ChIP grade.

GFP (Venus) Immunoblot (1°) Roche, 11814460001 Mixture of two
monoclonal mouse
antibodies (7.1 and 13.1).

GST Immunoblot (1°) abcam, ab92 Mouse monoclonal
(3G10/1B3)

mouse IgG Immunoblot (2°) Santa Cruz, sc-2005 Goat IgG coupled to
Horseradish Peroxidase.

7.2 Primers

Name Sequence Target/comments

Genotyping

TFL2_1172_F ctaagcggttcgagtctatt lhp1-3: Use with
TFL2_1411_R

TFL2_1411_R gccattgggtcttacattat lhp1-3: Use with
TFL2_1172_F, amplifies a 240
bp fragment cut by AflII in
lhp1-3: lhp1-3 = 49 + 191 bp
[223]

UJ26-FRI agatttgctggatttgataagg fri: Use with HC_FRI_R
HC_FRI_R cttgatgttggtcgatgatg fri: Use with UJ26-FRI,

amplifies 167 bp on FRI and
151 bp on fri
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Name Sequence Target/comments

pSLJ_RB3 tattcgggcctaacttttggtgtg Targets pSLJ-755I6 [192]
tDNA right border sequence.
Use with FLC-V33_R or
FLC-mC11_R

FLC-V33_F acagaggatcgagtggttt FLC-VENUS33: Use with
FLC-V33_R

FLC-V33_R acatcagacgaaagagagga FLC-VENUS33: Use with
FLC-V33_F: ampifies 253 bp
on flc-venus33, or pSLJ_RB3:
amplifies ~190bp on
FLC-VENUS33

FLC-mC11_F acgctatgtaaacgtgattaagt FLC-MCHERRY11: Use with
FLC-mC11_R

FLC-mC11_R acctcaagatccgatacatcc FLC-MCHERRY11: Use with
FLC-mC11_F: ampifies 282
bp on flc-mcherry11, or
pSLJ_RB3: amplifies ~180bp
on FLC-MCHERRY11

LBb1.3 attttgccgatttcggaac SALK tDNA left border
primer [346]

lhp1-6_F gtttgggaggctcgaatactc lhp1-6: Use with LBb1.3 and
lhp1-6_R

lhp1-6_R tggatcaggaatgtcaggaag lhp1-6: Use with LBb1.3 and
lhp1-6_F

RT-qPCR

FLC_spliced_F agccaagaagaccgaactca Spliced FLC (At5g10140)
FLC_spliced_R tttgtccagcaggtgacatc Spliced FLC (At5g10140)
FLC_unspliced_F cgcaattttcatagcccttg Nascent FLC (At5g10140)
FLC_unspliced_R cgcaattttcatagcccttg Nascent FLC (At5g10140)
UBC_qPCR_F ctgcgactcagggaatcttctaa UBC (At5g25760)
UBC_qPCR_R ttgtgccattgaattgaaccc UBC (At5g25760)
FLC-VENUS_1247_F cacatggtcctgctggagtt FLC-Venus
FLC-VENUS_1388_R cggagatttgtccagcaggt FLC-Venus
FLC-GUS_R tccacagttttcgcgatcca FLC-GUS
Set6_new_LP tgtatgtgttcttcacttctgtcaa Total COOLAIR
Set6_new_RP gccgtaggcttcttcactgt Total COOLAIR
Set2_new_LP tcatcatgtgggagcagaag Proximal COOLAIR
Set2_new_RP tctcacacgaataaggtggcta Proximal COOLAIR
Set4 RT aatatctggcccgacgaag Gene-specific RT only
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Name Sequence Target/comments

Set4-new-F-195 gtatctccggcgacttgaac Distal COOLAIR
Set4-new-R-195 ggatgcgtcacagagaacag Distal COOLAIR

ChIP

SDB_FLC_-2320_F atccagaaaagggcaaggag FLC -2285
SDB_FLC_-2249_R cgaatcgattgggtgaatg FLC -2285
SDB_-1204_F caaaacttcttggcacagctc FLC -1142
SDB_-1079_F actcggagtgggtgaaactg FLC -1142
FLC_-501_F actatgtaggcacgactttggtaac FLC -321
FLC_-381_R tgcagaaagaacctccactctac FLC -321
FLC_48_F cgacaagtcaccttctccaaa FLC 245
FLC_205_R agggggaacaaatgaaaacc FLC 245
SDB_FLC_416_F ggcggatctcttgttgtttc FLC 470
SDB_FLC_524_R cttcttcacgacattgttcttcc FLC 470
FLC_679_F tcattggatctctcggatttg FLC 868
FLC_817_R aggtccacagcaaagataggaa FLC 868
FLC_1424_F ttgacaatccacaacctcaatc FLC 1612
FLC_1561_R tcaatttcctagaggcaccaa FLC 1612
SDB_FLC_1993_F agccttttagaacgtggaacc FLC 2093
SDB_FLC_2192_R tcttccatagaaggaagcgact FLC 2093
SDB_FLC_3197_F ggggctgcgtttacatttta FLC 3275
SDB_FLC_3352_R gtgatagcgctggctttgat FLC 3275
FLC_3899_F ctttttcatgggcaggatca FLC 4103
FLC_4069_R tgacatttgatcccacaagc FLC 4103
SDB_FLC_4322_F agaacaaccgtgctgctttt FLC 4405
SDB_FLC_4488_R tgtgtgcaagctcgttaagc FLC 4405
FLC_5030_F ccggttgttggacataactagg FLC 5089
FLC_5135_R ccaaacccagacttaaccagac FLC 5089
FLC_5534_F tggttgttatttggtggtgtg FLC 5598
SDB_FLC_5666_R atctccatctcagcttctgctc FLC 5598
FLC_5948_F cgtgtgagaattgcatcgag FLC 6013
FLC_6066_R aaaaacgcgcagagagagag FLC 6013
FLC_6521_F atcgtcagtgttaaaatgcactc FLC 6558
FLC_6582_R tgaaattgctggttagcttcg FLC 6558
FLC_6768_F ttgtaaagtccgatggagacg FLC 6809
FLC_6838_R actcggcgagaaagtttgtg FLC 6809
SDB_FLC_7059_F gttttggttctcccacttgc FLC 7121
SDB_FLC_7183_R tacggaccgcggatatattg FLC 7121
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Name Sequence Target/comments

SDB_STM_92_F gcccatcatgacatcacatc STM
SDB_STM_196_R gggaactactttgttggtggtg STM
ACTIN_728_F gatattcagccacttgtctgtg ACTIN
ACTIN_812_R cttacacatgtacaacaaagaagg ACTIN

tDNA copy number

Bar-F ggccgagtcgaccgtgta BAR
Bar-R ttgggcagcccgatga BAR
Bar-Probe FAM-cgccaccagcggacggga-

TAMRA
BAR

AtCO-F gtccgggtctgcgagtca CONSTANS (control)
AtCO-R gctgtgcatagagaggcatcatc CONSTANS (control)
AtCO-Probe VIC-

tgctccggctgcttttttgtgtgag-
TAMRA

CONSTANS (control)



ABBREVIATIONS

Units

bp (nucleotide) base pairs
kb kilobases
kDa kiloDalton

Chemicals

CTAB Cetyltrimethylammonium bromide
DMSO Dimethylsulfoxide
EDTA Ethylenediaminetetraacetic acid
HEPES 4-(2-Hydroxyethyl)-1-piperazineethanesulfonic acid
IPTG Isopropyl β-D-1-thiogalactopyranoside
LB Lysogeny broth media
MS Murashige and Skoog media
PBS Phosphate-buffered saline
PIPES Piperazine‐1,2‐bis[2‐ethanesulfonic acid]
PPT Phosphinothricin
SDS Sodium dodecyl sulfate

Proteins and protein complexes

ACT2 ACTIN 2 (At3g18780, H3K36me3 ChIP control gene)
AG AGAMOUS (At4g18960, LHP1 and Polycomb target gene)
AP3 APETALA3 (At3g54340, LHP1 and Polycomb target gene)
ATXR7 ARABIDOPSIS TRITHORAX-RELATED 7 (At5g42400)
ATX1 ARABIDOPSIS TRITHORAX 1 (At2g31650)
CLF CURLY LEAF (At2g23380, E(z) homologue, PRC2)
E(z) (Ezh2) Enhancer of Zeste 2 (Drosophila, PRC2)
EMF2EMBRYONICFLOWER2 (At5g51230, Su(z)12 homologue, PRC2)
Esc (Eed) Extra Sex Combs (Drosophila, PRC2)
FIEFERTILISATION-INDEPENDENTENDOSPERM(At3g20740, Esc
homologue, PRC2)
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FIS2 FERTILIZATION INDEPENDENT SEED 2 (At2g35670, Su(z)12
homologue, PRC2)
FLC FLOWERING LOCUS C (At5g10140)
FT FLOWERING LOCUS T (At1g65480, LHP1 and Polycomb target
gene / flowering activator)
GUS β-glucuronidase
HAT Histone acetyltransferase
HDAC Histone deacetylase
LHP1 LIKE HETEROCHROMATIN PROTEIN 1 (At5g17690, TER-
MINAL FLOWER 2 / TFL2) (HP1 family member)
MEA MEDEA (At1g02580, E(z) homologue, PRC2)
MSI1MULTICOPY SUPRESSOROF IRA1 (At5g58230, Nurf55 homo-
logue, PRC2)
Nurf55 (RbAp46, RbAp48)Nucleosome remodelling factor 55 kDa sub-
unit (Drosophila, PRC2)
Pc Polycomb (Drosophila, PRC1)
PcG Polycomb group of proteins
PRC1 Polycomb repressive complex 1
PRC2 Polycomb repressive complex 2
SDG8 SET-DOMAIN GROUP 8 / EARLY FLOWERING IN SHORT
DAYS (At1g77300, EFS)
SEP3 SEPALLATA3 (At1g24260, LHP1 and Polycomb target gene)
STM SHOOT MERISTEMLESS (At1g62360, Polycomb target gene)
Su(z)12 Supressor of Zeste 12 (Drosophila)
Swi6 HP1 homologue (S. pombe)
SWN SWINGER (At4g02020, E(z) homologue, PRC2)
Trx Trithorax (Drosophila)
TrxG Trithorax group of proteins
UBCUBIQUITIN-CONJUGATINGENZYME21 (At5g25760, RT-qPCR
control gene)
VEL1 VRN5/VIN3-like protein (At4g30200)
VIN3 VERNALISATION INSENSITIVE 3 (At5g57380, PHD-PRC2)



VRN1 VERNALISATION 1 (At3g18990, B3-domain containing pro-
tein)
VRN2 VERNALISATION 2 (At4g16845, Su(z)12 homologue, PRC2)
VRN5 VERNALISATION 5 (At3g24440, PHD-PRC2)
WUS WUSCHEL (At2g17950, LHP1 and Polycomb target gene)

Miscellaneous

ChIP Chromatin immunoprecipitation
EMSA Electrophoretic mobility shift assay
FP Fluorescence polarisation
NLS Nuclear localisation signal
PAGE Polyacrylamide gel electrophoresis
PCR Polymerase chain reaction
SILAC Stable isotope labelling by amino acids in cell culture
TES Transcription end site
TSS Transcription start site
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