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Abstract

The thesis studies some problems in measure theory. In particular, a possible general-

ization corresponding to Maharam Theorem for �nitely additive measures (charges).

In the �rst Chapter, we give some de�nitions and results on di�erent areas of Math-

ematics that will be used during this work.

In Chapter two, we recall the de�nitions of nonatomic, continuous and Darboux

charges, and show their relations tWe hereby con�rm that all work without reference are

our work excluding the chapter one. We hereby con�rm that all work without reference

are our work excluding the chapter one. o each other. The relation between charges

on Boolean algebras and the induced measures on their Stone spaces is mentioned

in this chapter. We also show that for any charge algebra, there exists a compact

zero-dimensional space such that its charge algebra is isomorphic to the given charge

algebra.

In Chapter three, we give the de�nition of Jordan measure and some of its outcomes.

We de�ne another measure on an algebra of subsets of some set called Jordanian mea-

sure, and investigate it. Then we de�ne the Jordan algebras and Jordanian algebras,

and study some of their properties.

Chapter four is mostly devoted to the investigation of uniformly regular measures

and charges (on both Boolean algebras and topological spaces). We show how the

properties of a charge on a Boolean algebra can be transferred to the induced measure

on its Stone space. We give a di�erent proof to a result by Mercourakis in [36, Remark

1.10]. In 2013, Borodulin-Nadzieja and Dºamonja [10, Theorem 4.1] proved the count-

able version of Maharam Theorem for charges using uniform regularity. We show that
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this result can be proved under weaker assumption and further extended.

The �nal Chapter is concerned with the higher versions of uniform regularity which

are called uniform κ-regularity. We study these types of measures and obtain several

results and characterizations. The major contribution to this work is that we show

we cannot hope for a higher analogue of Maharam Theorem for charges using uniform

κ-regularity. In particular, Theorem 4.1 in [10] and Remark 1.10 in [36] cannot be

extended for all cardinals. We prove that a higher version of Theorem 4.1 in [10]

(resp. Remark 1.10 in [36]) can be proved only for charges on free algebras on κ many

generators (resp. measures on a product of compact metric spaces). We also generalize

Proposition 2.10 in [26].
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Ao(I) an open interval algebra.
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Free(κ) the free algebra on κ generators.

Ac the Cantor algebra.

C the Cohen algebra.

J the Jordan measure.

J∗ the inner Jordan measure.

J ∗ the our Jordan measure.
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χA the indicator function of A.

` the length function.

Ma(X,µ) the measure algebra of µ on X.

C (X,µ) the charge algebra of µ on X.

J (X,µ) the Boolean algebra of Jordan µ-measurable sets in X.

L(I, λ) the Boolean algebra of Lebesgue measurable sets in I.
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Jµ(X) the Jordan algebra of µ on X.
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Jc(X) the algebra of closed representatives in Jµ(X).

Jµ(X) the Jordanian algebra of µ on X.

Lλ(I) the Lebesgue measure algebra of I.

Bλ(I) the Borel algebra modulo null subsets of I.

σ(Jλ(I)) the σ-algebra generated by elements of Jλ(I).
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is algebra of sets in a space X.
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Chapter 1

Introduction, Background and

Notation

This chapter is devoted to an introduction and basic results in the relevant mathemat-

ical areas used in this thesis.

1.1 Introduction

Measure theory is the study of measures, it generalizes the notions of (arc) length, (sur-

face) area and volume. The earliest and most important examples are Peano-Jordan

measure (also known as Jordan measure) and Lebesgue measure. The former was found

by the French mathematician Camille Jordan and the Italian mathematician Giuseppe

Peano at the end of the nineteenth century and named after them. The latter was de-

veloped by Henri Lebesgue in about 1900 as an extension of Jordan measure. Measure

theory became the foundation for the integration theory used in advanced mathematics

and for modern probability theory. It is well known that there are countably additive

and �nitely additive measures. Finitely additive measures have not received as much

attention as the countably additive ones. We do not see lots of text books of mea-

sure theory on �nitely additive measures. A reason could be that countably additive

measures are easier to manage than �nitely additive ones. According to S. Bochner

(as he remarked to D. Maharam [34]), �nitely additive measures are more interesting,

11



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 12

and possibly more important, than countably additive ones. Finitely additive measures

arise quite naturally in many areas of analysis and are a wide class of measures. Our

focus will be on �nitely additive (probability) measures. The only book on �nitely

additive measures we are aware of is �Theory of Charges� by Rao and Rao [43].

It is known that Jordan measure is de�ned on some algebra of subsets of the unit

interval [0, 1]. The unit interval topologically is a compact metrizable space. The

question arises: Can a similar measure be de�ned on an arbitrary topological space?

Before answering this question, if we look at the Jordan measure, it can be constructed

in two ways: �rstly, it is the (Caratheodory) extension of the length function on the

algebra of elementary subsets of [0, 1]. Secondly, it is the restricted Lebesgue measure

to the algebra of Jordan measurable subsets of [0, 1]. A Jordan measurable set is de�ned

as any Lebesgue measurable set that has boundary of measure zero. Coming back to

our question, we can de�ne the Jordan measure on arbitrary topological spaces, we only

dispose of the second method, because an arbitrary charge on an algebra of subsets of

a topological space might not have the properties that the length function has on the

elementary algebra. We de�ne an analogue to Jordan measure constructed in the �rst

way on any algebra of subsets of a topological space and call it Jordanian measure.

We investigate some of its properties and behavior, for more details about Jordan and

Jordanian measures, see Chapter three.

Nonatomicity, continuity and Darboux are properties of measures. These three

properties turn out to be equivalent on countably additive measures. Interestingly,

they are not the same for �nitely additive measures. Their relation is the following:

Darboux =⇒ continuity =⇒ nonatomicity [43].

More details on these properties are given and possible cases when these properties

agree are also studied in Chapter two.

The separable measure is an interesting type of measure. This class of measures

has been studied by many authors, for a detailed historical review, see pages 446-459

in [7]. A good characterization of separable measures is obtained by Halmos and von

12



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 13

Neumann in [28]. In fact, separable is the countable case of Maharam type of measures.

Another type of measure which is stronger than separability has been de�ned and

called uniformly regular. Uniformly regular measures were �rst introduced by Berezan-

skii [5] in the context of pseudo-metric spaces. Then, Babiker [2] generalized them to

the context of topological spaces. He made a series of articles on this kind of measures,

with coauthors. In 1996, Mercourakis [36] claimed that uniform regularity is much

superior to separability. He gave a nice characterization of uniformly regular measures

on a compact Hausdor� space, see Theorem 4.2.2. Then he proved that every strictly

positive nonatomic uniformly regular measure on a compact Hausdor� space has a

Jordan algebra isomorphic to the usual Jordan algebra, see Theorem 4.3.6. Using our

results we provide a di�erent proof to this theorem.

Recently, Borodulin-Nadzieja and Dºamonja [10] de�ned uniform κ-regularity with

respect to �nitely additive measures on Boolean algebras. When κ = ω, they obtained

a countable version of the most celebrated result of measure theory called Maharam

Theorem for charges. Namely: Given a Boolean algebra A and a uniformly regular,

continuous, strictly positive charge µ on it. Then the charge algebra (A, µ) is (metri-

cally) isomorphic to a subalgebra of the Jordan algebra of the Lebesgue measure on the

unit interval. Consequently, a Boolean algebra supports a continuous uniformly regular

charge if and only if it is isomorphic to a subalgebra of the Jordan algebra Jλ(I) con-

taining a dense Cantor subalgebra, see Theorem 4.1 in [10]. We show that this result

can be proved under weaker assumptions, i.e.: Suppose that A is a Boolean algebra

and µ is a uniformly regular, nonatomic, strictly positive charge on A. Then (A, µ) is

(metrically) isomorphic to a subalgebra of the Jordan algebra. Consequently, a Boolean

algebra supports a nonatomic uniformly regular charge if and only if it is isomorphic

to a subalgebra of the Jordan algebra Jλ(I) containing a dense Cantor subalgebra, see

Theorem 4.4.3. Also one of our aims in this thesis is to extend this result to have

the full Jordan algebra. We �nd out if the charge µ is, in addition, µ-complete, then

the charge algebra (A, µ) is (metrically) isomorphic to the Jordan algebra Jλ(I), see

Corollary 4.4.15. Equivalently, given an algebra A of subsets of a topological space X

13



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 14

and a strictly positive uniformly regular nonatomic charge µ on it, then the Jordanian

algebra Jµ(X) is (metrically) isomorphic to the Jordan algebra Jλ(I), see Theorem

4.4.11.

Moving on to a more general case, the main purpose of this work is to extend The-

orem 4.4.2 given by Borodulin-Nadzieja and Dºamonja, Theorem 4.3.6 by Mercourakis

[36] or Theorem 4.4.11 to a higher version to have the corresponding Maharam Theorem

for charges for all cardinals. We show that none of these results can be directly ex-

tended to a higher version. We observe that for any cardinal κ such that κω = κ, there

exist two strictly positive nonatomic uniformly κ-regular measures (even of Maharam

type κ) on a compact Hausdor� space that have non-isomorphic Jordan algebras, see

Theorem 5.4.2. We show that Theorem 5.4.2 is true in the special context for measures

on (an arbitrary) product of compact metric spaces. That is, given a cardinal κ and any

strictly positive homogeneous Radon measure µ of Maharam type κ on the generalized

Cantor space X = {0, 1}κ, then the Jordan algebra of µ is isomorphic to the Jordan

algebra of λ, the standard product measure on X. In fact, this was posed as an open

question in both [36] and [26]. Also, we prove a higher version of Theorem 4.1 in [10] is

only true for charges on free algebras. That is, any two strictly positive s-homogeneous

(de�ned later) charges of Maharam type κ on the free algebra Free(κ) on κ generators

have isomorphic Jordanian algebras.

In [26, Proposition 2.10], Grekas and Mercourakis proved that for a family {Xα :

α < κ} of compact metric spaces, each space with at least two points, and on each

Xα there is a strictly positive nonatomic Radon measure µα, the Jordan algebra of

µ =
⊗
α<κ

Xα on X =
∏
α<κ

Xα is isomorphic to the Jordan algebra of the usual (Lebesgue)

product measure ν on the generalized Cantor space {0, 1}κ. We generalize this result

and show that we can replace each compact metric space Xα by a compact Hausdor�

space assuming that each µα is uniformly regular. That is, given a family {Xα : α < κ}

of compact Hausdor� spaces, each space with at least two points and on each Xα there

is a strictly positive nonatomic uniformly regular Radon measure µα, then the Jordan

algebra of µ =
⊗
α<κ

Xα on X =
∏
α<κ

Xα is isomorphic to the Jordan algebra of the usual

14



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 15

(Lebesgue) product measure λ on the generalized Cantor space {0, 1}κ, see Theorem

5.3.4.

15



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 16

1.2 Preliminaries, Background and Notation

Throughout the present work, �space� always means �Hausdor� topological space� on

which no other property is assumed unless explicitly stated. We shall denote by ω(=

0, 1, 2, 3, ....) the natural numbers, by c = 2ω the cardinality of the continuum and by κ

any in�nite cardinal. We say that a Boolean algebra A carries a charge (or a measure)

µ if µ is de�ned on the whole of A. Furthermore, if µ is strictly positive on A, then we

say that A supports µ.

We start with some sections on background of di�erent areas of Mathematics that

will be used in this thesis.

1.2.1 Some General Topology

Recall that a subset A of a topological spaceX is called regular open if A =Int(Cl(A)).

Its complement A =Cl(Int(A)) is called a regular closed set set. A is said to be dense

[49] if its closure is the whole space X, i.e. (Cl(A)= X). A is called a nowhere dense

set [49] if the interior of its closure is empty, i.e. (Int(Cl(A)= ∅). A is said to be

meager [49] if it can be expressed as a countable union of nowhere dense subsets of

X. It is known that the class of all nowhere dense (resp. meager) sets in X, denoted

by Nd (resp. Mg), is an ideal (resp. σ-ideal) of P(X), see the properties given below.

A is called Gδ if it is a countable intersection of open sets. The complement of a Gδ

set is an Fσ set, that is, a countable union of closed sets. A is said to be a zero set in

X if there exists a continuous real valued function f such A = f−1(0). A complement

of a zero set is a cozero set.

Now we give some properties of nowhere dense sets:

• Every subset of a nowhere dense set is nowhere dense.

• A �nite union of nowhere dense sets is nowhere dense.

• The complement of a closed nowhere dense set is an open dense set, and thus the

complement of a nowhere dense set is a set with dense interior.

16



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 17

• The boundary of every open or closed set is a closed nowhere dense set.

• Every closed nowhere dense set is the boundary of an open set.

• Every nowhere dense set is contained in a closed nowhere dense set.

• A set is nowhere dense if and only if its complement contains an open dense set.

De�nition 1.2.1.1. A topological space (X, τ) is compact if every open cover of X

has a �nite subcover.

De�nition 1.2.1.2. A topological space (X, τ) is Hausdor� if for every two distinct

points in X there exist two disjoint open sets containing them.

Lemma 1.2.1.3. Let X be a topological space and A ⊆ X.

(1) If X is a metrizable and if A is closed, then A is a Gδ set, [17].

(2) If X is a compact (Hausdor�) space, then A is a zero set if and only if it is a closed

Gδ set, [17].

(3) Every cozero set is the union of a non-decreasing sequence of zero sets, ([21], 4A2C-

(b)).

De�nition 1.2.1.4 (Countable Chain Condition, ccc). A topological space X is

said to satisfy ccc if every family of pairwise disjoint open subsets of X is at most

countable.

De�nition 1.2.1.5. Let X be a topological space. A net is a function from a directed

set A (= every two elements have an upper bound) to X.

De�nition 1.2.1.6. Let (X, τ) be a topological space. X said to be normal if for

every two disjoint closed subsets of X, there exist two disjoint open sets containing

them.

Lemma 1.2.1.7. [17] A topological space X is normal if and only if for every open set

U containing a closed set E, there is an open set V such that

E ⊆ V ⊆ Cl(V ) ⊆ U .

17



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 18

De�nition 1.2.1.8. A topological space (X, τ) is said to be connected if it cannot be

expressed as a union of two disjoint nonempty open sets. A subset A of X is connected

if it is connected as a subspace.

De�nition 1.2.1.9. A topological space (X, τ) is called totally disconnected if the

only connected subsets of X are singletons.

De�nition 1.2.1.10. A topological space (X, τ) is said to be extremally discon-

nected if the closure of every open subset of X is open.

De�nition 1.2.1.11. A topological space is called separable if it has a countable

dense subset.

Theorem 1.2.1.12. [31, Theorem 4.10] Let I be any set of cardinality not exceeding

c, i.e. |I| ≤ c. Then for any separable space X, the power XI is separable.

De�nition 1.2.1.13. A space X is completely regular (or Tychono�) if and only

if for every closed sets E and every point x ∈ X \ E, there is a continuous function

f : X → [0, 1] such that f(x) = 0 and f(E) = 1.

Lemma 1.2.1.14 (Urysohn's Lemma). [49] A space X is normal if and only if for

every two disjoint closed sets E and F inX, there is a continuous function f : X → [0, 1]

such that f(E) = 0 and f(F ) = 1.

Lemma 1.2.1.15. [17]

(1) Every compact Hausdor� space is normal.

(2) Every compact metric space is second countable, i.e. has a countable base.

De�nition 1.2.1.16. Let X be a topological space. A family B of nonempty open

sets in X is called a π-base of X if for each open set U in X there exists B ∈ B such

that B ⊆.

De�nition 1.2.1.17. Let X be a topological space, the pseudo weight π(X) of X

is de�ned to be the smallest cardinality of a π-basis of X.

18



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 19

De�nition 1.2.1.18. Let X be a topological space, the weight ω(X) of X is de�ned

to be the smallest cardinality of a basis of X.

Theorem 1.2.1.19 (Tychono� Embedding Theorem). A space X is Tychono� if

and only if it is homeomorphic to a (closed) subspace of a cube, (see Theorem 3.2.6

[17]). In particular, every completely regular space of weight κ is embeddable into the

cube [0, 1]κ.

De�nition 1.2.1.20. [46] A continuous surjective function f : X −→ Y is called

irreducible if X is the only subset for which f(X) = Y .

Proposition 1.2.1.21. [46, Proposition 7.1.12] Let X, Y be two compact spaces and

let f : X −→ Y be continuous and irreducible. Then both X, Y have the same density

character (= the smallest cardinality of a dense subset of a topological space).

Theorem 1.2.1.22. [25, Theorem 3.2] Every compact Hausdor� space X is the contin-

uous image of an extremally disconnected compact Hausdor� space. Among the pairs

(Y, f) consisting of an extremally disconnected compact space Y and a continuous

function f from Y onto X, there is one for which

f(Y0) 6= X for any proper closed subset Y0 of Y . (∗)

Remark 1.2.1.23. From the proof the above theorem, we notice that the pair (Y, f)

that satis�es the condition (∗) consists of: the Stone space Y of a complete Boolean

algebra of subsets of X and the continuous surjection f that maps each utra�lter in Y

to its limit in X.

Lemma 1.2.1.24. [46, Exercise 25.2.3 (D)] Let X, Y be two compact spaces and let

f : X −→ Y be an irreducible continuous surjection. The following conditions hold:

(1) Int(f−1(B)) = ∅ for every closed B ⊆ Y with Int(B) = ∅.

(2) f−1(N) is nowhere dense in X for every nowhere dense subset N ⊆ Y .

(3) f(M) is nowhere dense in Y for every nowhere dense subset M ⊆ X.

(4) If X satis�es the condition "every meager set is nowhere dense", then Y also

satis�es it.

19



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 20

1.2.2 Boolean algebras

De�nition 1.2.2.1. An (abstract) Boolean algebra (A, ∨, ∧, ¬, 0, 1) is a nonempty

set A together with two special elements 0, 1, two binary operations ∨, ∧ and one unary

operation ¬ satisfying the following conditions:

(1) ¬1 = 0; ¬0 = 1;

(2) ¬(¬a) = a;

(3) a ∧ 0 = 0; a ∨ 1 = 1;

(4) a ∧ 1 = a; a ∨ 0 = a;

(5) a ∧ ¬a = 0; a ∨ ¬a = 1;

(6) a ∧ a = a; a ∨ a = a;

(7) ¬(a ∧ b) = ¬a ∨ ¬b; ¬(a ∨ b) = ¬a ∧ ¬b;

(8) a ∧ b = b ∧ a; a ∨ b = b ∨ a;

(9) a ∧ (b ∧ c) = (a ∧ b) ∧ c; a ∨ (b ∨ c) = (a ∨ b) ∨ c;

(10) a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c); a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c);

for all a, b, c ∈ A.

A subset B of a Boolean algebra A is called subalgebra if it is closed under the

operations on A and contains both 0 and 1.

De�nition 1.2.2.2. A (concrete) Boolean algebra is an ordered pair (X, A), where

X is a set and A is a family of subsets of X that satis�es the following:

(1) ∅, X ∈ A;

(2) for any A ∈ A, Ac belongs to A; and

(3) if A1, A2 ∈ A, then A1 ∩ A2 ∈ A.

20



CHAPTER 1. INTRODUCTION, BACKGROUND AND NOTATION 21

In the literature A is known as an algebra of sets or �eld of sets. Obviously, ev-

ery algebra of sets (concrete Boolean algebra) is a (abstract) Boolean algebra. Stone's

Representation Theorem gives a converse, which states �every Boolean algebra is iso-

morphic to an algebra of sets". We may interchangeably use ∨ and ∪, as well as, ∧

and ∩ and ≤ and ⊆, but we prefer to �x the complement symbol to •c (instead of ¬)

for both notions.

De�nition 1.2.2.3. Let A be a Boolean algebra. A subset I ⊆ A is called an ideal if:

(1) 0 ∈ I,

(2) b ∈ I, a ∈ A and a ≤ b, then a ∈ I, and

(3) a, b ∈ I, then a ∨ b ∈ I.

A proper idealM of A (that isM 6= A) is called maximal if there is no any other

proper ideal I such thatM ( I. A dual notion to ideal is the notion of a �lter:

De�nition 1.2.2.4. Let A be a Boolean algebra. A subset F ⊆ A is called a �lter if:

(1) 1 ∈ F ,

(2) a ∈ F , b ∈ A and a ≤ b, then b ∈ F , and

(3) a, b ∈ F , then a ∧ b ∈ F .

A �lter U of A is an ultra�lter (also called maximal) if F is any other �lter such that

U ⊆ F implies that U = F , or equivalently, if a ∈ A, then either a ∈ U or ac ∈ U .

De�nition 1.2.2.5. A �lter U in a topological space X converges to a point x ∈ X

if every neighborhood U of x belongs to U .

De�nition 1.2.2.6. A �lter F in a topological spaceX accumulates to a point x ∈ X

if U ∩ F 6= ∅ for every open set U containing x and every F ∈ F .

Lemma 1.2.2.7. If U is an ultra�lter in a topological space X, then U converges to a

point x ∈ X if and only if it accumulates to x.
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Lemma 1.2.2.8. Let X, Y be topological spaces and f : X → Y . Then f is continuous

at x ∈ X if and only if whenever U an ultra�lter onX converges to x, then the ultra�lter

f(U) on Y converges to f(x).

De�nition 1.2.2.9. Given Boolean algebras A and B, and a mapping f : A→ B. We

say that f is a Boolean homomorphism if it satis�es the following equalities for all

a, b ∈ A:

f(a ∧ b) = f(a) ∧ f(b),

f(a ∨ b) = f(a) ∨ f(b),

f(ac) = f(a)c.

Amonomorphism, also called an embedding, is an injective (one-to-one) homomor-

phism: if f(a) = f(b), then a = b. We write B v A if B is embeddable into A. An

epimorphism is a surjective (onto) homomorphism, that is f(A) = B. A bijective

homomorphism, that is to say, it is both one-to-one and onto, is called an isomor-

phism. If there is an isomorphism from a Boolean algebra A onto B, then the two

algebras are said to be isomorphic, and denoted by A ∼= B. An isomorphism from a

Boolean algebra onto itself is called an automorphism. Every homomorphism f is

monotonic (a ≤ b implies that f(a) ≤ f(b) for all a, b ∈ A) and the image f(A) of A

is a subalgebra of B.

Lemma 1.2.2.10. If f : A → B is a homomorphism of Boolean algebras A and B,

then the so called kernel of f , f−1(0) = {a ∈ A : f(a) = 0} is an ideal of A, and the

dual of the kernel, f−1(1) = {a ∈ A : f(a) = 1}, is a �lter of A.

Fact 1.2.2.11. Given an ideal I of a Boolean algebra A, we de�ne a binary relation

∼ on A by the following formula:

a ∼ b if and only if a4 b ∈ I.

By properties of the symmetric di�erence4, it follows that ∼ is an equivalence relation,

that splits A into equivalence classes which are denoted by [•]. Lemma 5.22, [37] states

that A/ ∼ is a quotient (Boolean) algebra and the canonical map A 7→ A/ ∼ has kernel

I. This means that the following operations on the quotient A/ ∼ are well-de�ned:
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[a] ∨ [b] = [a ∨ b]

[a] ∧ [b] = [a ∧ b]

[a]c = [ac].

Also, it is worth saying that [0] = I and [1] = Ic := {ac : a ∈ I}. Therefore,

the structure (A/ ∼,∧,∨, •c, [0], [1]) is a Boolean algebra, which is called quotient

Boolean algebra (with respect to the given ideal I) and denoted by A/I. The

canonical surjection, say, φ : A→ A/I de�ned by:

φ(a) = [a] for every a ∈ A

is a homomorphism of Boolean algebras and ker(f) = {a ∈ A : φ(a) = [0]} = I.

Lemma 1.2.2.12 (First Homomorphism Theorem). Let f : A → B be an epi-

morphism of Boolean algebras with kernel I. Then there is a unique isomorphism

g : A/I → B such that g ◦ φ = f , where φ is the canonical map (see [37]).

De�nition 1.2.2.13. [42, De�nition 3.2.1] A family S of subsets of a set X is called a

semi-algebra if it contains both empty set and X, is closed under �nite intersections

and the complement of any element can be expressed as a �nite union of a mutually

disjoint set of elements of S.

De�nition 1.2.2.14. A σ-algebra or σ-�eld on a set X is a family of subsets of X

which contains the empty set and is closed under the complement and countable unions

of its members.

De�nition 1.2.2.15. Let C be a collection of subsets of a set X. Then there exists

a (unique) smallest algebra (resp., σ-algebra) which contains every set in C (maybe

C itself is an algebra (resp., σ-algebra)). This algebra (resp., σ-algebra) is called the

algebra (resp., σ-algebra) generated by C.

De�nition 1.2.2.16. Let (X, τ) be a topological space. The Borel algebra (or Borel

σ-algebra) B is the σ-algebra generated by all open subsets of X, or equivalently, all

closed subsets of X. Members of B are called Borel sets. They are named after Êmile

Borel (1871-1956).
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De�nition 1.2.2.17. Let (X, τ) be a locally compact Hausdor� topological space. The

Baire algebra (or Baire σ-algebra) B0 is the σ-algebra generated by all compact

Gδ subsets of X, or equivalently, all open Fσ subsets of X. Members of B0 are called

Baire sets in René-Louis Baire's (1874-1932) honor.

Lemma 1.2.2.18. [27, Theorem D] A closed subset A of a compact space X is Baire

if and only if it is Gδ.

De�nition 1.2.2.19. A distinguished set of elements of a Boolean algebra is called

generators if each element of the Boolean algebra can be written as a �nite combina-

tion of generators, using the Boolean operations, and the generators are as independent

as possible, in the sense that there are no relationships among them.

De�nition 1.2.2.20. A generating set E of a Boolean algebra A is called free if the

elements of E satisfy no non-trivial equation of Boolean algebras. A Boolean algebra

is called free if it has a free set of generators.

We usually denote by Free(κ) (or shortly F(κ)) the free algebra on κ generators. It

can be realized topologically as the collection of all clopen subsets of the product space

{0, 1}κ, see Theorem 14.3 in [47].

De�nition 1.2.2.21. The Cantor algebra Ac is de�ned to be the countably in�nite

atomless (Boolean) algebra.

Remark 1.2.2.22. Since all countable atomless algebras that have more than one

element are isomorphic (Theorem 10, [24]), the Cantor algebra is unique (up isomor-

phism).

De�nition 1.2.2.23. A Boolean algebra A is said to be complete if every subset of

A has a union (or supremum).

De�nition 1.2.2.24. A subset B of a Boolean algebra A is called dense if for every

0 6= a ∈ A, there is 0 6= b ∈ B such that b ≤ a.

De�nition 1.2.2.25. The completion ofB is the unique complete Boolean algebra A

(up to isomorphism) such that B is dense in A, or equivalently, is the complete Boolean
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algebra A containing B such that every nonzero element of A is the supremum of some

subset of B.

De�nition 1.2.2.26. The completion of the Cantor algebra Ac is called the Cohen

algebra and denoted by C.

De�nition 1.2.2.27 (Countable Chain Condition, ccc). A Boolean algebra A

satis�es ccc if every disjoint set of non-zero elements of A is countable.

De�nition 1.2.2.28. For a Boolean algebra A, the pseudo weight π(A) is de�ned

to be the smallest cardinality of a set B of positive elements in A such that for all

a ∈ A \ {0}, there is b ∈ B with b ≤ a.

M. Stone [50] proved an unexpected connection between Boolean algebras and cer-

tain topological spaces, now called Stone spaces in his honor. It states that every

Boolean algebra A has an associated topological space, denoted by Stone(A), called its

Stone space. Stone(A) is a compact totally disconnected Hausdor� space, or compact

zero-dimensional (zero-dimensional is a space that has a base consisting of clopen sets).

Stone's representation theorem in fact shows that if we start with an abstract Boolean

algebra A then through construction of its Stone space X we get a concrete Boolean

algebra of clopen sets of X which is isomorphic to A (see Theorem given below). A

Stone space is also called a Boolean space.

Theorem 1.2.2.29 (Stone's Representation Theorem). [50] Every Boolean al-

gebra is isomorphic to an algebra of sets. More precisely, every Boolean algebra

(A,∨,∧,¬,0,1) is isomorphic to the algebra of clopen subsets of a compact Hausdor�

totally disconnected space Z = Stone(A).

The space Z is identi�ed as the set of ultra�lters on A or equivalently the homo-

morphisms from A to the two-element Boolean algebra. Its topology is generated by

the collection

{â : a ∈ A}, where â := {z ∈ Z : a ∈ z}.
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Every element in the above family is both open and closed because every ultra�lter

contains either a or ¬a and both of them belong to A. So both â and (̂¬a) = Z \ â are

open and consequently, they are closed sets (as each one is complement of the other).

The assignment a −→ â, called Stone isomorphism, forms a Boolean isomorphism

from A into P(Z) whose image, Â = Clop(Z), can be identi�ed with A. If a ∈ A, then

clearly a −→ â is an isomorphism embedding (by Stone the isomorphism). On the other

hand, if C is any clopen set, since C is open, it can be written as a union of clopen sets

in the basis {â : a ∈ A}. By compactness, C can be written as C = â1 ∪ â2 · · · ∪ ân
for some a1, a2, . . . , an ∈ A. But a1 ∨ a2 · · · ∨ an ∈ A and so a1 ∨ a2 · · · ∨ an = a′ for

some a′. Hence, â′ belong to the basis Clop(Z). Also, this assignment preserves the

following basic operations:

(i) 0̂ = ∅ and 1̂ = Z;

(ii) â ∨ b = â ∪ b̂;

(iii) â ∧ b = â ∩ b̂;

(iv) a ≤ b if and only if â ⊆ b̂; and

(v) (̂¬a) = Z \ â.

Proofs of the above statements can be found in ([47], page 23 and [20], page 16).

Proposition 1.2.2.30. [20, Proposition 313C] Let Z be the Stone space of a Boolean

algebra A.

(1) If A ⊆ A and a0 ∈ A, then a0 = supA in A if and only if â0 = Cl
( ⋃
a∈A

â
)
.

(2) If A ⊆ A is nonempty and a0 ∈ A, then a0 = inf A in A if and only if â0 =

Int
( ⋂
a∈A

â
)
.

(3) If A ⊆ A is nonempty, then inf A = 0 in A if and only if
⋂
a∈A

â is nowhere dense in Z.

Theorem 1.2.2.31. [20, Theorem 314S] Let A be a Boolean algebra and Z be its

Stone space. The following are equivalent:
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(1) A is complete.

(2) Z is extremally disconnected.

(3) Clop(Z) = RO(Z), the family of all regular open sets in Z.

Let us recall some relations between Boolean homomorphisms on Boolean algebras

and continuous functions on their Stone spaces.

Lemma 1.2.2.32. Let A,B be two algebras, Z, Y their Stone spaces and Clop(Z),Clop(Y )

the clopen algebras of Z, Y , respectively. Then there is a one-to-one correspondence

between Boolean homomorphisms ϕ : A −→ B and continuous functions f : Y −→ Z,

given by the following formula

ϕ(a) = b⇐⇒ f−1(â) = b̂,

where â ∈ Clop(Z) corresponds to a ∈ A and b̂ ∈ Clop(Y ) corresponds to b ∈ B. Such

ϕ and f possess the following properties:

(a) f is onto if and only if ϕ is one-to-one.

(b) f is one-to-one if and only if ϕ is onto.

Proof. See Theorem 312P and Corollary 312R in [20]. �

As a consequence of the above lemma, one can obtain the following:

Lemma 1.2.2.33. For Boolean algebras A,B and their Stone spaces Z, Y , respectively

and ϕ and f as in Lemma 1.2.2.32, then ϕ : A −→ B is an isomorphism if and only if

f : Y −→ Z is a homeomorphism.

Theorem 1.2.2.34. The Stone space of a Boolean algebra A is metrizable if and only

if A is countable.

Proof. Apply the Stone construction. A compact Hausdor� space is metrizable if and

only if it is second-countable (see [17], Theorem 4.2.8), the proof follows. For more

details, (see [47], page 25). �

De�nition 1.2.2.35. Let {Ai : i ∈ I} be a family of Boolean algebras. Let Zi be the

Stone space of Ai for every i. Then the free product
⊗

i∈I Ai of {Ai}i∈I is the algebra

A of clopen subsets of the product topology Z =
∏

i∈I Zi.
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1.2.3 Some Measure Theory

De�nition 1.2.3.1. Let A be a σ-algebra of subsets of a space X. A countably

additive measure µ on A is a function µ : A → [0,∞] that satis�es the following

conditions:

(1) µ(∅) = 0,

(2) µ (
⋃∞
i=1Ai) =

∑∞
i=1 µ(Ai) for every countable collection {Ai} of pairwise disjoint

sets in A.

If A is an algebra of subsets of X (not necessarily σ-algebra) and we restrict the

second condition to �nite collections only, that is, µ(A ∪ B) = µ(A) + µ(B) for every

A,B ∈ A with A ∩B = ∅, then µ is said to be a �nitely additive measure on A.

The pair (X,A) is called a measurable space (resp. chargeable space) and the

triple (X,A, µ) is called a measure space (resp. charge space).

By a measure we mean a countably additive one, and by a charge we mean a

�nitely additive measure. It is obvious that every measure is a charge but not vice

versa as shown in the following example:

Example 1.2.3.2. Consider a set X = {xn : n < ω} and an algebra A = {A ⊆ X : A

is �nite or Ac is �nite}. Let µ on A be de�ned by

µ(A) =

0, if A is �nite,

1, if Ac is �nite.

Clearly µ is a charge on A but not a measure because µ({xn}) = 0 for all n, and

0 =
∞∑
n=1

µ({xn}) 6= µ(
∞⋃
n=1

{xn}) = µ(X) = 1.

De�nition 1.2.3.3. Let A be a σ-algebra (resp. algebra) of subsets of a space X. A

measure (resp. charge) µ on A is said to be

(1) �nite if µ(A) <∞ for every A ∈ A.

(2) σ-�nite if there is a countable family (An)n∈N of subsets of A with µ(An) <∞ for

every n such that X =
⋃
An.
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(3) probability if µ(X) = 1.

(4) strictly positive if µ(A) = 0 only for A = ∅.

De�nition 1.2.3.4. Let µ be a measure (resp. charge) on an algebra of sets A. A set

A ∈ A is called null if it is of zero measure (resp. charge) (i.e. µ(A) = 0). Any subset

of a null set is also null and countable (resp. �nite) union of null sets is null set with

respect to the measure (resp. the charge) µ, so the class of all null sets, denoted by N ,

forms a σ-ideal (resp. ideal) of A.

De�nition 1.2.3.5. Let µ be a measure (resp. charge) on an algebra A of subsets of

X. A set B ⊆ X is called negligible if there is A ∈ A such that B ⊆ A and µ(A) = 0.

Also, the class of all negligible sets in X forms a σ-ideal (resp. ideal) in P (X) with

respect to the measure (resp. the charge) µ, and is denoted by N .

Fact 1.2.3.6. (i) Every null set is negligible.

(ii) A negligible set is null if and only if it is measurable or chargeable.

De�nition 1.2.3.7. Let (X,Σ, µ) be a measure space (resp. charge space). µ is said

to be complete if every subset of every null set is measurable (resp. chargeable), i.e.,

every negligible set is measurable (resp. chargeable).

De�nition 1.2.3.8. Let X be a set. A set function µ∗ de�ned on the family of all

subsets of X is called an outer measure whenever µ∗ satis�es the following:

(i) µ∗(∅) = 0;

(ii) if A ⊆ B, then µ∗(A) ≤ µ∗(B);

(iii) µ∗(
∞⋃
i=1

Ai) ≤
∞∑
i=1

µ∗(Ai) for A1, A2, · · · ∈ P(X).

µ∗ is called an outer charge if it satis�es (i), (ii) and µ∗(
n⋃
i=1

Ai) ≤
n∑
i=1

µ∗(Ai) for

A1, A2, . . . , An ∈ P(X).

One can de�ne an outer measure (resp. outer charge) from another function as

follows:
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Remark 1.2.3.9. Suppose that we have a family A of subsets of a set X such that

∅, X ∈ A. Let m : A −→ [0,∞] be such that m(∅) = 0. For E ⊆ X, de�ne

µ∗(E) = inf
{ ∞∑

i=1

m(Ai) : E ⊆
∞⋃
i=1

Ai and Ai ∈ A for all i
}
. (♥)

(resp. µ∗(E) = inf
{ n∑

i=1

m(Ai) : E ⊆
n⋃
i=1

Ai and Ai ∈ A for 1 ≤ i ≤ n
}

). (♠)

Then µ∗ is an outer measure (resp. outer charge) on P (X).

De�nition 1.2.3.10. Let A be an algebra (not necessarily a σ-algebra) of subsets of

a space X and let µ : A −→ [0,∞] be a function. Then µ is called a premeasure if

(1) µ(∅) = 0; and

(2) µ(
∞⋃
i=1

Ai) =
∞∑
i=1

µ(Ai), for every �nite or countable family A1, A2, . . . of pairwise

disjoint sets in A whose union belongs to A.

De�nition 1.2.3.11. Let µ∗ be an outer measure (resp. outer charge) on a set X. A

subset A ⊆ X is µ∗-measurable (resp. µ∗-chargeable) if

µ∗(E) = µ∗(E ∩ A) + µ∗(E ∩ Ac), (F)

for all E ⊆ X.

Theorem 1.2.3.12 (Caratheodory's Theorem for Measures). Let µ∗ be an outer

measure on X. If M is the family of all µ∗-measurable subsets of X, then M is a

σ-algebra, and if µ is the restriction of µ∗ toM, then µ is a measure. Furthermore,M

contains all µ-null sets, i.e. µ is complete.

Proof. See Theorem 1.11.4 in [8]. �

Notice that the above theorem is valid for charges in the following context (to be

constructed from outer charges):

Theorem 1.2.3.13 (Caratheodory's Theorem for Charges). Let µ∗ be an outer

charge on a set X. If A is the family of all µ∗-chargeable subsets of X, then A is an

algebra, and if µ is the restriction of µ∗ to A, then µ is a charge. Furthermore, A

contains all µ-null sets, i.e. µ is complete.
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Proof. See Corollary 8.3 in [29], page 233. �

Lemma 1.2.3.14 (Caratheodory's Extension Theorem). Let A be an algebra of

sets in X and µ : A −→ [0,∞] a premeasure on A. De�ne

µ∗(E) = inf
{ ∞∑

i=1

µ(Ai) : E ⊆
∞⋃
i=1

Ai and Ai ∈ A for all i
}
, (†)

for all E ⊆ X. Then

(i) µ∗ is an outer measure on X;

(ii) µ∗(A) = µ(A) for every A ∈ A. In particular, every A ∈ A is µ∗-measurable;

(iii) µ has a unique extension to B = σ(A), the σ-algebra generated by A.

Proof. The proof of (i) follows from Remark 1.2.3.9.

(ii) Let E ∈ A. Take a sequence A1, A2, . . . in A such that A1 = E and An = ∅ for

all n ≥ 2 and then applying (†) yields µ∗(E) ≤ µ(E). For the other direction, suppose

that E ⊂
∞⋃
i=1

Ai with Ai ∈ A. Take A∗n = E ∩ (An \
n−1⋃
i=1

Ai). So A∗n are pairwise disjoint

elements in A (as it is an algebra) and E =
∞⋃
n=1

A∗n. Now, we have

µ(E) =
∞∑
i=1

µ(A∗i ) ≤
∞∑
i=1

µ(Ai).

Taking the in�mum over all such sequences A1, A2, . . . , we obtain µ(E) ≤ µ∗(E), hence

µ∗(A) = µ(A) for every A ∈ A.

We now show that all A ∈ A are µ∗-measurable. Let A ∈ A and E ⊆ X. By

subadditivity of µ∗ and using the fact that E = (E ∩ A) ∪ (E ∩ Ac), we get

µ∗(E) ≤ µ∗(E ∩ A) + µ∗(E ∩ Ac).

For the other direction, let ε > 0, there is a sequence A1, A2, A3 · · · ∈ A such that

E ⊂
∞⋃
i=1

Ai and
∞∑
n=1

µ(Ai) ≤ µ∗(E) + ε. Therefore,

µ∗(E) + ε ≥
∞∑
n=1

µ(Ai) =
∞∑
n=1

µ(Ai ∩ A) +
∞∑
n=1

µ(Ai ∩ Ac)

≥ µ∗(E ∩ A) + µ∗(E ∩ Ac).
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As ε was taken arbitrarily, we have µ∗(E) ≥ µ∗(E ∩ A) + µ∗(E ∩ Ac). Thus, A is

µ∗-measurable.

(iii) Assume that µ has two extensions on the σ-algebra B generated by A, (by Theorem

1.2.3.12). One of them is µ∗ (as in Theorem 1.2.3.12) and let the other be ν. We now

have to prove that µ∗(B) = ν(B) for every B ∈ B. Given B ∈ B, as B is the smallest

σ-algebra containing A and the family of all µ∗-measurable sets is a σ-algebra, by

Theorem 1.2.3.12, B must be µ∗-measurable and

µ∗(B) = inf
{ ∞∑

i=1

µ(Ai) : B ⊆
∞⋃
i=1

Ai and Ai ∈ A for all i
}
.

But µ and ν agree on A, so
∞∑
i=1

µ(Ai) =
∞∑
i=1

ν(Ai) and then for B ⊆
∞⋃
i=1

Ai where Ai ∈ A

for all i, we have

ν(B) ≤
∞∑
i=1

ν(Ai) =
∞∑
i=1

µ(Ai),

which implies that

ν(B) ≤ µ∗(B). (F)

To obtain the reverse of (F), we have to use some other arguments because we do

not know whether ν is constructed from an outer measure or not. Let ε > 0 and let

A1, A2, A3 · · · ∈ A be a sequence such that B ⊂
∞⋃
i=1

Ai and
∞∑
i=1

µ(Ai) ≤ µ∗(B) + ε. Let

D =
∞⋃
i=1

Ai and let Cn =
n⋃
i=1

Ai. Now,

µ∗(B) + ε ≥
∞∑
i=1

µ(Ai) =
∞∑
i=1

µ∗(Ai) ≥ µ∗(
∞⋃
i=1

Ai) = µ∗(D),

and so µ∗(D \B) ≤ ε. On the other hand,

µ∗(D) = lim
n→∞

µ∗(Cn) = lim
n→∞

ν(Cn) = ν(D).

Therefore, since B ⊆ D,

µ∗(B) ≤ µ∗(D) = ν(D) = ν(B) + ν(D \B)

≤ ν(B) + µ∗(D \B) ≤ ν(B) + ε.

Since ε is arbitrary, then µ∗(B) ≤ ν(B). Together with (F), this yields µ∗(B) = ν(B)

for an arbitrary B ∈ B. Hence, µ has a unique extension. �
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Now, we observe the following:

Remark 1.2.3.15. Note that the premeasure µ in Lemma 1.2.3.14 cannot be replaced

by a charge. More precisely, a charge µ0 (which is not a measure) de�ned on an algebra

A cannot always be extended to a measure on the σ-algebra generated by A, as shown

in the next example. On the other hand, any charge on a Boolean algebra can be

extended to a measure on its Stone space, which will be explained in detail in the

upcoming sections.

Example 1.2.3.16. Consider the algebra A and the charge µ given in Example 1.2.3.2.

That is, A = {A ⊆ N : A is �nite or Ac is �nite} and µ is de�ned to be

µ(A) =

0, if A is �nite,

1, if Ac is �nite.

It is shown in Example 1.2.3.2 that µ is a charge but not a measure. It is easy to show

that the σ-algebra Σ generated by A coincides with the power set of N (which is the

σ-algebra generated by {{n} : n ∈ N}). Assume that µ̂ is an extension of µ to Σ.

Clearly, Σ contains singletons {n} and µ̂({n}) = µ({n}) = 0 because {n} is �nite. So,

now we have 0 =
∑
n∈N

µ̂({n}) 6= µ̂(
⋃
n∈N
{n}) = µ̂(N) = 1. Therefore, µ̂ is not a measure.

This shows that µ cannot be extended to a measure µ̂.

Theorem 1.2.3.17. [42, Theorem 3.3.3] Let µ′ be a charge on a semi-algebra S. There

is a unique charge µ on the algebra A generated by S such that µ(E) = µ′(E) for all

E ∈ S.

Lemma 1.2.3.18. Let (X,Σ, µ) be a measure space, and let N be the family of all

negligible sets, i.e., N = {N ⊆ X : N ⊆ M,M ∈ Σ, µ(M) = 0}. Set Σ̂ = {A ∪ N :

A ∈ Σ, N ∈ N } and de�ne a function µ̂ : Σ̂ −→ [0,∞] by

µ̂(A ∪N) = µ(A).

Then

(1) Σ̂ is a σ-algebra.
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(2) Σ ⊂ Σ̂.

(3) Σ̂ is exactly the σ-algebra generated by Σ ∪N , i.e., Σ̂ = σ(Σ ∪N )

(4) µ̂ is a measure on Σ̂ such that µ̂(A) = µ(A) for every A ∈ Σ.

(5) (X, Σ̂, µ̂) is a complete measure space.

Proof. (1) Observe that ∅ ∈ N , so X = X ∪ ∅ ∈ Σ̂. Let B ∈ Σ̂. Then B = A ∪ N

for some A,M ∈ Σ with µ(M) = 0 and N ⊆ M . We shall show that Bc ∈ Σ̂. Now,

Bc = Ac ∩N c. Since N = M \ (M \N) = M ∩ (M \N)c, we have N c = M c ∪ (M \N).

So Bc = Ac ∩
(
M c ∪ (M \N)

)
= (Ac ∩M c) ∪

(
Ac ∩ (M \N)

)
. Since A,M ∈ Σ, then

Ac ∩M c ∈ Σ (as Σ is a σ-algebra). On the other hand, Ac ∩ (M \N) ⊆ M \N ⊆ M

which implies that Ac ∩ (M \ N) ∈ N . Hence, Bc ∈ Σ̂. It remains to show that Σ̂

is closed under countable unions. Let 〈Bn : n < ω〉 be a sequence of elements of Σ̂.

Then for every n there are An,Mn ∈ Σ with µ(Mn) = 0 and Nn ∈ N with Nn ⊆ Mn

such that Bn = An ∪ Nn. Then
⋃
n<ω

Bn =
⋃
n<ω

(An ∪ Nn) =
( ⋃
n<ω

An

)
∪
( ⋃
n<ω

Nn

)
and

⋃
n<ω

Nn ⊆
⋃
n<ω

Mn. Since null sets are closed under countable unions, we have

µ(
⋃
n<ω

Mn) = 0. Therefore,
⋃
n<ω

Nn ∈ N . But
⋃
n<ω

An ∈ Σ. Hence
⋃
n<ω

Bn ∈ Σ̂. Thus Σ̂

is a σ-algebra.

(2) Let A ∈ Σ. Since ∅ ∈ N and A = A ∪ ∅, then A ∈ Σ̂. Thus Σ ⊂ Σ̂.

(3) Let N ∈ N . Since ∅ ∈ Σ̂ and N = ∅ ∪N , we have N ∈ Σ̂, and Σ ⊂ Σ̂ by (2),

thus Σ ∪N ⊂ Σ̂. Then σ(Σ ∪N ) ⊆ σ(Σ̂) = Σ̂. If we show that Σ̂ is the smallest

σ-algebra containing Σ ∪ N , then we are done. Take any σ-algebra Λ of sets in X

containing Σ ∪N , then it should contain all sets of the form A ∪N where A ∈ Σ and

N ∈ N . But this means that Σ̂ ⊂ Λ. Thus, Σ̂ = σ(Σ ∪N ), the smallest σ-algebra

containing Σ ∪N .

(4) We �rst need to show that µ̂ is well-de�ned on Σ̂. Let B = A1 ∪ N1 and

B = A2 ∪ N2 where A1, A2 ∈ Σ and N1, N2 ∈ N . Since N1 and N2 are negligible

sets, there are M1,M2 ∈ Σ with N1 ⊆ M1 and N2 ⊆ M2 such that µ(M1) = 0 and

µ(M2) = 0. Then A1 ⊆ A1∪N1 = A2∪N2 ⊆ A2∪M2 and so µ(A1) ≤ µ(A2)+µ(M2) =

µ(A2) + 0 = µ(A2). Hence µ(A1) ≤ µ(A2). Similarly, we get µ(A2) ≤ µ(A1). Therefore

µ(A1) = µ(A2). This shows that µ̂ is well-de�ned.
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Next, we show that µ̂ is a measure on Σ̂. Clearly µ̂(∅) = 0 because ∅ ∪ ∅ = ∅ and

µ(∅) = 0. Let 〈En : n < ω〉 be a sequence of pairwise disjoint elements of Σ̂. Then

En = An ∪Nn where An ∈ Σ and Nn ∈ N for n < ω. Now

µ̂(
⋃
n<ω

En) = µ̂
( ⋃
n<ω

(An ∪Nn)
)

= µ̂
[( ⋃

n<ω

An

)
∪
( ⋃
n<ω

Nn

)]
= µ

( ⋃
n<ω

An

)
=

∑
n<ω

µ(An)

=
∑
n<ω

µ̂(An ∪Nn)

=
∑
n<ω

µ̂(En).

Thus, µ̂ is measure.

Let A ∈ Σ. We have A ∪ ∅ = A and so µ̂(A) = µ̂(A ∪ ∅) = µ̂(A) + µ̂(∅) = µ(A).

(5) Finally, we now show that µ̂ is complete. Let D ∈ Σ̂ with µ̂(D) = 0. We need

to prove that any subset D0 ⊆ D is µ̂-measurable and of measure zero, i.e., µ̂(D0) = 0.

Now, D = A ∪ N where A ∈ Σ and N ∈ N with N ⊆ M for some M ∈ Σ such that

µ(M) = 0. Then D = A∪N ⊆ A∪M and by assumption, 0 = µ̂(D) = µ(A). Therefore

A is µ-null set and so A ∪M is also µ-null set (union of two null sets). This implies

that D0 ⊆ D ⊆ A∪M is negligible set. So µ̂(∅ ∪D0) = µ(∅) = 0. This shows that any

subset D0 ⊆ D is µ̂-measurable and µ̂(D0) = 0. Thus µ̂ is complete and (X, Σ̂, µ̂) is

the complete measure space. �

De�nition 1.2.3.19. The measure space (X, Σ̂, µ̂) constructed above is called the

completion of the measure space (X,Σ, µ).

Lemma 1.2.3.20. [19, Proposition 212C] Let (X,Σ, µ) be a measure space and let

(X, Σ̂, µ̂) be its completion. A set A belongs to Σ̂ if and only if there are A1, A2 ∈ Σ

with A1 ⊆ A ⊆ A2 such that µ(A2 \ A1) = 0.

Proposition 1.2.3.21. [19, Proposition 212E] Let (X,Σ, µ) be a measure space and

let (X, Σ̂, µ̂) be its completion. Then we have the following:
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(1) The outer measures µ̂∗ and µ∗ de�ned from µ̂ and µ coincide.

(2) µ̂ and µ have the same negligible sets.

(3) µ̂ is the only measure on Σ̂ which agrees with µ on Σ.

(4) Every E ∈ Σ̂ can be expressed as A4N where A ∈ Σ and N is µ-negligible.

From Lemma 1.2.3.18 and Proposition 1.2.3.21 we point out the following:

Remark 1.2.3.22. (1) µ̂ is the smallest extension of µ for which every µ̂-negligible

set is µ̂-null.

(2) Σ̂ is the smallest σ-algebra containing Σ4N := {E4N : E ∈ Σ, N ∈ N }. Thus

Σ̂ = σ(Σ ∪N ) = σ(Σ4N ).

Proposition 1.2.3.23. Let (X,A, µ) be a measure space, Y a space, and f : X −→ Y

a function. Set B = {B : B ⊆ Y, f−1(B) ∈ A} and f(µ)(B) = µ(f−1(B)) = ν(B).

Then (Y,B, ν) is a measure space.

Proof. See Proposition 112E in [18]. �

The measure ν is called the image measure under f .

Given a measure µ on a topological spaceX, the support of µ, denoted by supp(µ),

is de�ned to be the set of all points x ∈ X for which every open set Ux containing x

has positive measure.

The support of µ has the following properties:

• supp(µ) is closed because it is the complement of the largest open set of measure

zero (largest means union of all open sets of measure zero).

• Every nonempty open set in supp(µ) has positive measure.

De�nition 1.2.3.24 (Strictly Positive Measure on Topological Spaces). A

strictly positive measure on a topological space X is a measure in which every

nonempty open set has a positive measure.

A measure µ is a strictly positive on X if X is equal to its support.
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De�nition 1.2.3.25. Let µ0 be a measure on a topological space X. µ0 is said to be

a Baire measure if it is de�ned on the Baire algebra B0(X) of subsets of X.

De�nition 1.2.3.26. Let µ be a measure on a topological space X. µ is called a Borel

measure if it is de�ned on the Borel algebra B(X) of subsets of X.

De�nition 1.2.3.27. Let µ be a Borel measure on a topological space X and let B(X)

be the Borel algebra in X, the smallest σ-algebra containing all open subsets of X. It

is said that µ is inner regular for a set B ∈ B(X), with respect to the family F of

closed sets in X, if

µ(B) = sup{µ(F ) : F ⊆ B,F ∈ F}.

It is said that µ is outer regular for a set B ∈ B(X), with respect to the family G of

open sets in X, if

µ(B) = inf{µ(G) : B ⊆ G,G ∈ G}.

So µ is respectively inner regular and outer regular if it is inner regular and outer

regular for all B ∈ B(X). Therefore, µ is said to be regular if it is both an inner

regular and an outer regular measure.

De�nition 1.2.3.28. A measure µ on some topological space X is said to be locally

�nite if every point of X has a neighborhood of �nite measure.

De�nition 1.2.3.29. Let µ be a measure on a topological space X. µ is called a

Radon measure if it is locally �nite and inner regular with respect to the family of

compact subsets of X.

A �nite regular Borel measure on a compact Hausdor� space is always Radon.

De�nition 1.2.3.30. [7] A (Borel) measure µ on a topological space X is τ-additive

if for every increasing net of open sets 〈Uα : α ∈ ∆〉 on X, we have

sup
α∈∆

(µ(Uα)) = µ(
⋃
α∈∆

Uα).

Lemma 1.2.3.31. [7]
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(1) Every Radon measure is τ -additive.

(2) Every τ -additive measure on a regular space is regular.

(3) Every τ -additive measure on a compact space is Radon.

Theorem 1.2.3.32. [15, Theorem 7.3.1] Let X be a compact Hausdor� space and µ

any �nite Baire measure on X. Then µ has an extension to a Borel measure on X, and

a unique regular Borel extension.

Theorem 1.2.3.33. [7, Theorem 7.3.11] Let A be a subalgebra of the Borel algebra

B(X) of a Hausdor� space, and let µ be a non-negative additive function on A such

that for every A ∈ A and every ε > 0, there exists a compact K ⊂ A such that

µ(A \K) < ε.Then µ extends to a Radon measure on X.

De�nition 1.2.3.34. Let (X,Σ, µ) be a probability measure space. A family 〈Ai〉i<I
of events of Σ (for some index set I) is said to be stochastically independent with

respect to µ if for every non-empty �nite subset {i1, i2, ..., in} of distinct elements of I,

µ(A1 ∩ A2 ∩ ... ∩ An) = µ(A1) · µ(A2) · ... · µ(An).

Proposition 1.2.3.35. Let X be a compact Hausdor� topological space, Y a subspace

of X, and ν a (�nite) Radon measure on Y . Then there is a Radon measure µ on X

such that µ(E) = ν(E ∩ Y ) whenever µ measures E.

In [21, Proposition 415J], the proposition is stated for quasi-Radon measures (which

we do not use here) agrees with Radon measures ifX is compact (Hausdor�), see Propo-

sitions 416A and 416G in [21].

De�nition 1.2.3.36. [19] Let (X,Σ, µ) and (Y, T, ν) be two measure spaces. A function

φ : X −→ Y is called inverse-measure-preserving if φ−1(E) ∈ Σ and ν(φ−1(E)) =

µ(E) for every E ∈ T .

De�nition 1.2.3.37. Let (X,Σ, µ) and (Y, T, ν) be two measure spaces. A function

φ : X −→ Y is called measure-preserving if ν(φ(A)) = µ(A) for every A ∈ Σ.
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De�nition 1.2.3.38. Two measure spaces (X,Σ, µ) and (Y, T, ν) are said to be iso-

morphic if there is a bijective function f : X −→ Y such that f and f−1 are measur-

able, and ν(f−1(E)) = µ(E) for every E ∈ T .

Here we mention some de�nitions and notes regarding the product measure on

product spaces. Let (X,A, µ) and (Y,B, ν) be two measure spaces. Subsets of X × Y

of the form A × B with A ∈ A and B ∈ B are called measurable cylinder sets

or measurable rectangles. It is known that the family of all measurable rectangles

R = {A × B : A ∈ A, B ∈ B} in X × Y forms a semi-algebra, (see �7.2 [42]). The

family of �nite (disjoint) unions of measurable rectangles R is an algebra. The σ-

algebra generated by the family of all measurable rectangles R is usually denoted by

A⊗ B. De�ne a function ρ0 : R −→ [0, 1] by

ρ0(A×B) = µ(A) · ν(B).

By Theorem 7.2.1 in [42], ρ0 is well-de�ned and is a premeasure. By Carathéodory's

Extension Theorem (Lemma 1.2.3.14), ρ0 can be extended to a (complete) measure ρ

on the σ-algebra A⊗B generated byR. The measure ρ is called the product measure

of µ and ν and is denoted by µ⊗ ν, and (X × Y,A⊗ B, µ⊗ ν) is called the product

measure space.

Let us extend the above case to in�nity. Given an index set I, let {(Xi,Σi, µi) : i ∈

I} be a family of probability measure spaces. Let X =
∏
i∈I
Xi be the Cartesian product

of Xi′s. The measurable rectangles in X are de�ned as follows:

R = R1 ×R2 × · · · ×Rn ×
∏
i∈I
j 6=i

Xi,

where Rj ∈ Σj for j = 1, 2, ..., n.

The premeasure ρ0 can be de�ned on the set all measurable rectangles R of X by

ρ0(R) =
n⊗
j=1

µj(Rj).

The extended measure ρ on the σ-algebra
⊗
i∈I

Σi generated byR (from ρ0 by Carathéodory

method) is the product measure on X and denoted by
⊗
i∈I
µi.
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The most interesting example of a product measure for us in this thesis is the

(probability) measure on the product space {0, 1}κ, where κ is any cardinal. We try

to give a detailed construction of this measure. We start with the �nite case, then

in�nite countable and then uncountable. Let us �rst consider the �nite case. Let

Xn = {0, 1}n for some n ∈ ω. This is a �nite product of discrete spaces Xi = {0, 1}

with τi = {∅, {0}, {1}, Xi} for i = 1, 2, · · · , n. If we think of 0 as the Tail and 1 as the

Head of a fair coin, then the possible outcomes give us a measure µi as follows:

µi(∅) = 0, µi(Xi) = 1, µi({0}) = 1/2 and µi({1}) = 1/2.

Now,

Xn = {s = (s1, s2, ..., sn) : si = 0 or 1}.

Then all (�nite) sequences sn ∈ Xn have measure

µn(s) = µ1(s1)× µ2(s2)× · · · × µn(sn) = 1/2× 1/2× · · · × 1/2︸ ︷︷ ︸
n−times

= 1/2n.

It is not di�cult to show that µn is a charge on the family An of all subsets of Xn.

Thus, for all subsets A of Xn the measure is given by

µn(A) =
∑
s∈A

µn(s) = |A|/2n.

Let us extend the above case to (countable) in�nity. X = {0, 1}ω is the in�nite prod-

uct space of discrete spaces, or equivalently, the space of countable in�nite sequences

of 0's and 1's. So

X = {x = (x1, x2, x3, ...) : xi = 0 or 1}.

Let s = s1, s2, ..., sn ∈ {0, 1}n for some n ∈ ω. De�ne

[s] = {x ∈ X : x1 = s1, x2 = s2, ..., xn = sn}.

We call [s] the measurable rectangle generated by s. Let T be the collection of all

measurable rectangles of X together with X and ∅. So T is a semi-algebra (but not

algebra) because for any two measurable rectangles [s] and [t] their intersection is either

one of them, if either t is an extension of s or vice versa, or empty. The complement
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of a measurable rectangle is the union of all other measurable rectangles of the same

length. De�ne a set function µ : T −→ [0, 1] by

µ([s]) = 1/2n, for [s] ∈ T .

(This corresponds to µn(s) = 1/2n). We try to show that µ is a charge on T . The

most important property to satisfy is �nite additivity. Since µ is a probability, then the

additivity is already satis�ed. The reason is, given two (disjoint) measurable rectangles

[s] and [t] of length n and m respectively. We consider two cases: (1) suppose that

s 6= t with n = m. Then µ([s]) = µ([t]) = 1/2n. For [s]∪ [t] = [s∪ t] we have freedom to

choose either s or t, the probability will be doubled, i.e., µ([s]∪[t]) = 2/2n = 1/2(n−1) =

µ([s]) + µ([t]). (2) if m > n, let us think of m = n+ k (for some k ∈ ω) to understand

the situation better, then for [s]∪ [t] = [s∪ t], we have one choice of t from 2m, and 2k

choices of t from 2m because we know that s = s1, s2, . . . , sn︸ ︷︷ ︸
until n is �xed

, sn+1, sn+2, . . . , sn+k︸ ︷︷ ︸
free to choose

, so we

have freedom of choosing k-terms, either 0 or 1, to reach the length of t. In conclusion,

we have 2k + 1 choices from 2m, i.e., µ([s] ∪ [t]) = (1 + 2k)/2m. Therefore

µ([s] ∪ [t]) =
(1 + 2k)

2m
=

2k

2m
+

1

2m
=

2k

2(n+k)
+

1

2m
=

1

2n
+

1

2m
= µ([s]) + µ([t]).

This shows that µ is a charge on the semi-algebra T .

Let A be the algebra generated by T . By Theorem 1.2.3.17, there is a unique charge

µ (we will call it µ again). Notice that µ is de�ned as follows:

µ(A) =
n∑
i=1

µ(Ci),

because every A can be represented as a �nite disjoint union of members Ci of T .

Our next task is to show that µ is a premeasure on A. Since X is compact and all

measurable rectangles are both open and closed (clopen), then all measurable rectan-

gles are also compact. Let {An : n ∈ ω} be a countable family of mutually disjoint

members of A whose union is A ∈ A. That is, A =
⋃
· ∞n=1An. There exists a �nite

N ∈ ω such that A =
⋃
· Nn=1An, as A is compact and each Ai is open. This implies
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Ai must be empty for i > N because Ai′s are mutually disjoint. Thus, µ is automati-

cally a measure because no measurable rectangle can be a countable union of disjoint

measurable rectangles. By Lemma 1.2.3.14, µ can be extended to a unique (complete)

measure λ on the σ-algebra Σ generated by A, which is the product measure on 2ω.

Notice that the Lebesgue measure λ on the unit interval I = [0, 1] is almost the

same as the measure µ constructed above on X = {0, 1}ω. The reason is as follows:

every point x ∈ I can be mapped to its binary expansion. That is,

x = .s1s2s3s4 · · · =
∞∑
n=1

sn/2
n where sn ∈ {0, 1}.

For justifying the above comment, we recall the following result proved by Fremlin.

Proposition 1.2.3.39. [19, Proposition 254K] Let λ be the Lebesgue measure on

I = [0, 1], and let µ be the standard product measure on X = {0, 1}ω. We have the

following:

(1) For x ∈ X, let φ : X −→ I such that φ(x) =
∞∑
n=1

x(n)/2n. Then

(a) φ−1(B) ∈ Σ and µ(φ−1(B)) = λ(B) for every B ∈ T ; and

(b) φ(A) ∈ T and λ(φ(A)) = µ(A) for every A ∈ Σ, where Σ = dom(µ) and

T = dom(λ).

(2) There is a bijection ψ : X −→ I such that φ and ψ are equal for all except

countably many points, and any such bijection is an isomorphism between (X,Σ, µ)

and (I, T, λ).

In the light of [13, Exercise 7(c), � 18, Chapter (XIII), page 211], ψ−1 can be chosen

as homeomorphism preserving measure ψ−1 : I \ N ←→ X \M for some µ-negligible

subset M of X and some λ-negligible N subset of I.

Before moving to uncountably in�nite, we shall remark the following:

Remark 1.2.3.40. (1) By Remark 1.2.2.22, the Cantor algebra Ac is unique (up to

isomorphism). Using the fact that the free algebra Free(ω) on countably many

generators is countable and also atomless (by Corollary 2 in [24]), so Free(ω) is
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isomorphic to the clopen algebra of the product space {0, 1}ω (by Theorem 14.3

in [47]). The clopen algebra Clop({0, 1}ω) is the algebra generated by the semi-

algebra T = {[s] : s ∈ 2<ω}, discussed in the above construction, which is exactly

the generator for the Cantor algebra. Hence, Free(ω) and Clop({0, 1}ω) can be

identi�ed as the Cantor algebra.

(2) In the setting given in (1), the Cohen algebra can be seen as the Boolean algebra

of all Borel subsets of {0, 1}ω modulo meager subsets of it, or equivalently, the

Boolean algebra of regular open subsets of {0, 1}ω, (see Theorem 29 in [24]).

(3) The Lebesgue measure λ on Ac for us is the measure that is de�ned on T as

λ([s]) = 1/2n if [s] ∈ T and s ∈ 2n.

Now, let us consider the uncountable case. First we give a brief explanation and

then we mention a nice result proved by Fremlin that covers everything we deal in this

work. The product (Lebesgue) measure λκ or simply λ on X = {0, 1}κ is the measure

that is extended by Caratheodory's Method from the premeasure λ0 de�ned on the

semi-algebra of measurable rectangles [s] as follows:

λ0([s]) = 1/2|dom(s)|,

for all [s] = {f : f ∈ 2κ, s ⊆ f} where s : κ −→ 2 is a �nite partial function.

The above extension theorem is due to Kakutani [32, Theorem 3].

De�nition 1.2.3.41. Let 〈Xi〉i∈I be a family of sets for some index set I, and X =∏
i∈I
Xi. If Σ∗i is a σ-subalgebra of subsets of Xi, we denote

⊗
i∈I Σ∗i for the σ-algebra of

subsets of X generated by {{x : x ∈ X, x(i) ∈ E} : i ∈ I, E ∈ Σ∗i }

Theorem 1.2.3.42. [19, Theorem 254F] Given an index set I, let {(Xi,Σi, µi) : i ∈ I}

be a family of probability measure spaces and let ρ be the product measure on X =∏
i∈I
Xi. Denote by Λ the domain of ρ.

(1) ρ(X) = 1.
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(2) ρ is complete.

(3) If Ei ∈ Σi for every i ∈ I, and {i : Ei 6= Xi} is countable, then
∏
i∈I
Ei ∈ Λ and

ρ(
∏
i∈I
Ei) =

⊗
i∈I
µi(Ei). In particular, ρ(R) = ρ0(R) for all measurable rectangles R,

and for every j ∈ I, the projection πj : X −→ Xj is inverse measure preserving.

(4)
⊗
i∈I

Σ∗i ⊆ Λ.

(5) For every ε > 0 and every A ∈ Λ, there is a �nite family R1, R2, . . . , Rn of measur-

able rectangles such that ρ(A4
n⋃
i=1

Ri) < ε.

(6) For every A ∈ Λ, there exist A1, A2 ∈
⊗
i∈I

Σ∗i such that A1 ⊆ A ⊆ A2 and ρ(A2 \

A1) = 0.

De�nition 1.2.3.43. [14] A (Radon) measure µ on some topological space X is said

to be normal if µ(N) = 0 for every nowhere dense subset N of X.

De�nition 1.2.3.44. [12] Let µ be a complete Radon measure on a compact Hausdor�

space X and µ0 its restriction to the Baire algebra of X, and let µ̂ be the completion

of µ0. µ is said to be completion regular if every Borel subset of X is µ̂-measurable.

Therefore, if (X,B0, µ0), (X,B, µ) and (X, B̂, µ̂) denote the Baire measure space,

complete Radon measure space and the completion measure space of (X,B0, µ0) re-

spectively, then µ is completion regular if (X,B, µ) = (X, B̂, µ̂).

Lemma 1.2.3.45. [19, Lemma 254G] Let (X,Σ, µ) be the product measure space

of a family {(Xi,Σi, µi) : i ∈ I} of probability spaces for some index I (possibly

uncountable), and (Y, T, ν) be a complete probability space. A function φ : Y −→ X is

inverse measure preserving if and only if φ−1(C) ∈ T and ν(φ−1(C)) = µ(C) for every

measurable rectangle C ⊆ X.

Remark 1.2.3.46. As a comment on the above lemma, if φ : Y −→ X is a measure

preserving bijection, then both φ and φ−1 are inverse-measure preserving.

De�nition 1.2.3.47. A measure algebra is a Boolean algebra with a strictly posi-

tive (countably additive) measure. A (probability) measure space produces a measure

algebra, which is the Boolean algebra of measurable sets modulo null sets.
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De�nition 1.2.3.48. The random algebra R is the quotient algebra B(2ω)/{A ⊆

2ω : λ(A) = 0}, where B(2ω) is the Borel σ-algebra.

Lemma 1.2.3.49. Let κ be a cardinal and λ the product measure on X = {0, 1}κ. If

the measure algebra A of λ is embedded as a subalgebra into the measure algebra B

of a complete probability space (Y, T, µ), then there is an inverse-measure preserving

function from Y to X.

Proof. By Lemma 1.2.3.45. See proof in [20], Example 343C(a). �

Remark 1.2.3.50. By Lemma 1.2.3.49, given the product measure λ and a complete

probability measure µ onX = {0, 1}κ, if the measure algebras of λ and µ are isomorphic,

then there is a measure preserving bijection between (X,Σ, λ) and (X,T, µ), where

Σ = dom(λ) and T = dom(µ).

De�nition 1.2.3.51. A charge algebra (A, µ) is a Boolean algebra A with a strictly

positive charge µ. As an example, one can construct a charge algebra from a charge

space (X,A, µ) after quotienting out all subsets of charge zero (see Proposition 2.3.2).

In this case we denote it either by C (X, µ̄) or (A, µ̄), where A = A/N .

De�nition 1.2.3.52. [10] Let µ be a charge on a Boolean algebra A. A family B ⊆ A

is µ-dense in A, if for every a ∈ A and ε > 0 there is b ∈ B such that µ(a4 b) < ε.

De�nition 1.2.3.53. [10] Let µ be a charge on a Boolean algebra A. A family B ⊆ A

is uniformly µ-dense in A, if for every a ∈ A and ε > 0 there is b ∈ B such that

b ≤ a and µ(a \ b) < ε.

De�nition 1.2.3.54 (Separable Measure). A measure µ on a compact space X is

separable if there is a countable µ-dense family B contained in the measure algebra

of µ.

De�nition 1.2.3.55 (Separable Charge). A charge µ on a Boolean algebra A is

separable if there is a countable µ-dense family B contained in A.

De�nition 1.2.3.56. [10] A charge µ on a Boolean algebra A is uniformly regular

if there is a countable uniformly µ-dense family B contained in A.
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De�nition 1.2.3.57 (Isomorphism & Embedding Between Measure Algebras).

Let (A, µ) and (B, ν) be two charge algebras (or measure algebras). A map ϕ : A −→ B

is called isomorphism if it is a bijection homomorphism such that ν(ϕ(A)) = µ(A)

for all A ∈ A. If ϕ is a one-to-one measure preserving homomorphism, then it is

called embedding. We say (A, µ) is (metrically) isomorphic to (B, ν) (resp. (A, µ)

embeddable into (B, ν)) if there is an isomorphism (resp. embedding) from (A, µ) into

(B, ν) and denoted by A ∼= B (resp. A v B).

Maharam Theorem is a nice classi�cation in measure theory. It is the result on

decomposability of measure spaces. Also, it plays an important role in classical Banach

space theory.

Theorem 1.2.3.58 (Maharam Theorem). Let (X,Σ, µ) be a �nite measure space.

Then X is a countable union of measurable subspaces on which the measure algebras

induced by µ are either �nite or isomorphic to the measure algebra of the product

measure λ on {0, 1}κ for some in�nite cardinal κ.
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Chapter 2

Some Properties of Charges

In this chapter we discuss some properties of charges and give a characterization of

charge algebras. In Section 2.1 we collect some known results on nonatomic, continuous

and Darboux charges, and explain them further. We give di�erent proofs to some

results, for instance, Lemma 2.1.11 and Theorem 2.1.22. We also prove Lemma 2.1.7,

Lemma 2.1.15 and Theorem 2.1.18, and establish Examples 2.1.19, 2.1.21 and 2.1.23.

In Section 2.2 we explain the relation between a charge on a Boolean Algebra B and

its induced measure on the Stone space of B. In Section 2.3 we prove Theorem 2.3.1

which shows that for any charge algebra, there is a compact zero-dimensional space

such that its charge algebra is isomorphic to it.

2.1 Nonatomicity, Continuity & Darboux Property of

Charges

This section is devoted to discussion of nonatomic, continuous and Darboux charges,

and their relationships.

De�nition 2.1.1. An atom is a minimal non-zero element in a Boolean algebra. That

is, an element a is said to be an atom in a Boolean algebra A if for any b ∈ A with

b < a, either b = a or b = 0.

De�nition 2.1.2. A Boolean algebra A is called atomless if it has no atoms. i.e, for
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any 0 6= a ∈ A, there is b ∈ A such that 0 < b < a.

De�nition 2.1.3. Let A be a Boolean algebra that carries a charge (or a measure) µ.

An element a with µ(a) > 0 is said to be a µ-atom in A if for any b ∈ A with b < a,

either µ(b) = µ(a) or µ(b) = 0.

De�nition 2.1.4. A charge (or a measure) µ on a Boolean algebra A is called nonatomic

if it has no µ-atoms. i.e, for any a ∈ A with µ(a) > 0, there is b ∈ A such that b < a

and 0 < µ(b) < µ(a).

Lemma 2.1.5. Let µ be a charge (or a measure) on a Boolean algebra A. Every atom

a with µ(a) > 0 is a µ-atom.

Proof. Directly from the de�nitions. �

In general, a µ-atom need not be an atom, as shown in the following example:

Example 2.1.6. Let A = {A : A ⊆ R, A is countable or Ac is countable}. Let µ on A

be de�ned by

µ(A) =

0, if A is countable,

1, if Ac is countable.

If A = R\N, then A is a µ-atom but not an atom because for example with B = R\Q

we have ∅ ⊆ B ⊆ A. Actually all singletons are atoms.

Lemma 2.1.7. Let µ be a charge on a Boolean algebra A and I the ideal of all null

sets in A. Then µ is nonatomic on A if and only if A/I is atomless.

Proof. Suppose that A/I is atomless. Given an element a ∈ A with µ(a) > 0, this

means that a /∈ I and hence 0 6= a ∈ A/I. By the assumption, there is b ∈ A/I such

that 0 < b < a. Thus, by monotonicity of µ, we have 0 < µ(b) < µ(a). Therefore, µ is

nonatomic.

Conversely, suppose that µ is nonatomic on A. Let 0 6= a ∈ A/I. Then a /∈ I

implies that µ(a) > 0. By the assumption, there is 0 6= b ∈ A such that b < a and

0 < µ(b) < µ(a). This implies that b ∈ A/I. Therefore, A/I is atomless. �

From the above lemma, we remark the following:
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Remark 2.1.8. Let µ be a strictly positive charge on a Boolean algebra A. Then µ is

nonatomic on A if and only if A is atomless.

Here we recall two stronger notions of nonatomicity with respect to a measure or a

charge on a Boolean algebra, and then show their relations.

De�nition 2.1.9. A charge (or a measure) µ on a Boolean algebra A is called contin-

uous [48] if for any ε > 0, there is a �nite partition P = {a1, a2, . . . , an} of the unity

1 such that µ(ai) < ε for i = 1, 2, . . . , n. This type of charge is also called strongly

continuous [43] or atomless [10].

De�nition 2.1.10. A charge (or a measure) µ on a Boolean algebra A is said to have

theDarboux property [39] if for any a ∈ A and 0 < t < µ(a), there is b ∈ A such that

b < a and µ(b) = t. This property also has two other names in the literature, which

are full-valued [34] and strongly nonatomic charge [43]. For the purpose of simplicity,

we call a charge µ Darboux if it has the Darboux property.

Lemma 2.1.11. [43] For a (�nite) charge µ on a Boolean algebra A, each of the

following conditions implies the succeeding condition:

(1) µ is Darboux.

(2) µ is continuous.

(3) µ is nonatomic.

Proof. (1) =⇒ (2) Given ε > 0, take an n large enough such that 1/n < ε. Now, if

µ(1) ≤ 1/n, then we are done. Otherwise, by (1), choose a1 ∈ A such that µ(a1) = 1/n,

then choose a2 < 1 \ a1 with µ(a2) = 1/n and so on. After �nitely many steps this

should stop because µ(1) <∞, and thus we �nd our partition P = {a1, a2, . . . , an} of

1 with µ(ai) < ε for each 1 ≤ i ≤ n. This completes the proof.

(2) =⇒ (3) Let a ∈ A with µ(a) > 0. To show µ is nonatomic, we have to �nd b < a

such that 0 < µ(b) < µ(a). Assume, without loss of generality, that µ(a) > ε for a

�xed ε > 0. By (2) the unity 1 can be partitioned as 1 = a1 ∨ a2 ∨ · · · ∨ an such that
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0 < µ(ai) < ε. Then, b = 1 ∧ b = (b ∧ a1) ∨ (b ∧ a2) ∨ · · · ∨ (b ∧ an) for i = 1, 2, . . . , n,

and hence

0 < µ(b) =
n∑
i=1

µ(b ∧ ai).

Therefore, there must be an i0 with 1 ≤ i0 ≤ n for which µ(b∧ai0) > 0. But b∧ai0 ≤ ai0 ,

so 0 < µ(b ∧ ai0) ≤ µ(ai0) < ε < µ(a). Setting b = b ∧ ai0 we are done.

�

Note that all the above conditions are pairwise equivalent when µ is a measure and

A is a σ-algebra, (see Theorem 5.1.6, [43]).

The non implications of (3) =⇒ (2) and (2) =⇒ (1) are shown in the following

examples:

Example 2.1.12. [43] Let I be the unit interval [0, 1]. Consider the Lebesgue measure

λ0 restricted to the algebra A on I generated by (a, b] ⊆ [1/4, 3/4). λ0 is nonatomic

(because Lebesgue measure is nonatomic) but not continuous on A, as we shall now

show. For ε = 1/2, suppose there is a partition {A1, A2, ..., An} of I that satis�es the

required properties, that is

I = A1 ∨ A2 ∨ · · · ∨ An such that λ0(Ai) < 1/2.

There must be an i with 1 ≤ i ≤ n such that Ai
⋂(

[0, 1/4) ∪ [3/4, 1]
)
6= ∅, otherwise,

our partition will not cover the unity. Setting Bi = Ai
⋂(

[0, 1/4) ∪ [3/4, 1]
)
, we have

Bi 6= ∅ and Bi ⊆ [0, 1/4) ∪ [3/4, 1]. Thus Bi = [0, 1/4) ∪ [3/4, 1] because if ∅ 6= A ∈ A

and A ⊆ [0, 1/4) ∪ [3/4, 1], then Ac ⊇ [1/4, 3/4) and Ac ∈ A. But A is the algebra

generated by subintervals of [1/4, 3/4), so Ac = [1/4, 3/4) implies that A = [0, 1/4) ∪

[3/4, 1]. Therefore Ai ⊇ [0, 1/4) ∪ [3/4, 1], so λ0(Ai) ≥ λ0

(
0, 1/4) ∪ [3/4, 1]

)
= 1/2.

Contradiction!

Example 2.1.13. [43] Let I = [0, 1) and let B be the algebra generated by the collection

{[a, b) : 0 ≤ a ≤ b ≤ 1, a, b ∈ Q ∩ I} of subsets of I. Consider the Lebesgue measure λ1

restricted to B. λ1 is continuous but not Darboux as we now explain. Choose n < ω

such that 1/2n < ε < 1/n. Since 1/2n is a rational number, there are always some sets

of λ1-charge 1/2n. Divide I into n disjoint sets of λ1-charge 1/2n, surely these n sets
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will be a partition of I and n cannot be in�nite. Otherwise ε = 0 which contradicts

the assumption that ε > 0. Thus, λ1 is continuous. But λ1 is not Darboux, because B

is the collection of subsets of X of the form A =
n⋃
i=1

[ai, bi), so λ1(A) = λ1(
n⋃
i=1

[ai, bi)) =

n∑
i=1

λ1(bi − ai), so for a given A ∈ B and 0 < α < λ1(A), there is no set B such that

B ⊆ A and λ1(B) = α where α is irrational.

Remark 2.1.14. In this remark, we present the results when replacing algebra by a

σ-algebra or a countable algebra in Lemma 2.1.11:

(i) Given a σ-algebra A with a charge µ. Then µ is continuous if and only if it is

Darboux, (the proof is given in [43] and [45]).

(ii) A nonatomic charge µ on a σ-algebra need not be continuous. Consider the

example given in ([43], page 143). Let I = [0, 1], B the Borel σ-algebra of sets in I

and λ the Lebesgue measure on I. Suppose that ν is a 0−1 valued charge on I such

that ν(A) = 0 if λ(A) = 0, otherwise ν(A) = 1. Then µ = λ+ 2ν de�nes a charge

on B. We now show that µ is nonatomic but not continuous. Take A ∈ B with

µ(A) > 0 which implies that λ(A) > 0, (because if λ(A) = 0, then ν(A) = 0 and so

µ(A) = 0). But λ is nonatomic, so there exists B ⊆ A such that 0 < λ(B) < λ(A).

Since ν(B) ≤ ν(A), then 0 < µ(B) = λ(B) + 2ν(B) < λ(A) + 2ν(A) = µ(A).

Thus, µ is nonatomic.

Since ν takes values only either 0 or 1, given any A ∈ B, either µ(A) = λ(A) ≤ 1

or µ(A) = λ(A) + 2 ≥ 2 and obviously, µ(∅) = 0 and µ(I) = 3. So µ does not

take any value in the interval [1, 2], for if there is A ∈ B such that µ(A) = 2, then

λ(A) = 0 and ν(A) = 1, but this is a contradiction, if λ(A) = 0, then ν(A) = 0 by

de�nition of µ. Thus µ is not Darboux and by the result in (i) it is not continuous,

(cf. Theorem 1, [39]).

(iii) A nonatomic charge µ need not be continuous even on a countable Boolean algebra

A. Let I = [0, 1] and λ the Lebesgue measure. Consider the restricted Lebesgue

measure λ0 to the algebra A generated by intervals with rational endpoints in S,

where S is the family of open intervals In, n ∈ ω, that are the complements of
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the removed intervals in the Cantor set, such that Ii ∩ Ij = ∅ for every i 6= j and

λ0(S =
⋃∞
n=1 In) = 1. Notice that 0 ≤ λ0(A) < 1 for each A ∈ A (no A can take

λ0(A) = 1 because A is a �nite union of intervals in S and cannot be equal to S

itself). Let B be the algebra generated by the family of the complements of all

A ∈ A with respect to I. That is, each B ∈ B is B = I \A. De�ne a charge µ on

B to be µ(B) = 2 − λ0(A) for each B and so it takes the values 1 < µ(B) ≤ 2.

Now, let C be the algebra generated by A ∪ B and let us de�ne ν = µ + λ0 on

C. Clearly C is countable and ν is composed from the Lebesgue measure, so it

is nonatomic. On the other hand, I cannot be partitioned into a �nite disjoint

union of sets with charge < 1 because the members in A can only posses charges

in the interval (0, 1) and A does not cover the whole I. Thus, ν is not continuous.

(iv) Obviously, no charge on a countable Boolean algebra can be Darboux, because

otherwise it will take uncountably many values.

Lemma 2.1.15. Let µ be a probability charge on the Cantor algebra Ac. Then µ is

continuous if and only if it is nonatomic.

Proof. By Lemma 2.1.11, continuity implies nonatomicity.

Conversely, assume that µ is nonatomic. Given ε > 0 such that 1/2m < ε for some

m < ω. Consider the family S = {[s] : s is a sequence of 0s and 1s of length m}.

Equivalently, each s can be considered as a partial function from ω to 2 = {0, 1} whose

domain |dom(s)| = m. Each [s] ∈ S has the charge µ([s]) = 1/2m (see � 1.2.3). But

every [s] ∈ S is open in the space 2ω. So, by compactness, 2ω = [s1] ∪ [s2] ∪ ... ∪ [sn]

for some n ∈ ω. Let

a1 = [s1],

a2 = [s2] \ [s1],

...

an = [sn] \
(
[s1] ∪ [s2] ∪ ... ∪ [sn−1]

)
.

So, 2ω = [s1] ∪ [s2] ∪ ... ∪ [sn] = a1 ∨ a2 ∨ · · · ∨ an. Thus, {a1, a2, ..., an} is partition of

2ω such that µ(ai) ≤ 1/2m < ε. This shows that µ is continuous.

�
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Next, we present some results regarding a charge µ on an algebra, say B, and its

extension µ (we still denote the extension by µ) over another algebra (not necessarily

a σ-algebra) A containing B.

Theorem 2.1.16. [40] Let A,B be two algebras and B ⊆ A. A charge µ on A is

continuous if and only if it is continuous on B.

Theorem 2.1.17. [40] Let A,B be two algebras and B ⊆ A. A charge µ on A is

nonatomic if and only if it is nonatomic on B.

Theorem 2.1.18. Let A,B be two algebras and B ⊆ A. A (probability) charge µ on

A is Darboux if it is Darboux on B.

Proof. By assumption B ⊆ A. Then the range RngB(µ) of µ on B is also a subset of

the range RngA(µ) of µ on A. That is, RngB(µ) ⊆ RngA(µ). Since µ is Darboux on B,

then RngB(µ) = [0, 1]. But RngB(µ) = [0, 1] ⊆ RngA(µ). Hence RngA(µ) = [0, 1] and

so µ is Darboux on A. �

The converse of the above theorem need not be true in general, as shown in the

following example:

Example 2.1.19. Given the unit interval I, and let A be the algebra generated by the

family {[a, b) : 0 ≤ a < b ≤ 1, a, b ∈ I} of subsets of I and B be the algebra generated by

the family {[a, b) : 0 ≤ a < b ≤ 1, a, b ∈ Q ∩ I} of subsets of I. Consider the Lebesgue

measure λ0 restricted to A. Let λ1 = λ0|B. By Remark 2.1.14 (iv), λ1 is not Darboux.

It remains to show that λ0 is Darboux. This is obvious because for any set A ∈ A

with λ1(A) > 0 and any 0 < t < λ1(A), there is always [0, t) that satis�es the required

property.

Here are some results concerning a measure on algebras and its extension to σ-

algebras generated by the algebras.

Theorem 2.1.20. If a measure µ on an algebra of sets A is Darboux, then its extension

to µ̂ on the σ-algebra B generated by A is Darboux.
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Proof. Given B ∈ B with µ̂(B) > 0, we need to show that for every 0 < t < µ̂(B),

there exists B∗ such that B∗ ⊆ B and µ̂(B∗) = t. Since every member of B can be

expressed as a countable union of members of A, so B =
∞⋃
i=1

Ai where A1, A2, . . . An, . . .

and thus 0 < t < µ̂(
∞⋃
i=1

Ai). Suppose that n is large enough such that t ≤ µ̂(
n⋃
i=1

Ai).

If µ̂(
n⋃
i=1

Ai) = t, we are done. If not, since µ(
n⋃
i=1

Ai) = µ̂(
n⋃
i=1

Ai) and µ is Darboux, for

every 0 < t < µ(
n⋃
i=1

Ai) = µ̂(
n⋃
i=1

Ai), there exists A ∈ A and consequently A ∈ B such

that µ̂(A) = t. This completes the proof. �

The converse of the above theorem is not true in general.

Example 2.1.21. In Example 2.1.13 it is shown that the restricted Lebesgue measure

λ0 to the algebra A generated by intervals [a, b)∩ (Q∩ [0, 1]) is not Darboux. Moreover

the σ-algebra B generated by A is the Borel algebra and the extension of λ0 is the full

Lebesgue measure λ. It is known that λ is nonatomic and thus Darboux.

Theorem 2.1.22. [6] Let A be an algebra of subsets of a set X and B = σ(A), the

σ-algebra generated by A. If a measure µ on B is nonatomic, then its restriction to (a

premeasure) µ0 on A is also nonatomic.

Note that this result is mentioned in [6], but there is no explicit proof. We give a

detailed proof.

Proof. Given an algebra A and B = σ(A). Suppose for contradiction that µ0 is atomic.

Let A′ be an atom. By De�nition of atom, µ0(A′) > 0 and for each B ⊆ A′ (B ∈ A),

either µ0(B) = µ0(A′) or µ0(B) = 0. But µ is an extension of µ0, so

µ(A) = µ0(A) for all A ∈ A.

Since µ is nonatomic, by assumption, there is C ∈ B such that

C ⊆ A′ and 0 < µ(C) < µ(A′).

By Lemma 1.2.3.14, for ε = (µ(A′) − µ(C))/2, there is a sequence 〈An : n ∈ ω〉 in A

such that

C ⊂
∞⋃
n=1

An and
∞∑
n=1

µ0(An) =
∞∑
n=1

µ(An) < µ(C) + ε.

54



CHAPTER 2. SOME PROPERTIES OF CHARGES 55

Since
∞⋃
n=1

An ∩ A′ ∈ A and µ0 is a premeasure, then

µ0(
∞⋃
n=1

An ∩ A′) = µ(
∞⋃
n=1

An ∩ A′) ≤ µ(
∞⋃
n=1

An) < µ(C) + ε < µ(A′) = µ0(A′).

On the other hand, µ0(
∞⋃
n=1

An ∩ A′) ≥ µ(C) > 0.

Therefore, now we have 0 < µ0(
∞⋃
n=1

An ∩ A′) < µ0(A′), which contradicts the as-

sumption that A′ is µ0-atom. Hence, µ0 is nonatomic. �

The converse of the above theorem need not be true in general, as shown in the

following example:

Example 2.1.23. Let X = Q ∩ I. The power set of X, P(X) = {A : A ⊆ X},

forms a σ-algebra of subsets of X. As X is countable, we can enumerate it like X =

{x1, x2, x3, ...}. We de�ne a generalization of the weighted measure given by Maharam

(in [34], page 1) on the natural numbers. That is, for each n we choose a non-negative

real number rn such that
∑

n rn ≤ 1, and de�ne µ(A) =
∑
{rn : xn ∈ A} for each

A ⊆ X. With this µ every singleton is an atom. Let A be the algebra generated

by {[a, b) ∩ Q : a, b ∈ I}. If µ0 is the restriction of µ to the algebra A, then µ0 is

nonatomic because A does not contain singletons which are the only minimal positive

elements, and for each A =
n⋃
i=1

[ai, bi), one can �nd a subset B =
n⋃
i=1

[ci, di) such that

0 ≤ ai < ci < di < bi ≤ 1 for i = 1, 2, ..., n and thus B ⊆ A and 0 < µ0(B) < µ0(A).

Finally, we need to show that P(X) is exactly the σ-algebra generated by A. But P(X)

is certainly generated by (a, b) and [c, d], so it is enough to see that every (a, b) and

[c, d] belong to σ(A). Now, observe that

(a, b) =
⋃
n<ω

(
a, b− 1

n

]
and [c, d] =

⋂
n<ω

[
c, d+

1

n

)
.

Thus, (a, b), [c, d] ∈ σ(A). Surely, σ(A) contains singletons which are atoms. This

completes the proof.

Another counterexample can be seen in Remark 3.2 [6].

Theorem 2.1.24. [44] A measure µ on a σ-algebra B is continuous if and only if it is

continuous on the algebra A which generates B.
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Theorem 2.1.25. [40] A charge µ on a σ-algebra A is Darboux if and only if its

restriction µ0 to a σ-subalgebra B of A is Darboux.

2.2 Relation Between Charges on Boolean Algebras

and Measures on Their Stone Spaces

In earlier sections of this thesis, we said that any charge µ on a Boolean algebra A can

be extended to a Radon measure µ̂ on the Stone space Z of A, in a natural way. We

shall explain this in the following remark:

Remark 2.2.1. Let µ be a charge on a Boolean algebra A and Z the Stone space of

A. If C = Clop(Z) is the algebra of clopen subsets of Z, then the charge µ on A can

be transferred to a charge µ̂1 on C by the Stone isomorphism ϕ : A −→ C, that is,

µ̂1(ϕ(a)) = µ̂1(â) = µ(a) for all a ∈ A. Since no in�nite (countable) union of clopen

sets is clopen in Z, then the charge µ̂1 is also a premeasure on C and it can be extended

to a measure µ̂0 on the Baire σ-algebra B0(Z) generated by C by Lemma 1.2.3.14. This

measure is called the Baire measure. Again, since Z is a compact Hausdor� space, by

Theorem 1.2.3.32, µ̂0 can also be extended uniquely to a measure µ̂ on B(Z), the Borel

σ-algebra generated by the collection of open sets in Z. Thus, µ̂ is a Borel measure on

B(Z). By Theorem 1.2.3.33, this extension µ̂ is a Radon measure and both µ̂0 and µ̂

agree on B0(Z).

We see that it is important to answer the following inquiries: (i) How is it possible

that µ is a charge and µ̂1 is a premeasure, and yet both are isomorphic? This seems

contradiction. Besides, it is not true in general that one can extend a charge (not

premeasure) to a measure, (see Remark 1.2.3.15).

(ii) What about a charge on a complete Boolean algebra?

We now explain the above issues. Regarding (i), yes µ̂1 is a charge but also a

premeasure because every C ∈ C is clopen and so is compact. Therefore, for any open

cover, we can �nd a �nite subcover that covers C (choose cover of clopen sets). So no

countably in�nite union of clopen sets is clopen in Z (as stated above). Hence, µ̂1 is
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automatically a premeasure.

Regarding (ii), we shall warn that the Stone isomorphism does not always preserve

countably in�nite unions. Let us look at how a charge or measure on a Boolean algebra

transfers to a measure on its Stone space.

Example 2.2.2. Consider the set of natural numbers N, P(N) is a σ-complete Boolean

algebra. De�ne a set function µ on P(N) as follows:

µ(A) =

0, if A is �nite,

∞, if A is in�nite,

where A ∈ P(N). We show that µ is a charge but not measure. Simply take A,B ∈

P(N). If both A and B are �nite, then A∪B is �nite and so µ(A∪B) = 0 = µ(A)+µ(B).

When bothA andB are in�nite or one of them is in�nite, the conclusion can be obtained

similarly. On the other hand, we have N =
⋃
n∈N
{n}. But µ(N) = µ(

⋃
n∈N
{n}) =∞ 6= 0 =∑

n∈N
µ({n}). Thus, µ is not a measure.

Let Z be the Stone space of P(N), or equivalently, the Stone��ech compacti�cation

βN of N and ν the induced measure on βN. Let {an : the numbers < n} be a sequence

in P(N), since P(N) is σ-complete, so there is a ∈ P(N) such that a =
∨
n∈N

an. That

a is N itself. Consider 〈ân : n < ω〉, so we have βN = N̂ 6=
⋃
n

ân because
⋃
n

ân can

be seen as the set of all principal ultra�lters on an, which is not the whole βN, and

the measure ν(ân) = µ(an) = 0 for all n. Therefore, their sum is also zero, while

ν(βN) = ∞. On the other hand,
⋃
n

ân ⊆ βN (or rather, Y =
⋃
n

ân is a subspace of

βN) and so ν(βN) ≥ ν(
⋃
n

ân) =
∑
n

ν(ân) =
∑
n

µ(an). If µ happens to be a measure on

P(N), then we would have the following equalities:

ν(βN) = ν(
⋃
n

ân) = µ(
⋃
n

an) =
∑
n

µ(an) =
∑
n

ν(ân) = ν(Y ).

Lemma 2.2.3. [47, 20] Let Z be the Stone space of an algebra A, and Â ⊆ Z the

clopen set corresponding to A ∈ A. We have the following:

(1) There is a one-to-one correspondence between ideals I of A and open sets G ⊆ Z,

given by the formula

G =
⋃
A∈I

Â and I = {A : Â ⊆ G}.
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(2) There is a one-to-one correspondence between �lters F of A and closed sets E ⊆ Z,

given by the formula

E =
⋂
A∈F

Â and F = {A : E ⊆ Â}.

Fact 2.2.4. Let A be an algebra of subsets of a space X, and let E be any subset

of X. The collection of all sets of the form E ∩ A, where A ∈ A, forms an algebra

and is denoted by AE. Suppose that I is the principal ideal generated by Ec, i.e.

I = {A ∈ A : A ∩ E = ∅}. Then,

AE is isomorphic to A/I : via E ∩ A 7→ [A].

Remark 2.2.5. [47] Sikorski remarked that one can determine the Stone space of

A/I by constructing the Stone space of A. This shows that Stone spaces of quotient

algebras A/I are (up to homeomorphism) closed subspaces of the Stone space of A,

and conversely.

Lemma 2.2.6. Let µ, ν be two charges on Boolean algebras A,B and Z, Y their Stone

spaces, respectively. Then, ϕ : A −→ B is an isomorphism such that µ(ϕ−1(b)) = ν(b)

if and only if f : Y −→ Z is homeomorphism with f(ν̂) = µ̂, where µ̂, ν̂ are extensions

of µ, ν, respectively.

Proof. This lemma has a routine proof by applying Lemma 1.2.2.33. �

Proposition 2.2.7. Let µ be a charge (premeasure) on a Boolean algebra A and

N = {b : b ∈ A, µ(b) = 0}. If Z = Stone(A) and Y = Stone(A/N ), then Y can be

identi�ed with the support of µ̂, where µ̂ in the induced Radon measure on Z.

Proof. From the de�nition of the support of a measure, it is enough to show that Y is

homeomorphic to a closed subset of Z in which every nonempty open set is of positive

measure. Let

G =
⋃
b∈N

b̂.

By Lemma 2.2.3, G is open in Z. Let W = Z \ G. By Remark 2.2.5, there is an

isomorphism ϕ from Â/N = [̂A] (the clopen algebra of Y ) to Â
W

(the clopen algebra
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of W ), (W is zero-dimensional as it is a subspace of the zero-dimensional space Z). By

Lemma 1.2.2.33, there is a homeomorphism f between Y andW such that ϕ = f̂−1 (this

means that ϕ(a) = f−1(â) ∀a ∈ [̂A]). We claim that f is also measure preserving. By

Lemma 2.2.6, it is enough to show that ϕ is measure preserving. Let ν be the induced

measure on A/N . Then,

ν([a]) = µ(a) for all a ∈ A. (i)

By Remark 2.2.1, ν can be extended to a Radon measure ν̂ on Y and so

ν̂([̂a]) = ν([a]) for all [a] ∈ A/N . (ii)

Since µ̂ is the induced measure on Z (from µ), by Stone isomorphism,

µ̂(â) = µ(a) for all a ∈ A. (iii)

On the other hand, if µ̂
W

is the restriction of µ̂ to W , then µ̂(A) = µ̂
W

(A) for all

A ⊆ W . Therefore,

µ̂(â) = µ̂(â ∩W ) = µ̂
W

(â) for all â ∈ Â
W
. (iv)

From (i) to (iv), we conclude that ϕ preserves measure, i.e. ν̂([̂a]) = µ̂(â ∩ W ) =

µ̂
W

(â
W

). Thus, f is preserving measure. Since ν̂ is strictly positive on Y (as it is the

induced measure from a strictly positive charge ν on A/N ), then the image measure µ̂
W

on W under a homeomorphism measure preserving has to be strictly positive. Hence,

W = supp(µ̂). This completes the proof. �

2.3 Representation of 0-Dimensional Spaces with Charge

by Charge Algebras

In this section we prove a possible generalization of the Stone's representation theorem

for charges.

Theorem 2.3.1. Let µ a charge on a Boolean algebra A′. Then there is a compact

zero-dimensional space Z and a charge ν on Z such that the charge algebra of µ is

isomorphic to the charge algebra of ν.
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Before starting to prove our theorem, we have to demonstrate some results which

help us to complete the proof.

Proposition 2.3.2. Let µ a charge on a Boolean algebra A′. Denote by A the quotient

Boolean algebra A′/N , where N is the ideal of null sets in A′. Then

µ̄ : A→ [0,∞] de�ned by

µ̄([A]) = µ(A) for all A ∈ A′

is a function and (A, µ̄) is a charge algebra.

Proof. Let us �rst show that µ̄ is well de�ned. Let A,B ∈ A′ such that [A] = [B] ∈ A,

i.e both A and B belong to the same class. This means that A4B ∈ N . So µ(A4B)

= 0 =⇒ µ(A \ B ∪ B \ A) = µ(A \ B)+(B \ A) = 0. This implies that µ(A) =

µ(A) + µ(B \ A) = µ(B) + µ(A \B) = µ(B).

To prove that (A, µ̄) is a charge algebra, we have to show that µ̄ is a strictly positive

charge on the algebra A of chargeable sets in X modulo null sets, that is:

(a) If a = 0 ∈ A, µ̄(a) = µ̄(0) = µ̄([∅]) = µ(∅) = 0.

(b) If a > 0 ∈ A, there is A ∈ A such that a = [A] and A /∈ N . So µ̄(a) = µ(A) > 0.

(c) If a, b ∈ A with a∧ b = 0, we can choose two members A,B ∈ A such that a = [A]

and b = [B]. Note that even if a∧ b = 0, the sets A,B may not be disjoint, but we

can make them disjoint as follows. Without loss of generality, let us take a = [A]

and b = [B \ A]. Since A ∪ B = A ∪ (B \ A), we have µ̄(a ∨ b) = µ̄([A ∪ B]) =

µ(A ∪B) = µ(A) + µ(B \ A) = µ̄(a) + µ̄(b). Thus, (A, µ̄) is a charge algebra.

�

Proposition 2.3.3. Let Z be the Stone space of a Boolean algebra A. Denote by

Clop(Z) the algebra of all clopen subsets of Z and Nd the ideal of nowhere dense

subsets of Z. Then B := {U 4N : U ∈ Clop(Z) and N ∈ Nd} is an algebra of subsets

of Z. Moreover, Nd ⊆ B is an ideal of B and A is isomorphic to B/Nd.
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Proof. Let us �rst show that B is an algebra. Clearly ∅ 4 ∅ = ∅ ∈ B.

If A ∈ B, so A = U 4N where U ∈ Clop(Z) and N ∈ Nd, we have

Ac = (U 4N)c = [(U ∪N) \ (U ∩N)]c

= [(U ∪N) ∩ (U ∩N)c]c

= (U ∪N)c ∪ (U ∩N)

= (U c ∩N c) ∪ (U ∩N)

=
[
U c ∪ (U ∩N)

]
∩
[
N c ∪ (U ∩N)

]
=

[
(U c ∪ U) ∩ (U c ∪N)

]
∩
[
(N c ∪ U) ∩ (N c ∪N)

]
= (U c ∪N) ∩ (U ∪N c)

= (U c ∪N) ∩ (U c ∩N)c

= (U c ∪N) \ (U c ∩N)

= U c4N

Therefore, U c4N ∈ B, because Clop(Z) is an algebra (U c ∈ Clop(Z)).

Let A1, A2 ∈ B, they can be represented as A1 = U14N1 and A2 = U24N2 where

U1, U2 ∈ Clop(Z) and N1, N2 ∈ Nd. So U14A1 = N1 and U24A2 = N2. By properties

of the symmetric di�erence operator we have

(U1 ∪ U2)4 (A1 ∪ A2) ⊆ (U14 A1) ∪ (U24 A2) ∈ Nd.

Putting U = U1 ∪ U2 and U 4 (A1 ∪ A2) = N for some N ∈ Nd, we have

A1 ∪ A2 = U 4N ∈ B.

This shows that B is an algebra.

Clearly Nd ⊆ B, since ∅ ∈ Clop(Z). Applying the Stone theorem, there is a sur-

jective Boolean homomorphism f : B → A with kernel Nd, and by Fact 1.2.2.12 the

canonical map g : B → B/Nd is a homomorphism.
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Consequently, by �rst homomorphism theorem 1.2.2.12, h : B/Nd → A is a Boolean

isomorphism (unique) such that h ◦ g = f . Thus, the claim follows. �

Proof of Theorem 2.3.1. Consider A de�ned as in Proposition 2.3.2, i.e. A = A/N . Let

B be de�ned as in Proposition 2.3.3. By that proposition, A and B/Nd are isomorphic,

as Boolean algebras, so there is an isomorphism Ψ : B/Nd → A, and put Φ(A) = Ψ([A]).

Then Φ : B → A is a corresponding surjective Boolean homomorphism with kernel Nd.

Set ν = µ̄ ◦ Φ : B → [0,∞]. So we have

ν(A) = µ̄(Φ(A)) for every A ∈ B.

If A = ∅, so ν(∅) = µ̄(Φ(∅)) = µ̄(0) = 0. Let A and B be two disjoint members of B.

Since Φ is a Boolean homomorphism, then

Φ(A ∪B) = Φ(A) ∪ Φ(B) and Φ(A) ∩ Φ(B) = ∅, so

ν(A ∪B) = µ̄(Φ(A ∪B)) = µ̄(Φ(A)) + µ̄(Φ(B)) = ν(A) + ν(B).

Since B is an algebra of subsets of Z (proved in Proposition 2.3.3) and ν satis�es the

charge conditions (from the above steps), so (Z,B, ν) is a charge space.

One can see that the family of sets with zero ν-charge is exactly the family of

nowhere dense sets (in Z), since ν(A) = 0⇐⇒ µ̄(Φ(A)) = 0⇐⇒ Φ(A) = 0⇐⇒ A ∈

Nd for any A. So by the same construction as in Proposition 2.3.2, the charge algebra

of Z is the algebra B/Nd with ν̄ such that

ν̄([A]) = ν(A) = µ̄(Φ(A)) = µ̄(Ψ([A])) for every A ∈ B.

Therefore, (A, µ̄) ∼= (B/Nd, ν̄) because Ψ is a Boolean isomorphism between them. �
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Chapter 3

Jordan Measure, Jordanian Measure,

Jordan Algebra & Jordanian Algebra

This chapter deals with the study of the Jordan measure, Jordanian measure, Jordan

algebra and Jordanian algebra. In Section 3.1 we give an introduction to the Jordan

measure on the unit interval and arbitrary topological spaces, and investigate its con-

struction. We show that the family of open Jordan µ-measurable subsets of a compact

Hausdor� space X with respect to a Radon measure µ is a basis for its topology. In

Section 3.2 we de�ne a charge, similar to the Jordan measure, on arbitrary algebras

of sets, and call it Jordanian measure. In Section 3.3 we de�ne Jordan algebra and

Jordanian algebra, and study some of their properties. We also study the nature of the

Stone space of the Jordan algebra in this section.

3.1 The Jordan Measure

3.1.1 Jordan Measure on [0,1]

At the beginning of this section, we devote a small part for recalling some types of

known algebras of subsets of the unit interval I that will assist us when we introduce

this type of charges.

Consider the unit interval I = [0, 1], we have the following types of subintervals of

it:
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• Empty interval (set) (a, a) = [a, a) = (a, a] = ∅, or [b, a] = ∅ when a < b.

• Degenerate interval (singleton set) [a, a] = {a}.

• Open interval (a, b) = {x : a < x < b}.

• Closed interval [a, b] = {x : a ≤ x ≤ b}.

• Right-open (semiopen) interval [a, b) = {x : a ≤ x < b}.

• Right-closed (semiopen) interval (a, b] = {x : a < x ≤ b}.

An elementary set (in I) is de�ned to be a �nite union of (any type of) the above

intervals.

Fact 3.1.1.1. Here are some facts about these sets:

(1) Every interval is an elementary set.

(2) The intersection of �nitely many elementary sets is an elementary set.

(3) The union of �nitely many elementary sets is an elementary set.

(4) The set di�erence of two elementary set is an elementary set.

(5) The symmetric di�erence of two elementary sets is an elementary set.

Thus, the family of all elementary sets in I forms an algebra. This algebra is called

elementary algebra and is denoted by E(I), or simply E .

Furthermore, we have two more algebras,

• Open interval algebra Ao(I), or simply Ao, is the algebra generated by all open

intervals in I, or equivalently, the algebra generated by all closed intervals in I.

• Interval algebra I(I), or simply I, is the algebra generated by all half-open (or

half-closed) intervals in I.

Remark 3.1.1.2. In this remark, we present some basic properties of these algebras

and their relations.
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• The open interval algebra is atomic. It has in�nitely many atoms, for instance,

singletons.

• The interval algebra is atomless.

• Open interval algebras and interval algebras are not isomorphic, because the

former have in�nitely many atoms and the latter are atomless.

• Elementary algebras also have atoms.

• Interval algebra is a subalgebra of elementary algebra. Since each element A of

the interval algebra I(I) is of the form A = [a0, b0) ∪ [a1, b1) ∪ ... ∪ [an, bn) where

0 ≤ a0 < b0 < a1 < b1 < ... < an < bn, then A is an elementary set and so A

belongs to E(I).

• All these algebras happen to be countable if we restrict the generators to intervals

with rational end points. Otherwise, they are uncountable in general.

The Jordan measure J on the unit interval I is de�ned on the algebra of elemen-

tary subsets of I. Given any elementary set E, E can be represented as:

E = I1 ∪ I2 ∪ · · · ∪ In,

where Ii is one of these subintervals mentioned above and
n⋂
i=1

Ii = ∅. No matter which

type of interval we choose, we would have the same length. The Jordan measure is

de�ned to agree with the length function on intervals in I, so

J (E) = `(E) =
n∑
i=1

`(Ii).

For an arbitrary subset A ⊆ I, the Jordan measure is de�ned as follows:

The inner Jordan measure of A is

J∗(A) = sup{`(E) : E ⊆ A},

and the outer Jordan measure of A is
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J ∗(A) = inf{`(E) : A ⊆ E}.

Here E is an elementary set and ` is the length function.

For any A, if J ∗(A) = J∗(A), then A is said to be Jordan measurable with the

Jordan measure J (A) = J ∗(A) = J∗(A).

Note that we can replace the elementary algebra by any algebras that stated above

and obtain the same Jordan measure. This is the classical way of constructing the

Jordan measure.

On the other hand, because of the nice properties that Jordan measurable sets

have, the Jordan measure can be constructed in another way. This construction can

be done using the Lebesgue measure λ on I as it is the unique extension of the Jordan

measure itself to the σ-algebra of Borel sets. If A is a Jordan measurable set, then both

its (topological) interior and closure are also Jordan measurable and have the same

measure as A, (see [23] and [51], Exercise 1.1.18), and since the Lebesgue measure and

Jordan measure agree on A, then

λ(Cl(A)) = λ(Int(A)) =⇒ λ(Cl(A) \ Int(A)) = 0.

But Cl(A) \ Int(A) = ∂(A), the topological boundary of A. Thus,

A is Jordan measurable if λ(∂(A)) = 0.

This is one of the characterizations for Jordan measurable sets and the following is

another characterization which will be relied on during this work.

Lemma 3.1.1.3. [51] For a subset A of I, the following are equivalent:

(1) A is Jordan measurable.

(2) χ
A
(indicator function of A) is Riemann integrable on I.

(3) For any ε > 0, there exist two elementary sets E,F with E ⊆ A ⊆ F such that

J (F \ E) < ε.
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(4) For any ε > 0, there exists an elementary set E such that

J ∗(A4 E) < ε.

(5) J ∗(E) = J ∗(A ∩ E) + J ∗(Ac ∩ E) for all E ⊆ I.

(6) J∗(E) = J∗(A ∩ E) + J∗(Ac ∩ E) for all E ⊆ I.

Since the Lebesgue measure λ is the unique extension of the Jordan measure J ,

every Jordan measurable subset of I is Lebesgue measurable, but not conversely. For

example, the set of rational numbers in I, i.e. A = Q ∩ I, is not Jordan measurable.

Let us recall some properties of the topological boundary of a set to better under-

stand the nature of Jordan measurable sets.

Lemma 3.1.1.4. For any subset A of a space X, we have

(1) ∂(Int(A)) ⊆ ∂(A).

(2) ∂(Cl(A)) ⊆ ∂(A).

(3) ∂(Ac) = ∂(A).

(4) ∂(A ∪B) ⊆ ∂A ∪ ∂B.

(5) ∂(A ∩B) ⊆ ∂A ∪ ∂B.

Since ∅ and I are Jordan measurable sets, so applying (3), (4) and (5) in Lemma

3.1.1.4, we conclude that the class of Jordan measurable sets is closed under �nite

unions, intersections and complements. Thus the class of all Jordan measurable sets in

I forms a Boolean algebra and is denoted by J (I, λ). The countable union of Jordan

measurable sets need not be Jordan measurable, (see example given below or consider

the example of the rationals). In contrast, the class of Lebesgue measurable sets is

closed under countable unions, intersections and complements and so this class forms

a (Boolean) σ-algebra which is denoted by L(I, λ).
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Not all subsets of I are Jordan measurable. The most noticeable ones are open or

compact sets. Let {q1, q2, q3, ...} be the set of rational numbers in I. If U =
∞⋃
i=1

(qi −

ε/2i, qi + ε/2i), then U is open because it is the countable union of open intervals but

not Jordan measurable, for the proof see Remark 1.2.8 in [51]. The fat Cantor set

(Smith�Volterra�Cantor set, [1], pages 140-141) is compact but not Jordan measurable

because its Lebesgue measure is 1/2. Most non-Jordan measurable sets have a problem

with inner Jordan measure which is strictly less than or equal to inner Lebesgue measure

as shown in the following inequality.

For a subset A of I, we have

J∗(A) ≤ λ∗(A) ≤ λ∗(A) ≤ J ∗(A).

The Boolean algebra J (I, λ) of Jordan measurable sets is a subalgebra of the Boolean

algebra of Lebesgue measurable sets L(I, λ).

Remark 3.1.1.5. The Boolean algebra of all Lebesgue measurable sets and the Boolean

algebra of all Jordan measurable sets in I have cardinality 2c, (see Exercise 1.9.13 [11]).

3.1.2 Jordan Measure on Arbitrary Topological Spaces

In the previous section, we gave the construction of Jordan measure on the unit interval

I. We have seen that there were two ways of constructing it. One of them was from a

charge on an algebra, which was the length function on the elementary algebra. The

second was from a (complete) measure on a σ-algebra, which was the Lebesgue measure

on the Borel σ-algebra on the compact metrizable topological space I. So we try to

give analogue constructions in a more general case.

We observe that the �rst method may not work with an arbitrary charge on an

algebra of subsets of any topological space, i.e., we cannot have an analogue of Jordan

measure from an arbitrary charge on an algebra, because we cannot always have an

analogue of the length function ` on an elementary algebra E(I) that satis�es `(E) =

`(Cl(E)) = `(Int(E)) for every elementary set E ∈ E(I). Therefore, we try to give such
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a construction under the di�erent name "Jordanian measure" (see the next section)

and then show its relation to the (usual) Jordan measure.

On the other hand, we can de�ne the Jordan measure on an arbitrary topological

space with respect to a measure, as follows: Assume thatX is any topological space and

µ is a measure de�ned on the Borel σ-algebra B(X,µ) of subsets ofX. A bounded subset

A of X is µ-Jordan measurable if the boundary of A (∂(A) = Cl(A) \ Int(A)) has

µ-measure zero. Jordan measure is also closely related to the Riemann integral. If we

have a topological space X and a Radon (probability) measure µ on it, then a bounded

function f : X → R is µ-Riemann integrable if the set of points of discontinuity of

f has µ-measure zero. Therefore, using µ-Riemann integrable functions one can obtain

Jordan µ-measurable sets, as follows: a subset A of X is µ-Jordan measurable if its

characteristic function χA is µ-Riemann integrable. By J (X,µ) denote the class of

all Jordan measurable subsets of a given topological measure space X. For the same

reason as in usual Jordan measure, J (X,µ) forms an algebra but not σ-algebra.

The Boolean algebra J (X,µ) may have properties di�erent from J (I, λ), as shown

in the following:

Remark 3.1.2.1. [35] The σ-algebra generated by J (X,µ) contains all Baire sets in

X but not all Borel sets. For example, consider the space X of all ordinals ≤ ω1 with

the usual order topology. For every Borel set A, de�ne a measure µ by

µ(A) =

1, if ω1 ∈ A

0, otherwise.

Then, by a remark on page 171 in [35], J (X,µ) and the σ-algebra generated by J (X,µ)

is identical to the Baire σ-algebra. Then we need �nd a set in X that is Borel but not

Baire. Consider the singleton {ω1}. Clearly it is Borel because it is closed. We now

show that it is not a Baire set. By Lemma 1.2.2.18, it is enough only to show that

{ω1} is not Gδ. Let {[an, ω1] : n < ω} be a countable collection of (basic) open sets in

X containing ω1. Let a > an for all n < ω. This implies that [a, ω1] ⊆
⋂
n<ω

[an, ω1] and

so
⋂
n<ω

[an, ω1] 6= {ω1}. Hence {ω1} is not Gδ. This completes the proof.
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De�nition 3.1.2.2. [26] Let µ be a Radon (probability) measure on a compact Haus-

dor� space X. A subset B ⊆ J (X,µ) is said to be a set of generators for J (X,µ)

if for every A ∈ J (X,µ) and every ε > 0, there exist U, V ∈ B such that U ⊆ A ⊆ V

and µ(V \ U) < ε.

Lemma 3.1.2.3. Let X be a compact Hausdor� space and µ a nonatomic Radon

probability measure on X. Then

(1) for every ε > 0 and every open set U , there is an open Jordan measurable subset

A of X such that

A ⊆ Cl(A) ⊆ U and µ(U \ A) < ε

(2) for every two open Jordan measurable sets U and W such that Cl(U) ⊆ W , there

is an open Jordan measurable set V such that

Cl(U) ⊆ V ⊆ Cl(V ) ⊆ W and 1
3
µ(W − U) < µ(V − U) < 2

3
µ(W − U).

Proof. For (1) Let U be an open set and ε > 0. Since µ is regular, there is a closed set

E such that E ⊆ U and µ(U \E) < ε. Now, set F = U c, so we have two disjoint closed

set E and F . By Lemma 1.2.1.15, X is normal and by Urysohn Lemma 1.2.1.14, there

is a continuous function f : X → [0, 1] such that

f(E) = 1, i.e. f(x) = 1 for all x ∈ E;

f(F ) = 0, i.e. f(x) = 0 for all x ∈ F .

For r : 0 ≤ r ≤ 1, we let U(r) = {x ∈ X : f(x) = r}. Since X =
⋃

0≤r≤1 U(r),

there are at most countably many Ur with positive measure, µ(U(r)) > 0. So there is

r ∈ [0, 1] such that µ(U(r)) = 0. Let A = {x ∈ X : f(x) > r}, the closure of A is

Cl(A) = {x ∈ X : f(x) ≥ r}. So ∂(A) = Cl(A) \ Int(A) = {x ∈ X : f(x) = r} ⊆ U(r).

This implies that µ(∂(A)) ⊆ µ(U(r)) = 0 and so µ(∂(A)) = 0. This shows that A is

Jordan measurable. Now, we have E ⊆ U and µ(U \E) < ε, but E ⊆ A and Cl(A) ⊆ U .

Therefore, E ⊆ A ⊆ Cl(A) ⊆ U and µ(U \ A) < ε.

For (2) The proof is similar to that of (1), but here choose W so that Cl(U) ⊆ W

and ε appropriately. �
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Remark 3.1.2.4. From the above result, we conclude that for any nonempty open set

U containing a point x, there is an open Jordan measurable set B of X such that

x ∈ B ⊆ U.

So the set of all open Jordan measurable sets forms a base for the topology on X, (cf.

[4] Proposition 7).

3.2 Jordanian Measure on Topological Spaces

Let µ0 be a charge on some algebra B of subsets of a topological space X. For A ⊆ X,

we de�ne the inner and the outer charge by

µ∗(A) = inf{µ0(E) : E ∈ B, A ⊆ E},

µ∗(A) = sup{µ0(E) : E ∈ B, E ⊆ A}.

Then A is said to be Jordanian µ-measurable (or simply Jordanian measurable)

if µ∗(A) = µ∗(A). The value of Jordanian measure is µ(A) = µ∗(A) = µ∗(A).

The Jordanian measure has a similar characterization to that of the Jordan measure

on I.

Lemma 3.2.1. For a subset A ⊆ X, the following statements are equivalent:

(1) A is Jordanian µ-measurable

(2) For any ε > 0, there exist B1, B2 in B such that B1 ⊆ A ⊆ B2 and µ(B2 \B1) < ε.

(3) µ∗(Y ) = µ∗(A ∩ Y ) + µ∗(Ac ∩ Y ) for all Y ⊆ X.

(4) µ∗(Y ) = µ∗(A ∩ Y ) + µ∗(A
c ∩ Y ) for all Y ⊆ X.

Proof. Follows from Lemma 3.1.1.3. �

Similar properties to the above can be found on ([52], page 15) under the name of

completion of content on families of sets called (∅,∪f,∩c)-paving (:= is a family of

subsets of a set X that closed under �nite unions and countable intersections together

with ∅).
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Note that the set of all Jordanian µ-measurable sets in X is a Boolean algebra, let

us denote it by J(X,µ) or J(B, µ), and the induced µ is a (complete) charge (the proof

is in [29], page 232). We prefer to call µ the Jordan extension of µ0 on B, and B is

called the set of generators for J(X,µ).

The Boolean algebra J(X,µ) is the largest algebra in the sense that any Jordan

extension of µ with respect to J(X,µ) itself will give us the same algebra J(X,µ).

3.3 Jordan Algebra & Jordanian Algebra

This section is dedicated to study the Jordan algebra and Jordanian algebra. The

reason why we study the Jordan algebra is because it is the most natural algebra of

sets on which there is an extension of Riemann integration and that it was invented in

order to introduce the Jordan measure, which is a precedent to the Lebesgue measure.

The Jordan measure is exactly charge but not measure, so in the context of charges,

the Jordan algebra is the most natural object of investigation. Then we choose to study

the Jordanian algebra in order to know how they are closely related.

We start de�ning the Jordan algebra on arbitrary topological spaces. Let X be

a topological space and µ a measure thereon. The Jordan algebra Jµ(X) is a new

algebra constructed from the Boolean algebra J (X,µ) by quotienting out by the ideal

of all null sets N . This is done by the equivalence relation ∼ on J (X,µ) as follows:

A ∼ B if and only if A4B ∈ N for A,B ∈ J (X,µ).

Therefore, Jµ(X) is the collection of all equivalence classes on J (X,µ) determined by

∼. The equivalence class of A is an element [A] in the Jordan algebra which is given

by:

[A] = {B ∈ J (X,µ), B ∼ A}.

Similarly, given a charge µ on any algebra A of subsets of a topological space X,

the so called Jordanian algebra Jµ(X) (or Jµ(A)) is the quotient algebra of J(X,µ)

(or J(A, µ)) by the ideal of null sets N . Equivalently, the set of all equivalence classes

on J(X,µ) determined by the relation ∼, where ∼ is de�ned as follows:
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A ∼ B if and only if A4B ∈ N for A,B ∈ J(X,µ).

The equivalence class of A is an element [A] in the Jordanian algebra which is given

by:

[A] = {B ∈ J(X,µ), B ∼ A}.

Observe that by saying the Jordanian algebra of a charge µ on an algebra A of

subsets of X we mean the Boolean algebra of all measurable subsets of X with respect

to the Jordan extension of µ modulo (the extended) measure zero.

Note that for the sake of reducing the level of confusion between operations on

both J (X,µ) (resp. J(X,µ)) and Jµ(X) (resp. Jµ(X)), we prefer to use ∨,∧ and •c

on Jµ(X) (resp. Jµ(X)). These operations ∨,∧ and •c on Jµ(X) (resp. Jµ(X)) are

de�ned as follows:

[A] ∨ [B] = [A ∪B]

[A] ∧ [B] = [A ∩B]

[A]c = [Ac],

where Ac = X \A. The unit and zero element of this algebra are [0] = N and [1] = [X],

i.e. every Jordan (resp. Jordanian) measurable sets of measure 1. From the de�nition

of the above operations, we can de�ne an ordering on Jµ(X) (resp. Jµ(X)) in such a

way that for any [A], [B] ∈ Jµ(X) (resp. Jµ(X)),

[A] ≤ [B]⇐⇒ A \B ∈ N .

This ordering follows from the fact that [A] is zero element in Jµ(X) (resp. Jµ(X)) if

and only if A ∈ N . So [A] ≤ [B] holds if and only if [A] \ [B] = [A \B] is zero element

in Jµ(X) (resp. Jµ(X)) which is equivalent to A \B ∈ N .

For X = I and µ = λ, the Lebesgue measure on I, we call Jλ(I) the usual Jordan

algebra.

Lemma 3.3.1. For every A,B ∈ J (X,µ) (resp. J(X,µ)), A ∼ B if and only if [A] =

[B] and then µ(A) = µ(B).

Proof. Directly from the de�nition of ∼. �
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Lemma 3.3.2. The elements of the Jordan algebra have the following properties:

(1) If B ∈ [A], then [B] = [A].

(2) Every two classes either have empty intersection or they are the same. So if [A] ∩

[B] 6= ∅, there is C ∈ [A]∩[B], which implies that [C] = [A] = [B] and [C] = [A∩B].

(3) For every [A] ∈ Jµ(X), Int(A) ∈ [A].

(4) For every [A] ∈ Jµ(X), Cl(A) ∈ [A].

Proof. (1), (2) Straightforward.

(3) Suppose that [A] ∈ Jµ(X). From properties of the Jordan measurable sets we can

say that Int(A) is Jordan measurable for any A ∈ J (X,µ) and µ(Int(A)) = µ(A). This

implies that Int(A) ∼ A and thus Int(A) ∈ [A].

(4) Similar to (3). �

De�nition 3.3.3. Elements A ∈ [A] are called representatives of [A].

The Lemma 3.3.1 shows that all representatives of a given element of the Jordan

algebra have the same measure.

Lemma 3.3.4. For any two elements [A], [B] in the Jordan algebra (resp. Jordanian

algebra), the following are equivalent:

(1) [A] ≤ [B].

(2) For any representatives A of [A] and B of [B], there is N ∈ N such that A ⊆

(B ∪N).

(3) For any representative A of [A] there is a representative B of [B] such that A ⊆ B.

Proof. (1) ⇒ (2) Assume that [A] ≤ [B], then [A ∩ B] = [A] ∧ [B] = [A], so by the

above de�nition A∩B ∼ A. Thus, ((A∩B) \A)∪ (A \ (A∩B)) = N for some N ∈ N .

This implies that A \ (A ∩B) = N and hence A ⊆ (N ∪B).

(2)⇒ (3) Since B∪N ∼ B for some N ∈ N and A ⊆ (B∪N) by assumption, therefore,

A ⊆ B.

(3) ⇒ (1) Suppose that A ⊆ B, we have [A] = [A ∩ B] = [A] ∧ [B], and thus [A] ≤

[B]. �
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De�nition 3.3.5. An element [A] ∈ Jµ(X) is called open (reps. closed) if one

representative A of [A] is an open (reps. closed) Jordan measurable subset of X, i.e

A is open (reps. closed) in J (X,µ). We denote the family of all open (reps. closed)

elements in Jµ(X) by J0(X) (reps. Jc(X))

Proposition 3.3.6. Given a measure µ on some topological spaceX, we have Jµ(X) =

J0(X) = Jc(X).

Proof. The direction J0(X) ⊆ Jµ(X) is straightforward.

Let [A] ∈ Jµ(X). By Lemma 3.3.2, Int(A) ∈ [A]. This implies that [A] has an open

representative and so [A] ∈ J0(X). Thus Jµ(X) ⊆ J0(X). This completes the proof.

In same way we can get Jµ(X) = Jc(X).

�

Lemma 3.3.7. (1) The Lebesgue measure algebra Lλ(I) of the unit interval I has

cardinality c.

(2) The Jordan algebra Jλ(I) of the unit interval I also has cardinality c.

Proof. (1) Since Lebesgue measure λ is regular, for every n < ω and for every measur-

able set A, there is an open set Gn and a closed set Fn such that

Fn ⊆ A ⊆ Gn and λ(Gn \ Fn) < 1/n.

This implies that ∪n<ωFn = Fσ ' A ' Gδ = ∩n<ωGn. So each class [A] has a Borel

representative, but there are only c Borel sets in I. Thus, Lλ(I) has cardinality at most c.

On the other hand, for x 6= y, the sets A = (0, x) and B = (0, y) are nonequivalent

representatives for two di�erent classes. So the sets (0, x) are all nonequivalent for

di�erent values of x ∈ I, and the cardinality of I is c. So the cardinality of Lλ(I) will

be at least c and consequently, the cardinality of Lλ(I) is exactly c.

(2) For any ε > 0 and any Jordan measurable set A in I, there are two elementary

sets E and F such that

E ⊆ A ⊆ F and λ(F \ E) < ε.
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But all elementary sets are Borel. So each class [A] must contain a Borel set (as in case

(1)), but we have only c Borel sets in I. We obtain that the cardinality of Jλ(I) is at

most c.

On the other hand, for x 6= y, the open intervals A = (0, x) and B = (0, y) are

Jordan measurable (as their boundaries are �nite) and are nonequivalent representatives

for two di�erent classes. So the sets (0, x) are all nonequivalent for di�erent values of

x ∈ I, and the cardinality of I is c. So the cardinality of Jλ(I) is at least c. Hence, the

cardinality of Jλ(I) is exactly c. �

Lemma 3.3.8. For the Lebesgue measure λ on I, we have the following:

(1) Lλ(I) ∼= Bλ(I), the Borel algebra in I modulo null sets.

(2) σ(Jλ(I)) = Lλ(I), where σ(Jλ(I)) := {
∨
n<ω

[an] = [
⋃
n<ω

an] : an ∈ J (I, λ)}.

Proof. (1) Since every Borel set is Lebesgue measurable, obviously, Bλ(I) ⊆ Lλ(I).

On the other hand, from the part (1) in Lemma 3.3.7, every class in Lλ(I) has a Borel

representative, and so Lλ(I) ⊆ Bλ(I). Hence, Lλ(I) ∼= Bλ(I).

(2) By Remark 3.1.2.1, the σ-algebra generated by Jλ(I) contains all Baire sets. But in

I Baire and Borel sets coincide. So σ(Jλ(I)) contains all Borel classes and consequently

it is exactly Lλ(I) by (1). �

Note that, in an arbitrary topological measure space X, the σ-algebra generated by

the Jordan algebra of X is a subalgebra of the measure algebra of X.

Lemma 3.3.9. (1) The Lebesgue measure algebra Lλ(I) is complete.

(2) The Jordan algebra Jλ(I) is not complete.

Proof. (1) Follows from the fact that "Every measure algebra is complete", ([24], page

295).

(2) Let q1, q2, q3, ... be the rational numbers in I. For 1/2 > ε > 0, consider the collection

G = {(qi− ε/2i, qi+ ε/2i) : i = 1, 2, ...} of open intervals. Obviously, every open interval

in G is Jordan measurable and acts as representative of a class. So G is a subset of the
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Jordan algebra Jλ(I) but the union of G is not Jordan measurable (see � 3.1.1, page

63), and so does not belong to Jλ(I). �

Lemma 3.3.10. Let µ be a normal Radon measure on a compact Hausdor� space X.

Then every measurable subset of X is Jordan measurable. That is, the measure algebra

and the Jordan algebra of µ coincide.

Proof. Let A be any measurable set in X. Clearly A \ Int(A) is measurable and does

not contain any open set. By regularity of µ,

µ(A \ Int(A)) = sup{µ(K) : compact K ⊆ A \ Int(A)}.

But every compact set K ⊆ A \ Int(A) is nowhere dense and µ(K) = 0 by hypothesis.

So µ(A \ Int(A)) = 0. Hence

µ(A) = µ(Int(A)). (1)

By the same argument, we will obtain

µ(A) = µ(Cl(A)). (2)

Equations (1) & (2) imply that µ(∂(A)) = 0. Thus, A is Jordan measurable.

Now, we obtain that Ma(X,µ) ⊆ Jµ(X). The other way round is always true,

i.e., every Jordan measurable set is measurable, Jµ(X) ⊆ Ma(X,µ). Hence, Jµ(X) =

Ma(X,µ). �

From the above result and the fact that every measure algebra is complete (in the

sense of Boolean algebras) we conclude the following:

Remark 3.3.11. If µ is a normal Radon measure on a compact Hausdor� space X,

then Jµ(X) is a complete algebra.

Lemma 3.3.12. Let µ be a (strictly positive) Radon measure on some compact Haus-

dor� space X. If µ is not normal, then the Jordan algebra Jµ(X) in X is not complete.

Proof. By assumption, there is at least one closed nowhere dense set N in X such that

µ(N) > 0. There exists an open set U in X whose boundary is N , by properties of
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nowhere dense sets (page 16). So U is not Jordan measurable. On the other hand, by

Remark 3.1.2.4, the collection B of open Jordan µ-measurable subsets of X forms a

basis for the topology. So U =
⋃
α

Bα for some Bα in B. This shows that Jµ(X) is not

complete because U is a union of members of Jµ(X) but U itself does not belong to it.

�

Now, we discuss the relationships between Jordan algebra and some other types of

algebras that were mentioned in the previous section.

Remark 3.3.13. We observe the following relations:

(1) The open interval algebra Ao(I) is not isomorphic the Jordan algebra Jλ(I), and

even not a subalgebra of the Jordan algebra Jλ(I). Ao(I) contains in�nitely many

atoms but Jλ(I) is atomless.

(2) The elementary algebra E(I) is not a subalgebra of the Jordan algebra Jλ(I) and

not isomorphic to it because E(I) contains in�nitely many atoms while Jλ(I) is

atomless.

(3) The interval algebra I(I) is a subalgebra of the Jordan algebra Jλ(I) but not

isomorphic to it, (see Question 2 in [30]).

(4) All of those three algebras are subalgebras of the Boolean algebra of Jordan mea-

surable sets in I, but none of them is isomorphic to it because the latter algebra

has a very large cardinality (2c) (see Remark 3.1.1.5).

Lemma 3.3.14. The restricted of the Lebesgue measure λ0 to the interval algebra I

is a Darboux charge.

Proof. Consider the function f(a) = λ0(A ∩ [0, a)). Since every continuous function

taking values 0 and 1 is Darboux (by the intermediate value theorem), it is enough to

show that the function f is continuous. Given ε > 0 and take 0 < δ ≤ ε. Suppose that

|b−a| < δ. Now, |f(b)−f(a)| = |λ0(A∩[0, b))−λ0(A∩[0, a))| = |λ0(A∩([0, b)−[0, a)))| ≤

|λ0([0, b) − [0, a))| = |b − a| < δ < ε. Therefore, |f(b) − f(a)| < ε and so f is

continuous. �
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De�nition 3.1.2.2 can be rede�ned for strictly positive measures, as follows:

De�nition 3.3.15. [26] Let X be a compact Hausdor� space and µ a strictly positive

Radon (probability) measure. A subalgebra B of Jµ(X) is said to be a set of genera-

tors for Jµ(X) if for every A ∈ Jµ(X) and every ε > 0 there exist U, V ∈ B such that

U ⊆ A ⊆ V and µ(V \ U) < ε.

We remark that a set of generators for Jµ(X) may exist in the following way:

Remark 3.3.16. Given µ and X as de�ned above. A subalgebra B of J (X,µ) is a set

of generators for Jµ(X) if for every A ∈ Jµ(X) and every ε > 0 there exist U, V ∈ B

with [U ], [V ] ∈ B such that U j A j V and µ(V \ U) < ε, where A j B means

µ([A] \ [B]) = 0 for Jordan measurable sets A,B.

If B is a set of generators for J (X,µ), then B∗ = {[B] : B ∈ B} is a set of generators

for Jµ(X).

Notice that the above de�nition is also valid for Jordanian algebras.

De�nition 3.3.17. [26] Let X, Y be compact Hausdor� spaces and µ, ν Radon proba-

bility measures on X, Y respectively. A measure preserving function f : X → Y is said

to be Jordan measurable if for every ν-Jordan measurable subset B of Y , there is a

µ-Jordan measurable subset A of X such that

µ(A4 f−1(B)) = 0.

An invertible measure preserving function f : X → Y is said to be a Jordan iso-

morphism if both f and f−1 are Jordan measurable. In that case, it is said that

the measure spaces (X,µ) and (Y, ν) are Jordan isomorphic. The isomorphism is

mod(0) if f becomes one-to-one and onto after removing sets of measure zero from X

and Y .

Remark 3.3.18. We remark that the notion of Jordan isomorphism is stronger than

Jordan isomorphism mod(0), and Jordan isomorphism mod(0) between two spaces is

equivalent to saying that the Jordan algebras of such spaces are isomorphic.
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Example 3.3.19. Let µ, ν be two measures on topological spaces X, Y respectively.

If f : X −→ Y is continuous surjection such that f(µ) = ν, then f is Jordan measur-

able. More precisely, if the given f is a homeomorphism, then f would be a Jordan

isomorphism, see Example 2.7 in [26].

Proposition 3.3.20. [26, Proposition 2.3] Let µ, ν be two strictly positive measures

on compact Hausdor� spaces X, Y respectively, and A,B Boolean subalgebras of

Jµ(X),Jν(Y ), which are sets of generators for Jµ(X),Jν(Y ). If A and B are iso-

morphic, then Jµ(X) and Jν(Y ) are isomorphic, and hence their measure algebras are

also isomorphic.

The converse of the above proposition is not true as shown in the following example:

Example 3.3.21. Consider the restriction of the Lebesgue measure to the interval

algebra I and the algebra A generated by closed intervals in I whose endpoints are

rationals. By Remark 3.3.13, I and A are not isomorphic but they both generate the

usual Jordan algebra.

Using Fact 2.2.4 and Remark 2.2.5, we conclude the following:

Remark 3.3.22. Let Z be the Stone space of J (X,µ). By Stone's theorem, J (X,µ)

is isomorphic to the algebra C of clopen subsets of Z by the isomorphism J (X,µ) 3

A 7→ Â ∈ C. Let G be the union of all Â such that A ∈ N . By Lemma 2.2.3, G is

an open set in Z. Then set E = Gc, so E being closed implies that it is a compact

zero-dimensional space (as a subspace), and CE is the algebra of clopen subsets of E.

Notice that A ∈ N if and only if Â ⊆ G or equivalently Â ∩ E = ∅. By Fact 2.2.4,

there is an isomorphism from J (X,µ)/N onto CE, i.e.

[̂A] 7→ Â ∩ E.

Thus, the space E is the Stone space of J (X,µ)/N = Jµ(X).

Lemma 3.3.23. Let Z be the Stone space of the Jordan algebra Jµ(X) = J (X,µ)/N .

We claim that Z can be identi�ed with the set of all ultra�lters on J (X,µ) that

contain no sets of µ-measure zero (or simply measure zero), or equivalently, the set of

all ultra�lters on J (X,µ) that contain all sets of measure one.
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Proof. Since Z is the set of all ultra�lters on Jµ(X), it su�ces to show that every

ultra�lter on Jµ(X) corresponds to an ultra�lter on J (X,µ) which contains all sets

of µ-measure one and conversely. Assume that U is an ultra�lter on Jµ(X). Set

V = {A : [A] ∈ U} (i.e., the family of all Jordan measurable sets that quotient out

by sets of measure zero). Then clearly V is an ultra�lter on J (X,µ), and it contains

every A of measure one (because if A has measure one, then [A] is the unit element on

Jµ(X) and therefore belongs to every ultra�lter on Jµ(X)).

Conversely, if V is an ultra�lter on J (X,µ) which contains all sets of measure one, then,

we claim that for every class [A] ∈ Jµ(X), either all its elements or none of them belong

to V . Suppose that B is any other element of the same class, so [A] = [B] and A ∼ B,

then µ(A\B) = 0 = µ(B\A). For, if µ(A\B) = 0, so its complement C = (A\B)c has

measure one and therefore belongs to V . Now, if A ∈ V then A∩C ∈ V but A∩C ⊆ B,

so B is also in V . In the same way (using µ(B \ A) = 0), if B ∈ V then so is A. Set

U = {[A] : A ∈ V}. Then this U is an ultra�lter on Jµ(X). The claim follows. �

Now, we can work on the Stone space of J (X,µ) by means of the Stone space of

the Jordan algebra Jµ(X).

Lemma 3.3.24. If X is a compact Hausdor� space and µ is a nonatomic Radon

measure on X, then every ultra�lter on the Boolean algebra of Jordan measurable

subsets J (X,µ) of X converges in X.

Proof. Given an ultra�lter U , and suppose it does not converge to any point of X. This

means that for any x ∈ X, there exist an open (Jordan measurable) set Ux containing

x such that Ux /∈ U . Since U is an ultra�lter, then this implies that A = X \ Ux ∈ U .

By compactness, there exists a �nite number of open sets Ux1 , Ux2 , .., Uxn that cover

X so that
⋂n
i=1Ai = X \

⋃n
i=1 Uxi = ∅. Since U is a �lter which is closed under �nite

intersections, we obtain that ∅ ∈ U , which is a contradiction.

�

Note that on J (X,µ) there are two types of utra�lters: principal ulftra�lters, z ∈ Z,

which are generated by single elements x ∈ X and are of the form z = {A ∈ J (X,µ) :

x ∈ A}, and free (or nonprincipal) ultra�lters z = {A : for some A ∈ J (X,µ)} for
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which
⋂
z = ∅.

The above lemma motivates us to introduce the following result.

Proposition 3.3.25. Let µ be a nonatomic Radon measure on compact Hausdor�

spaceX and Z be the Stone space of the Boolean algebra J (X,µ) of Jordan measurable

sets in X. We claim that there is a function f : Z → X such that

(1) f(Â) = A, for every A ∈ J (X,µ), where f(Â) = {f(z) : z ∈ Â} and Â = {z ∈ Z :

A ∈ z} is the clopen subset of Z determined by A.

(2) f(µ̂) = µ (i.e. µ̂(f−1(A)) = µ(A) =⇒ µ̂(Â) = µ(A)),

(3) f is continuous, and

(4) f is surjective.

Proof. (1) Suppose that Az = {A : A ∈ J (X,µ), z ∈ Â} for every z ∈ Z. We

claim that this family has the �nite intersection property. Let A1, A2, .., An ∈ Az, so

z ∈
⋂n
i=1 Âi and hence Â1 ∩ Â2 ∩ .. ∩ Ân 6= ∅. Since Z is compact and Âi are closed,

then
⋂n
i=1 Âi 6= ∅. This implies that

⋂
Az 6= ∅.

Let x ∈
⋂
Az and y ∈ X \ {x}. Since X is Hausdor�, there exist two disjoint open

sets U, V in X such that x ∈ U and y ∈ V . Fix A0 ∈ Az. Then A0 \ U /∈ Az because

x /∈ A0 \ U . So z /∈ Â0 \ U and z ∈ Â0 ∩ U . But Â0 ∩ U ⊂ Â0 ∩ V c = Â0 \ V and

A0 \ V ∈ Az. Hence, y /∈
⋂
Az. Therefore,

⋂
Az is a single point x.

De�ne a function f : Z −→ X by the relation f(z) ∈
⋂
Az, or equivalently,⋂

Az = {f(z)}. From the preceding paragraph, we obtain that f(Â) = A.

(2) Follows from (1).

(3) Given z ∈ Z. Let G be an open subset of X containing f(z). Then f(z) ∈⋂
Az ⊆ G. Since X is a compact Radon measure space, by Lemma 3.1.2.3, there is an

open Jordan µ-measurable subset of X such that H such that

∩Az ⊆ H ⊆ G.
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Now, if z′ is any other point in Ĥ with H ∈ Az′ , then f(z′) ⊆ H ⊆ G. Thus Ĥ is

an open neighborhood of z with z ∈ Ĥ ⊆ f−1(G) and so f is continuous.

(4) To show that f is surjective, since the collection of open Jordan measurable sets

is a basis for the topology on X by Remark 3.1.2.4, for every x ∈ X we can choose an

open Jordan measurable A in J (X,µ) such that there is z ∈ Â ⊆ Z and f(z) = x.

The claim follows. �

Lemma 3.3.26. Let (X,Σ, µ) be a measure space and let (X, Σ̂, µ̂) be its completion.

(1) If µ is strictly positive, then every open set H in Σ̂ is already in Σ.

(2) For every Jordan µ̂-measurable A subset of X, there is a Jordan µ-measurable B

such that B ⊆ A and µ̂(A) = µ(B).

Proof. (1) Let H be an open set in Σ̂. By Lemma 1.2.3.20, there are A,B ∈ Σ such

that A ⊆ H ⊆ B and µ(B \ A) = 0. Therefore, H = Int(H) ⊆ Int(B) ⊆ B. Hence,

H ⊆ Int(B) and µ̂(Int(B) \H) = 0 (I)

On the other hand, by Proposition 1.2.3.21, one can �nd, N ∈ N such that H =

B ∪N . Since µ is strictly positive and µ(N) = 0, then Int(N) = ∅. Now

Int(B) = Int(B) ∪ Int(N) ⊆ Int(B ∪N) = Int(H) = H.

This implies that

Int(B) ⊆ H and µ̂(H \ Int(B)) = 0 (II)

From (I) and (II), we obtain that H = Int(B) which belongs to Σ.

(2) Let A be a Jordan µ̂-measurable set in X. Since Int(A) is open Jordan µ̂-

measurable and µ̂(A) = µ̂(Int(A)), by (1) we have that Int(A) ∈ Σ and µ̂(Int(A)) =

µ(Int(A)). Simply, let B = Int(A). Clearly B is Jordan µ-measurable. �

Proposition 3.3.27. Let (X,Σ, µ) be a measure space and let (X, Σ̂, µ̂) be its com-

pletion. Then the Jordan algebra of µ is the same as the Jordan algebra of µ̂. That

is

Jµ(X) = Jµ̂(X).
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Proof. By Lemma 1.2.3.18, both µ and µ̂ agree on Σ (as µ̂ is an extension of µ). This

implies that Jµ(X) ⊆ Jµ̂(X).

The other way round follows from Lemma 3.3.26. That is Jµ̂(X) ⊆ Jµ(X), and so

Jµ(X) = Jµ̂(X). �
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Chapter 4

Uniform Regularity of Measures and

Charges

In searching for a classi�cation of charges along various cardinal versions of the Jordan

algebra, in the way that we classify measures using the Lebesgue algebra, a surprise

happens. The charges are provably not classi�able in a simple way (see [9]), but the

uniformly regular ones are, and hence the interest in studying them. Interestingly, the

uniformly regular measures give us the same outcome as the uniformly regular charges

do.

This chapter is divided into �ve sections. Section 4.1 is dedicated to the de�nitions

of uniform regularity of measures and charges, and their relations. We also show that

uniform regularity is stronger than separability in this section. In Section 4.2 we study a

various properties of uniformly regular measures and provide some results. In Section

4.3 we give a characterization of (nonatomic) uniformly regular Radon measures on

compact Hausdor� spaces which classify this type of measures. In Section 4.4 we

investigate uniform regular charges on Boolean algebras. In Section 4.5 we show that

the Lebesgue measure on the unit interval is uniformly regular in the sense of topological

spaces but not uniformly regular in the sense of Boolean algebras. In Section 4.6

we show that a countable product (or free product) of uniformly regular measures is

uniformly regular.
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4.1 De�nitions and Relations

In this section we show the connection between uniformly regular measures and charges,

in general, in the sense of topology and Boolean algebra.

De�nition 4.1.1. Let A,B be two families of µ-measurable sets. We say that B

approximates A from below if for every ε > 0 and every A ∈ A, there is B ∈ B with

B ⊆ A such that µ(A \B) < ε.

De�nition 4.1.2. Let A,B be two families of µ-measurable sets. We say that B 4-

approximates A if for every ε > 0 and every A ∈ A, there is B ∈ B such that

µ(A4B) < ε.

De�nition 4.1.3. A measure µ on a topological space X is said to be uniformly

regular if there is a countable family G of open subsets of X such that for every open

set U ⊆ X and every ε > 0, there is G ∈ G with G ⊆ U such that

µ(U \G) < ε.

Notice that we can obtain uniform regularity of measures by approximating closed sets

from above by a countable family of closed subsets of a space (using the complement).

Lemma 4.1.4. A measure µ on a compact X is uniformly regular if and only if there

is a countable family A of open subsets of X such that µ(G \ H) = 0 for every open

set G ⊆ X where H =
⋃
{A : A ∈ A, A ⊆ G}.

Proof. Let B be a countable family of open subsets of X that makes µ uniformly

regular measure. Given an open set U and ε > 0, there is B ∈ B such that B ⊆ U and

µ(U \B) < ε. So µ(
⋃
B⊆U

B(U)) = µ(U) and we are done.

Conversely, given a countable family A as in (if case). Let C = {
n⋃
i=1

Ai : Ai ∈ A}.

Take any open set G, by assumption, there exists an increasing sequence {Cn : n < ω}

in C such that Cn ⊆ G for all n and µ(G) = µ(
⋃
Cn), (this is possible because C is

closed under �nite unions). Let C =
⋃
Cn. Then µ(C) = µ(

⋃
Cn) ≤ supµ(Cn), but

supµ(Cn) ≤ µ(G). So

µ(G) ≤ sup{µ(Cn), Cn ⊆ G} ≤ µ(G).
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This completes the proof.

�

Note that the (only if) case is the de�nition of uniformly regular given by Fremlin

in [22].

We de�ned uniformly regular charge on Boolean algebras earlier, see De�nition 1.2.3.56.

The following diagram demonstrates the relation between uniform regularity in the

sense of Boolean algebra and topology.

#1

Approximating

open sets

by

open sets

(countable)

from below

⇐========

#2

Approximating

measurable sets

by

open sets

(countable)

from below

========⇒

#3

Approximating

measurable sets

by

measurable sets

(countable)

from below

We have seen that it is important to give some details on the de�nitions stated in

the diagram. Let us start from #1, this is our de�nition of uniformly regular measures

(not charges) on topological spaces. The same de�nition cannot be given for charges

because all open sets need not be chargeable. Even if we assumed such a condition, we

would have the relation stated in the diagram. Regarding #2, we mention it for the

sake of seeing the relation between #1 and #3. This de�nition may not be reasonable

as we cannot have such property in general. That is, given a measure µ on a space X

and a countable family G of open sets in X, then for every ε > 0 and every measurable

set E of a measurable space (X,µ), there is an open set G ∈ G such that G ⊆ E and

µ(E \ G) < ε. #3 is our de�nition of uniformly regular charges on Boolean algebras,

but it is also true for measures. We also provide some connections between uniformly

regular measures and charges, for instance, see Proposition 4.3.2 and Proposition 4.2.12.

But the situation is di�erent when we compare "Approximating open sets by open

sets (from a countable family)" with "4-Approximating measurable sets by measurable
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sets (from a countable family)" as shown in the following:

Lemma 4.1.5. For any Radon measure µ on a topological space X, uniform regularity

of µ implies separability. That is,

#1

Approximating

open sets

by

open sets

(countable)

from below

========⇒

#4

4-Approximating

measurable sets

by

measurable sets

(countable)

.

Proof. Given ε > 0 and let G be a countable family of open subsets of X that makes µ

uniformly regular. Clearly G is a countable family of measurable sets as every open is

measurable. It remains to show that for every measurable set E in X, there is G ∈ G

such that

µ(E 4G) < ε.

Let E be a measurable set in X. By regularity of µ, there is an open set U with E ⊆ U

such that

µ(U \ E) < ε/2.

By assumption, for such open set U , there is G ∈ G with G ⊆ U such that

µ(U \G) < ε/2.

Now, we have

µ(E 4G) = µ(E \G) + µ(G \ E)

≤ µ(U \G) + µ(U \ E)

< ε/2 + ε/2 = ε.

This shows that µ is separable. �
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4.2 Uniformly Regular Measures

In this section we study several properties of uniformly regular measures on topological

spaces. We start with the following two known results concerning uniform regularity

of measures and then give our results:

Theorem 4.2.1. [22, Lemma 533G(a)] For a Radon (probability) measure µ on a

compact Hausdor� space X, the following are equivalent:

(1) µ is uniformly regular;

(2) there is a compact metric space M and a continuous (surjective) function f : X →

M such that µ(f−1(f(K))) = µ(K) for every compact K ⊆ X;

(3) there is a countable family A of zero subsets of X such that for every ε > 0 and

every open set U of X, there is A ∈ A such that A ⊆ U and µ(U \ A) < ε;

(4) there is a countable family B of cozero subsets of X such that for every ε > 0 and

every open set U of X, there is B ∈ B such that B ⊆ U and µ(U \B) < ε.

Notice that the above result is also mentioned in [2].

Uniformly regular measure is also called strongly countably determined, (see

[41]).

Theorem 4.2.2. [36, Theorem 1.7] The following are equivalent for a Radon (proba-

bility) measure µ on a compact Hausdor� space X:

(1) µ is uniformly regular on X;

(2) there is a countable family U of open Fσ Jordan µ-measurable subsets of X such

that for every ε > 0 and every compact subset K of X, there is U ∈ U such that

K ⊆ U and µ(U \K) < ε;

(3) there is a compact metric space M and continuous function f from X onto M

such that if we set λ = f(µ), then f(A) is Jordan λ-measurable for every Jordan

µ-measurable subset A of X and
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µ(K) = λ(f(K)) for every compact subset K of X;

(4) there is a countable family F of continuous functions on X such that for every

ε > 0 and every continuous (Riemann µ-integrable) function f on X, there are

g, h ∈ F such that

g ≤ f ≤ h and
∫
x

(h− g)dµ < ε

(5) there is a compact metric space M and strictly positive measure λ on M such that

the Jordan algebra Jν(Y ) is isomorphic to the Jordan algebra Jλ(M), where Y is

support of µ and ν its restriction on Y .

Remark 4.2.3. In this remark recall some simple results on uniformly regular measures

which can be seen also in [16] on page 2065.

(1) Every uniformly regular measure is separable and has a separable support.

(2) Every Radon measure on a compact metrizable space X is uniformly regular.

(3) If λ is the Lebesgue measure on [0, 1] then the corresponding measure λ̂ on the

Stone space of the measure algebra of λ is separable but not uniformly regular.

(4) No measure on [0, 1]c can be uniformly regular. This is Example 5.5 in [2].

Proposition 4.2.4. Every Borel measure on a compact metric space is uniformly

regular.

Proof. Let µ be a Borel measure on a compact metric space X. By Lemma 1.2.1.15 (2),

X has a countable base {Un : n ∈ ω} of open sets. Lemma 1.2.1.3 indicates that every

open set is a union of countably many closed or compact sets. For every n ∈ ω, consider

a countable collection {Km
n ,m ∈ ω} of compact subsets of Un such that µ(Un \Km

n ) <

1
m.2n

. Let U be an open set and ε > 0. Then U =
⋃
n∈N Un for some N ⊂ ω. There

is a �nite M ⊆ such that µ(U \
⋃
n∈N∩M Un) < ε. For n ∈ M , we take m such that

1
m
< ε. Thus K :=

⋃M
n=1K

m
n , which is compact Gδ and hence µ(U \K) < ε. The claim

follows. �
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Example 4.2.5. Consider the Lebesgue measure λ on the algebra generated by open

intervals in I = [0, 1]. The Jordan algebra Jλ(I) is a subalgebra of the random algebra

(=Boolean algebra of all Lebesgue measurable modulo measure zero) R. Moving to the

Stone space Y = Stone(R) of the random algebra R, we obtain a topological space on

which the Lebesgue measure induces a separable measure but not uniformly regular (see

Remark 4.2.3 (3)). While the induced measure λ̂ on the Stone space Z = Stone(Jλ(I))

of the Jordan algebra Jλ(I) happens to be uniformly regular. By Proposition 3.3.25,

f : Z → I is a continuous surjective function such that f(λ̂) = λ. From Lemma 2.2.3,

we can deduce λ̂(f−1(f(F ) \ F ) = 0 for every compact set F ⊆ Z (for more detail, see

Lemma 2 in [33]), and thus λ̂ is uniformly regular on Z because I is metrizable (see

Theorem 4.2.1).

Proposition 4.2.6. Let µ be a uniformly regular measure on a topological space X

and Y a subspace of X. The restricted measure µ0 = µ|Y to Y is also uniformly regular.

Proof. Let G be a countable family of open subsets ofX that makes µ uniformly regular.

Set H = {H : H = G ∩ Y,G ∈ G}, then H is a countable collection of open sets in Y .

We now show that H is uniformly µ0-dense in Y . Given an open set U in Y and ε > 0,

there is an open set V in X such that U = V ∩ Y . By assumption, for that V there is

G ∈ G with G ⊆ V such that

µ(V \G) < ε.

But

µ0(U \H) = µ(V ∩ Y \G ∩ Y ) ≤ µ(V \G) < ε.

We are done. �

The other direction of the above proposition is not true in general. That is, if we

have a uniformly regular measure µ on a subspace Y of a given space X, even if such

Y is open or closed as a subspace, then µ cannot always be extended to a uniformly

regular measure µ̂ on the whole X, as shown in the following example:

Example 4.2.7. Given the Jordan algebra Jλ(I) and let Y be its Stone space. By

Example 4.2.5, the induced measure λ̂ on Y is uniformly regular. Since Y has weight
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c as |Jλ(I)| = c, by Lemma 3.3.7, Y is embeddable into [0, 1]c, by Theorem 1.2.1.19.

Hence, λ̂ can be extended to a measure λ̄, say, on the whole [0, 1]c, by Proposition

1.2.3.35. But, by Remark 4.2.3 (4), no measure on [0, 1]c can be uniformly regular.

Thus, λ̂ cannot be extended to a uniformly regular measure on [0, 1]c.

The image of a uniformly regular measure is preserved under an open continuous

surjective function.

Proposition 4.2.8. Let X, Y be two topological spaces and f : X −→ Y a continuous

open surjection. If µ is a uniformly regular measure on X, then f(µ) is also a uniformly

regular measure on Y . Furthermore, the converse is true whenever f is in addition a

one-to-one function.

Proof. Let ν = µf−1 and let G be a countable family of open subsets of X that makes

µ uniformly regular. If H = {H : H = f(G), G ∈ G}, then H is a countable family of

open subsets of Y as f is an open function. We need to show that for every open set

U in Y and every ε > 0, there is H ∈ H with H ⊆ U such that

ν(U \H) < ε.

Given an open set U in Y , so f−1(U) is open in X. Since µ is uniformly regular,

then there is G ∈ G with G ⊆ f−1(U) such that

µ(f−1(U) \G) < ε.

Now, we have G ⊆ f−1(U) which implies that f(G) ⊆ U . But G ⊆ f−1(f(G)) ⊆

f−1(U) and so

µ(f−1(U) \ f−1(f(G))) < ε.

Equivalently,

ν(U \ f(G)) = ν(U \H) < ε.

On the other hand, set ν = µf−1. Suppose that H is a countable family of open

subsets of Y that makes ν uniformly regular and f is one-to-one. We need to prove

that µ is uniformly regular on X. Now, f−1(H) = {f−1(H) : H ∈ H} is a countable

set of open subsets of X. Let ε > 0 and U be an open set in X. By assumption f(U)

is open in Y . Since ν is uniformly regular on Y , there is H ∈ H such that
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H ⊆ f(U) and ν(f(U) \H) < ε.

Equivalently,

µf−1(f(U) \H) = µ(f−1(f(U)) \ f−1(H)) < ε.

But f−1(f(U)) = U as f is a one-to-one function and f−1(H) ∈ f−1(H) is open in X.

Hence,

µ(U \ f−1(H)) < ε.

This completes the proof. �

From the above proposition, we conclude the following:

Corollary 4.2.9. Let X, Y be two compact Hausdor� spaces and f : X −→ Y a

homeomorphism. Then µ is a uniformly regular measure on X if and only if ν = f(µ)

is a uniformly regular measure on Y .

Lemma 4.2.10. If µ is a Radon measure on a compact Hausdor� zero-dimensional

space X, then we have the following:

(1) Every open subset of Z can be approximated by a clopen set from below. That is,

for every ε > 0 and every open set U in Z, there is a clopen set C with C ⊆ U

such that

µ(U \ C) < ε.

(2) Every µ-measurable (Borel) subset of Z can be 4-approximated by a clopen set.

That is, for every ε > 0 and every µ-measurable (Borel) set B in Z, there is a

clopen set C such that

µ(U 4 C) < ε.

Proof. (1) Let ε > 0 and U be an open set in Z. By regularity of µ, there is a closed

set F with F ⊆ U such that

µ(U \ F ) < ε.

But U can be expressed as union of clopen subsets Ci ofX, U =
⋃
i∈I
Ci for some index set

I. Since Ci are basic open, for each x ∈ F , there exists Ci such that x ∈ Ci ⊆ U . There-

fore F ⊆
⋃
x∈F

Ci(x) ⊆ U . So
⋃
x∈F

Ci(x) forms a cover for F . By compactness, there is a
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�nite subcover {Ci(x) : i = 1, . . . , n} of {Ci(x) : x ∈ F} such that F ⊆
n⋃
i=1

Ci(x) ⊆ U .

Set C =
n⋃
i=1

Ci(x), then C is clopen. Hence C ⊆ U and µ(U \ C) < ε.

(2) Given a measurable (Borel) subset B of Z and ε > 0. By regularity of µ, there

is an open set U with B ⊆ U such that

µ(U \B) < ε/2,

.

By part (1) for open set U , one can �nd a clopen set C with with C ⊆ U such that

µ(U \ C) < ε/2.

Now, we have

µ(B 4 C) = µ(B \ C) + µ(C \B)

≤ µ(U \ C) + µ(U \B)

< ε/2 + ε/2

= ε.

This completes the proof. �

Remark 4.2.11. Note that the above lemma is true for any compact Hausdor� space

that carries a Radon measure when replacing clopen sets by basic open sets.

In the following result, we show how the properties of a charge on a Boolean algebra

A transfer to its induced measure on the Stone space of A:

Proposition 4.2.12. Let µ be a charge on a Boolean algebra A and ν be the induced

Radon measure on the Stone space Z of A. We have the following:

(1) If ν is nonatomic, then µ is nonatomic.

(2) µ is continuous if and only if ν is continuous.
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(3) If µ is Darboux, then ν is Darboux.

(4) µ is uniformly regular if and only if ν is uniformly regular.

(5) µ is separable if and only if ν is separable.

(6) µ is strictly positive if and only if ν is strictly positive.

Proof. (1) and (3) follow directly from Theorem 2.1.22 and Theorem 2.1.20, respec-

tively, and (6) is straightforward.

(2) Given ε > 0. Assume that the charge µ is continuous. Then there is a �nite

partition P = {a1, a2, . . . , an} of the unity 1A such that µ(ai) < ε for i = 1, 2, . . . , n.

By the Stone isomorphism, for each i, ai corresponds to âi and µ(ai) = ν(âi). So

P̂ = {â1, â2, . . . , ân} with Z =
n⋃
i=1

âi and ν(âi) < ε. Thus, P̂ is the required partition.

Hence, ν is continuous.

Conversely, let ν be a continuous measure andm a positive integer such that 1/m < ε.

Then there is a �nite partition E = {E1, E2, . . . , En} of Z such that

0 < ν(Ei) < ε ·

[
m · ν(Z)

1 +m · ν(Z)

]
,

for i = 1, 2, . . . , n. Since Z is compact zero-dimensional, by Lemma 4.2.10 (2), for each

i, there is a clopen set Ci such that

ν(Ei4 Ci) <
ν(Ei)

m · ν(Z)
.

But Ci ⊆ Ei ∪ (Ei4 Ci), so

µ(Ci) = ν(Ci) ≤ ν(Ei) ·

[
1 +

1

m · ν(Z)

]
= ν(Ei) ·

[
1 +m · ν(Z)

m · ν(Z)

]
< ε.

Moreover, we have

µ
(
Z \

n⋃
i=1

Ci
)

= ν
(
Z \

n⋃
i=1

Ci
)

= ν
( n⋃
i=1

Ei \
n⋃
i=1

Ci
)

≤ ν
[ n⋃
i=1

(Ei \ Ci)
]

=
n∑
i=1

ν(Ei \ Ci)

≤
n∑
i=1

ν(Ei4 Ci) < 1/m < ε, for i = 1, 2, . . . , n.
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Setting, â1 = C1, âi = Ci \ (C1 ∪ C2 ∪ · · · ∪ Ci−1) i = 2, . . . , n + 1, where Cn+1 =

Z \
n⋃
i=1

Ci. This is possible by the properties of Stone representation. So âi is clopen

and ν(âi) = µ(ai) < ε for every i = 1, 2, . . . , n + 1 and Z =
n+1⋃
i=1

âi. Thus, by Stone

isomorphism, âi ←→ ai and so the set {ai : i = 1, 2, . . . , n+ 1} forms a partition of 1A

with µ(ai) < ε. Hence, µ is continuous.

(4) Let B be a countable collection of elements of A that makes µ uniformly regular

on A. For b ∈ B, b corresponds to the clopen set b̂ in Z. Let C = {C : C = b̂, b ∈ B}, so

C is a countable collection of compact Gδ sets in Z because every closed set is compact

and every open set is Gδ. We now show that C is uniformly ν-dense in Z. Let ε > 0

and let U be an open set in Z. By Lemma 4.2.10, we can approximate U by a clopen

set A in Z, that is

ν(U \ A) < ε/2.

But A corresponds to a for some a ∈ A and µ is uniformly regular on A, so, there is

b ∈ B such that

b ≤ a and µ(a \ b) < ε/2.

This implies that

b̂ = C ⊆ A and ν(A \ C) < ε/2,

for some C. Now, we have

ν(U \ C) < ν(U \ A) + ν(A \ C) < ε/2 + ε/2 = ε

Thus, ν is uniformly regular.

Conversely, assume that ν is uniformly regular. Let {Gn, n < ω} be a countable

family of open subsets of Z. Using Lemma 4.2.10, we let {Cn
m,m < ω} be a countable

family of clopen sets in Z such that

ν(Gn \ Cn
m) < 1/m.

We now have a countable family C = {Cn
m : n < ω,m < ω} of clopen subsets of Z

which corresponds to a countable subset B ⊂ A. It remains to show that this family
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is uniformly µ-dense in A. Let a ∈ A. Then â is open in Z and µ(a) = ν(â). We can

choose ε > 0 and n,m such that

ν(â \ Cn
m) < ε.

But ν(â \ Cn
m) = µ(a \ b) for some b ∈ B.

Thus,

µ(a \ b) < ε.

This proves that µ is uniformly regular.

(5) Suppose that µ is separable on A. Then A has a countable µ-dense B. We know

that each b ∈ B corresponds to a clopen set b̂ = K in Z. Let K = {K : K = b̂, b ∈ B},

so K is a countable collection of (Borel) subsets of Z. Let B be a Borel set in Z, by

Lemma 4.2.10, there is a clopen set C such that

ν(B 4 C) < ε/2.

By Stone isomorphism, each clopen set C corresponds to a ∈ A. By the assumption,

for every â = C there is b̂ = K ∈ B such that

µ(a4 b) = ν(C 4K) < ε/2.

Therefore,

µ(B 4K) ≤ µ(B 4 C) + µ(C 4K)

< ε/2 + ε/2

= ε.

This shows that ν is separable.

Conversely, assume that ν is separable. Let {Bn, n < ω} be a countable family of

ν-measurable (Borel) subsets of Z. Using Lemma 4.2.10 and applying the same steps

as in (4), one can prove that the charge µ is separable.

�
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Remark 4.2.13. We shall further explain the above proposition in the following cases:

(1) The converse of (1) is true in a very special case as it can be seen in Lemma 4.3.5.

We do not know if it is true in general.

(2) The converse of (3) is false in general. Consider the product measure µ on 2ω. It

is known that 2ω is isomorphic to the Stone space of the Cantor algebra Ac and µ

is isomorphic to the Lebesgue measure λ on I = [0, 1]. Clearly µ is Darboux, but

the restricted measure µ|Ac to Ac is not because Ac is isomorphic to the algebra A

generated by {[a, b) : 0 ≤ a < b < 1, a, b ∈ Q ∩ I} and Example 2.1.13 showed that

λA is not Darboux.

(3) The converses of (1) and (3) will be true if we have one of the following hypotheses:

(i) If µ is a charge on a Boolean algebra A and ν its induced charge (not measure)

on the Stone space Z of A, (see Theorem 2.3.1).

(ii) If µ is a measure on a complete Boolean σ-algebra A and ν its induced mea-

sure on the Stone space Z of A, (see Theorem 321J, [20]).

From Lemma 4.2.12 and Lemma 4.2.10, we conclude the following corollary:

Corollary 4.2.14. For a Radon measure µ on a compact zero-dimensional Hausdor�

space X, we have

(1) µ is uniformly regular if and only if there is a countable family K of clopen sets in

X such that for every ε > 0 and every clopen set C in X, there is K ∈ K such that

K ⊆ C and µ(C \K) < ε.

(2) µ is separable if and only if there is a countable family K of clopen sets in X

such that for every ε > 0 and every clopen set C in X, there is K ∈ K such that

µ(C 4K) < ε.
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4.3 Classi�cation of Uniformly Regular Measures

In this section we give a characterization of (nonatomic) uniformly regular Radon

measures on compact Hausdor� spaces which classify this type of measures. We begin

by establishing some results that assist us to prove our characterization.

Lemma 4.3.1. [26, Proposition 2.4] Let X be a compact Hausdor� space and µ be

a Radon probability measure on X. Then a base B for the topology consisting of

open Jordan µ-measurable subsets of X, that is closed under �nite unions, is a set of

generators for J (X,µ).

Proposition 4.3.2. Let µ be a nonatomic uniformly regular Radon measure on a

compact Hausdor� space X.

(1) There exists a countable family U of open (Fσ) Jordan measurable subsets of X

which is uniformly µ-dense in X.

(2) The Boolean algebra J0 generated by U is a set of generators for J (X,µ).

(3) The quotient algebra of J0 modulo null sets (in J0) is a set of generators for Jν(Y ),

where Y = supp(µ) and ν the restriction of µ to Y .

(4) Both J (X,µ) and Jν(Y ) carry uniformly regular measure.

Proof. (1) Let H = {Hn : n < ω} be a countable family of Fσ open subsets of X that

makes µ uniformly regular. By assumption, for a given ε > 0 and every compact set K

in X, there is Hn ∈ H with K ⊆ Hn such that

µ(Hn \K) < ε.

Since X is normal and the collection of open Jordan µ-measurable sets forms a basis

for X (by Remark 3.1.2.4), for each open set Hn containing a compact or closed set K,

there is an open Jordan measurable set Un such that

K ⊆ Un ⊆ Cl(Un) ⊆ Hn and µ(Un \K) < ε. (?)

Obviously, the family U of all such open (Fσ) Jordan measurable sets Un (as
⋃
K = Un)

that satis�es the above inequality (?) is uniformly µ-dense.
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(2) Assume that J0 is the algebra generated by U . Then J0 is a subalgebra of

J (X,µ). We now show that J0 is a set of generators for J (X,µ). Let ε > 0 and

A ∈ J (X,µ). By assumption (1), for each compact set, say, Cl(A), there is a U ∈ J0

with A ⊆ Cl(A) ⊆ U such that

µ(U \ A) = µ(U \ Cl(A)) < ε/2. (†)

On the other hand, in the same way as above and using the complement of (1) (because

uniform regularity is self dual), for any open set, say Int(A), there is a Baire Jordan

measurable V ∈ J0 with V ⊆ Int(A) ⊆ A such that

µ(Int(A) \ V ) = µ(A \ V ) < ε/2. (‡)

From (†) and (‡), we conclude that for an arbitrary A ∈ J (X,µ), there exist Baire

Jordan measurable sets U, V ∈ J0 with V ⊆ A ⊆ U such that

µ(U \ V ) < ε.

Hence, J0 is a set of generators for J (X,µ).

(3) Let J ′ be the quotient algebra of J0 modulo the ideal of null sets in J0. Since

all nonempty members of J ′ are classes of positive measure, J ′ ⊆ Jν(Y ). In the same

way above and using Remark 3.3.16, we can prove that J ′ is a set of generators for

Jν(Y ). This is possible because the only members of positive measure in J (X,µ) can

lie between two members of J ′. This completes the proof.

(4) Since |J0| = ℵ0 (because U is countable) and |J ′| = ℵ0, the uniform regularity

of charges on J (X,µ) and Jµ(X) follows from (2) and (3). �

From Proposition 4.3.2, Lemma 2.1.7 and Theorem 2.1.22 we obtain the following:

Remark 4.3.3. For any strictly positive nonatomic uniformly regular measure on

a compact Hausdor� space, there is a countable atomless algebra which is a set of

generators for its Jordan algebra.

Also, notice that a measure µ on a topological space and its support have the same

Jordan algebra if supp(µ) has full measure, i.e. µ(supp(µ)) = 1.
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Lemma 4.3.4. [10, Theorem 4.9] Let µ be a strictly positive nonatomic charge on

the Cantor algebra Ac. Then the Jordan extension algebra Jµ(Ac) (or equivalently, the

Jordan algebra Jµ(2ω)) is isomorphic to the Jordan algebra Jλ(I).

Lemma 4.3.5. Let µ be a strictly positive charge on a countable Boolean algebra A

and ν the induced measure on its Stone space Z. Then µ is nonatmoic if and only if ν

is nonatomic.

Proof. Suppose that µ is nonatomic on A. By Remark 2.1.8, A is atomless, so now A is

both countable and atomless. Hence it is isomorphic to the Cantor algebra. By Lemma

2.1.15, µ is continuous. Therefore its extension ν to Z is continuous, by Proposition

4.2.12 (2) and so ν is nonatomic, because the continuity and nonatomicity for measures

are equivalent, (see Theorem 5.1.6, [43]).

Conversely, already proved in Proposition 4.2.12 (1). �

The following result classify the class of (strictly positive nonatomic) uniformly

regular Radon measures on compact spaces:

Theorem 4.3.6. Let µ be a strictly positive nonatomic uniformly regular Radon mea-

sure on a compact Hausdor� space X. Then the Jordan algebra of µ is isomorphic to

the Jordan algebra of λ, the Lebesgue measure on [0, 1]. That is

Jµ(X) ∼= Jλ([0, 1]).

Proof. This result was proved by Mercourakis in [36, Remark 1.10] but we prove it in

a di�erent way. Let B = J ′, the quotient algebra constructed in Proposition 4.3.2 (3).

By Remark 4.3.3, B is countable and atomless. Obviously, the induced charge µ0 on B

is strictly positive and then it is nonatomic by Remark 2.1.8. Let Y = Stone(B). By

Theorem 1.2.2.34, Y is a compact metrizable space and by Lemma 4.3.5, the induced

measure µ̂ on Y is nonatomic. It is known that (Y, µ̂) is isomorphic to the product

measure space (2ω, λ) andB ∼= Clop(Y ) ∼= Ac (see � 1.2). ButB is (isomorphic to) a set

of generators for Jµ(X) by Proposition 4.3.2. On the other hand, Ac is a basis for Y and

all its elements are clopen and thus open Jordan measurable sets. So, by Lemma 4.3.1,

Ac is a set of generators for Jλ(2ω). Therefore, by Proposition 3.3.20, Jµ(X) ∼= Jλ(2ω)

(as B ∼= Ac) and by Lemma 4.3.4, Jλ(2ω) ∼= Jλ(I). Hence, Jµ(X) ∼= Jλ(I). �
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From the above theorem we deduce the following corollary:

Corollary 4.3.7. Any two strictly positive nonatomic uniformly regular Radon mea-

sures on compact Hausdor� spaces have isomorphic Jordan algebras.

Proposition 4.3.8. Let µ be a strictly positive nonatomic measure on a compact

metric space X. Then the Jordan algebra of µ is isomorphic to the Jordan algebra of

λ, the Lebesgue measure on [0, 1]. That is

Jµ(X) ∼= Jλ([0, 1]).

Proof. Follows from Proposition 4.2.4 and Theorem 4.3.6. �

Notice that for a topological space carrying a strictly positive uniformly regular

measure puts a limit on its weight, as shown in the following:

Proposition 4.3.9. Let µ be a strictly positive nonatomic Radon measure on a com-

pact Hausdor� space X. If µ is uniformly regular, then the weight of X is at most

c.

Proof. By Remark 3.1.2.4, the family of open Jordan µ-measurable subsets of X is

a base B for the topology on X because X is compact Hausdor� and µ is Radon.

Since µ is strictly positive, all nonempty members of B are of positive measure and

so B ⊆ Jµ(X). By the uniform regularity of µ, Jµ(X) ∼= Jλ([0, 1]) and the size of

Jλ([0, 1]) is exactly c, (see Lemma 3.3.7). Therefore

|B| ≤ |Jµ(X)| = c

Thus, the weight of X cannot be greater than c. �

The following are some consequences of Theorem 4.3.6:

Proposition 4.3.10. Let µ be a nonatomic uniformly regular Radon measure on a

compact Hausdor� space X, and let µ̂ be the induced measure on Y , the Stone space

of the Boolean algebra generated by a countable family of open sets in X that makes

µ uniformly regular. Then we have the following:

102



CHAPTER 4. UNIFORM REGULARITY OF MEASURES AND

CHARGES 103

(1) The Boolean algebra of Jordan µ-measurable subsets of X is isomorphic to the

Boolean algebra of Jordan µ̂-measurable subsets of Y .

(2) The Jordan algebra of µ is isomorphic to the Jordan algebra of the restricted

measure to the support of µ̂, whenever µ is strictly positive.

Proof. (1) Let K be a countable family of open sets in X that makes µ uniformly

regular. Suppose that B is the Boolean algebra generated by K. B is countable and µ

induces a charge µ0 on B. Let Y = Stone(B). Then µ0 extends to a Radon measure µ̂ on

Y . By Theorem 1.2.2.34, Y is metrizable, and by Proposition 4.2.4, such µ̂ is uniformly

regular. In particular, the algebra Clop(Y ) makes µ̂ uniformly regular, (see Lemma

4.2.10). Since Clop(Y ) is closed under �nite unions and each element is open Jordan

µ̂-measurable, by Lemma 4.3.1, Clop(Y ) is a set of generators for the Boolean algebra

J (Y, µ̂) of Jordan µ̂-measurable subsets of Y . On the other hand, by Proposition 4.3.2,

B can be identi�ed as a set of generators for the Boolean algebra J (X,µ) of Jordan

µ-measurable subsets of X. But B ∼= Clop(Y ), by the Stone Representation Theorem.

Hence, by Proposition 3.3.20,

J (X,µ) ∼= J (Y, µ̂).

(2) Suppose that µ is strictly positive nonatomic. Given the countable algebra B

and µ0 as constructed above. By Theorem 2.1.22, µ0 is nonatomic. Let B′ be the

quotient algebra of B modulo null sets. Then, by Lemma 2.1.7, B′ is atomless and

countable (because every atomless with more than one point is in�nite). Therefore, µ0

induces a strictly positive charge ν on B′ and so ν([b]) = µ0(b) for all b ∈ B. Let W =

Stone(B′). By Proposition 2.2.7, the induced Radon measure ν̂ on W is the same as

the restriction of µ̂ to W and W = supp(µ̂). By Theorem 1.2.2.34, W is metrizable,

and by Proposition 4.2.4, µ̂|
W
is uniformly regular on W . Hence, by Corollary 4.3.7,

Jµ(X) ∼= Jµ̂|
W

(W ) = Jν̂(W ).

This �nishes the proof. �

Proposition 4.3.11. Let µ be a strictly positive nonatomic Radon measure on a

compact Hausdor� space X. Then µ is uniformly regular if and only if there is a
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compact metric space M and strictly positive measure ν on M such that the Jordan

algebra Jµ(X) is isomorphic to the Jordan algebra Jν(M).

Proof. Let µ be uniformly regular. Set ν = µ̂|
W

and M = W . By Proposition 4.3.10,

M is compact metric and ν is strictly positive on M for which

Jµ(X) ∼= Jν(Y ).

Conversely, the same proof of (5) =⇒ (2) in Theorem 4.2.2 works well. �

Lemma 4.3.12. Assume that A,B are Boolean algebras, and ϕ : A −→ B is a

bijection which preserves ” ≤ ” (i.e., a ≤ b ⇐⇒ ϕ(a) ≤ ϕ(b)). Then ϕ is a Boolean

isomorphism.

Proof. To check that ϕ(a∧ b) = ϕ(a)∧ϕ(b): let a, b ∈ A. Since a∧ b ≤ a and a∧ b ≤ b,

then ϕ(a ∧ b) ≤ ϕ(a) and ϕ(a ∧ b) ≤ ϕ(b). Therefore, ϕ(a ∧ b) ≤ ϕ(a) ∧ ϕ(b).

For the other direction, let c = a ∧ b, so c ≤ a and c ≤ b, and for all d, d ≤ a, b

implies that d ≤ c. For every e ∈ B: if e ≤ ϕ(a), e ≤ ϕ(b) and e = ϕ(d) for some d (as

ϕ is bijective), then d ≤ a, b which implies that d ≤ a ∧ b, so ϕ(d) ≤ ϕ(a ∧ b). Thus,

e ≤ ϕ(a ∧ b). Hence, ϕ(a ∧ b) = ϕ(a) ∧ ϕ(b). �

The next proposition shows that the Jordan algebra of any uniformly regular mea-

sure is unique up to isomorphism.

Proposition 4.3.13. Consider the Lebesgue measure λ on the unit interval I = [0, 1].

Then Jλ̂(Z) ∼= Jλ(I), where λ̂ is the induced measure on Z = Stone(Jλ(I)).

Proof. We give two di�erent proofs. (1) is obtained from our results. As follows: the

Lebesgue measure on I is strictly positive uniformly regular. By Proposition 4.2.12,

λ̂ is uniformly regular on Z as the measure on Jλ(I) is always uniformly regular. By

Corollary 4.3.7, Jλ̂(Z) ∼= Jλ(I).

(2) by the Stone isomorphism we know that Jλ(I) ∼= Clop(Z), and Clop(Z) ⊆ Jλ̂(Z)

because λ̂(∂(C)) = λ̂(∅) = 0 for every C ∈ Clop(Z), then Jλ(I) v Jλ̂(Z), i.e. Jλ(I) is

embeddable into Jλ̂(Z).
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For the other direction, let A
Z
∈ Jλ̂(Z). Since Jλ(I) has a dense subalgebra, which

is the Cantor algebra Ac, then λ is uniformly regular on Jλ(I). By Proposition 4.2.12, λ̂

is uniformly regular on Z. In particular, Âc is uniformly λ̂-dense in Z. By Proposition

4.3.2, this copy of Âc is a set of generators for Jλ̂(Z). For every ε > 0 and for the given

A
Z
, there exist â1, â2 ∈ Âc such that â1 ⊆ A

Z
⊆ â2 and λ̂(â2 \ â1) < ε. But λ̂(â) = λ(a)

for all a ∈ Ac. Find A, for all n < ω �x a1
n, a

2
n ∈ Ac such that â1

n ⊆ A
Z
⊆ â2

n and

λ(â2
n \ â1

n) < 1/n. Let A =
∨
n<ω

a1
n, so A /∈ Ac however A ∈ Jλ(I) because λ(∂(A)) = 0.

Note that λ(A) = λ̂(A). Therefore, ϕ : A
Z
7−→ A shows that Jλ̂(Z) v Jλ(I). It

remains to prove that the operations (between Jλ̂(Z) and Jλ(I)) are preserved. From

the above statements, one can conclude that ϕ is a bijection because if A
Z
6= B

Z
, then

λ̂(A
Z
4B

Z
) > 0. So, if ϕ(A

Z
) = ϕ(B

Z
) = A for some A ∈ Jλ(I), then ϕ(A

Z
4B

Z
) = 0

which is contradiction. Thus, by Lemma 4.3.12, Jλ̂(Z) ∼= Jλ(I). �

From the above result we remark that for every Jordan λ̂-measurable subset A of

Z, there is a clopen set C in Z such that

λ̂(A4 C) = 0.

This means that every class in Jλ̂(Z) has a clopen representative.

Remark 4.3.14. A charge on Jordan algebras is always uniformly regular, so the

Jordan algebra of the Stone space of a Jordan algebra is isomorphic to the usual Jordan

algebra.

4.4 Uniformly Regular Charges and Their Classi�ca-

tion

This section study several properties of uniformly regular charges on some algebra of

sets and their classi�cation.

Proposition 4.4.1. [10, Proposition 4.2] Let A be a Boolean algebra that supports

a uniformly regular continuous charge. Then A is isomorphic to a subalgebra of the

Cohen algebra.
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Theorem 4.4.2. [10, Theorem 4.1] Suppose that A is a Boolean algebra and µ is a

strictly positive continuous uniformly regular charge on A. Then (A, µ) is (metrically)

isomorphic to a subalgebra of the Jordan algebra (of the unit interval) with the Lebesgue

measure. Consequently, a Boolean algebra supports a continuous uniformly regular

charge if and only if it is isomorphic to a subalgebra of the Jordan algebra Jλ(I)

containing a dense Cantor subalgebra.

We show that Theorem 4.4.2 can be proved under a weaker assumption, as follows:

Theorem 4.4.3. Suppose that A is a Boolean algebra and µ is a strictly positive

nonatomic uniformly regular charge on A. Then (A, µ) is (metrically) isomorphic to

a subalgebra of the Jordan algebra (of the unit interval) with the Lebesgue measure.

Consequently, a Boolean algebra supports a nonatomic uniformly regular charge if and

only if it is isomorphic to a subalgebra of the Jordan algebra Jλ(I) containing a dense

Cantor subalgebra.

Proof. The same proof of Theorem 4.4.2 goes well. The point is that uniform regularity

of µ on A give us a countable subalgebra, say B. Then, the nonatomicity of µ tells us

this subalgebra is atomless (by Lemma 2.1.7) and hence B is isomorphic to the Cantor

algebra. �

From Theorem 4.4.2 and Theorem 4.4.3, we obtain the following corollary:

Corollary 4.4.4. A Boolean algebra supports a continuous uniformly regular charge

if and only if it supports a nonatomic uniformly regular charge.

Theorem 4.4.5. [10, Proposition 4.10] Let µ be a strictly positive nonatomic separable

charge on Boolean algebra A. Then (A, µ) is metrically isomorphic to a subalgebra of

the random algebra.

Corollary 4.4.6. Let X be any topological space and µ a (nonatomic) uniformly

regular charge on an algebra A of subsets of X. Then the charge algebra C (X,µ) of

X is isomorphic to a subalgebra of Jλ(I).

Proof. Follows from Proposition 2.3.2 and Theorem 4.4.2. �
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Theorem 4.4.7. [9, Theorem 4.6] Let A be a Boolean algebra. Then A carries either

a uniformly regular charge or a charge which is not separable.

Proposition 4.4.8. Let µ be a uniformly regular charge on algebra of subsets of a

topological space X and Y a subspace of X. The restricted charge µ0 = µ|Y to Y is

also uniformly regular.

Proof. Follows from Proposition 4.2.6. �

Proposition 4.4.9. Let A be an algebra of subsets of a space X and µ0 a charge on

A. Assume that B is a uniformly µ0-dense subalgebra of A and µ1 = µ0|B. For a subset

E ⊆ X, de�ne

µ∗(E) = inf{µ1(B) : E ⊆ B,B ∈ B} and

ν∗(E) = inf{µ0(A) : E ⊆ A,A ∈ A}.

Let

C = {C : ν∗(E) = ν∗(E ∩ C) + ν∗(E ∩ Cc), E ⊆ X} and

D = {D : µ∗(E) = µ∗(E ∩D) + µ∗(E ∩Dc), E ⊆ X}.

Then

(1) C and D coincide.

(2) The restriction of µ∗ and ν∗ to D and C are charges µ and ν, which are the Jordan

extensions of µ0 and µ1, respectively.

(3) µ = ν.

(4) µ0 (or µ1) is uniformly regular if and only if µ is uniformly regular on X.

Proof. (1) Suppose that ε > 0 and D ∈ D. By Lemma 3.2.1 (4), there exist B1, B2 ∈ B

with B1 ⊆ D ⊆ B2 such that µ1(B2 \ B1) < ε. But B is subalgebra of A and µ1 and

µ0 agree on B, so D ∈ C. On the other hand, let C ∈ C, then there exist A1, A2 ∈ A

with A1 ⊆ C ⊆ A2 such that µ0(A2 \ A1) < ε/3. Since B is uniformly µ0-dense in
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A, we can �nd B1, B2 ∈ B with B1 ⊆ A1 and B2 ⊇ A2 (using complement) such that

µ0(A1 \B1) < ε/3 and µ0(B2 \ A2) < ε/3. Therefore, B1 ⊆ A1 ⊆ C ⊆ A2 ⊆ B2 and so

µ0(B2 \B1) = µ1(B2 \B1) < ε.

Thus, C ∈ D.

(2) By Theorem 1.2.3.12, µ and ν are charges on X.

(3) Uniqueness follows from the completeness of µ and ν. Hence µ = ν, (see Theorem

1.2.3.12).

(4) Let A∗ be a countable family of µ0-chargeable sets in A that makes µ0 uniformly

regular. Let E be any µ-chargeable set in X and ε > 0. By Lemma 3.2.1 (4), there

exist A1, A2 ∈ A such that

A1 ⊆ E ⊆ A2 and µ(A2 \ A1) < ε/2. Hence, µ(E \ A1) < ε/2

and by assumption, for the given set A1, there is A∗ ∈ A∗ with A∗ ⊆ A1 such that

µ0(A1 \ A∗) < ε/2.

Now,

µ(E \ A∗) ≤ µ(E \ A1) + µ(A1 \ A∗)

≤ µ(E \ A1) + µ0(A1 \ A∗)

< ε/2 + ε/2 = ε.

Since A∗ is also a (countable) family of µ-chargeable sets in X, the claim follows.

Conversely, consider the family H = {H1, H2, . . . } of µ-chargeable sets in X that

makes µ uniformly regular. If all Hi ∈ A, then we are done. Otherwise, for each Hi,

one can �nd Ai ∈ A such that Ai ⊆ Hi and µ(Hi \ Ai) < ε. Clearly, the family of

all such Ai is countable and will approximate all µ0-chargeable sets in A because all

A ∈ A are also µ-chargeable and µ is uniformly regular. Thus, µ0 is uniformly regular

on A. Consequently, µ1 is also uniformly regular on B as B is uniformly µ0-dense in

A. �

Notice that, by Lemma 3.2.1, C = J(A, ν) and D = J(B, µ) in our notation.

We remark that the Jordan extension of ν with respect to C is exactly ν.
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Proposition 4.4.10. For any strictly positive charge µ on an algebra A of subsets of

a space X, the Jordanian algebra of µ (or the Jordan extension of µ with respect to A)

is isomorphic to the Jordan extension of µ̂ with respect to the clopen algebra Clop(Y )

of the Stone space Y of A. That is, Jµ(A) ∼= Jµ̂(Clop(Y )), where µ̂ is the premeasure

on Clop(Y ) and the induced measure on Y . Furthermore, Jµ̂(Clop(Y )) = {µ̂(∂(B)) =

0 : B ∈ Borel(Y )}/µ̂-nulls = Jµ̂(Y ).

Proof. Given ε > 0 and A ∈ Jµ(A), then there exist A1, A2 ∈ A with A1 ⊆ A ⊆ A2

such that µ(A2 \ A1) < ε. Hence, Â1 ⊆ Â ⊆ Â2. But µ(A∗) = µ̂(Â∗) for all A∗ ∈ A.

So µ(A2 \A1) = µ̂(Â2 \ Â1) < ε. Hence, by Lemma 3.2.1, Â ∈ Jµ̂(Clop(Y )). Reversing

the above steps, we obtain the converse.

Let us prove the last part of the lemma, Â is Jordanian µ̂-measurable if µ̂(Â) =

µ̂∗(Â) = inf{µ(Ĉ) : Â ⊆ Ĉ}. Given ε > 0, choose Ĉ ∈ Clop(Y ) with Â ⊆ Ĉ such that

µ(Ĉ) ≤ µ̂∗(Â) + ε. Now, Cl(Â) ⊆ Cl(Ĉ) = Ĉ, so

µ̂∗(Â) ≤ µ̂∗(Cl(Â)) ≤ µ(Cl(Ĉ)) = µ(Ĉ) ≤ µ̂∗(Â) + ε.

As ε was taken arbitrarily, let it go to zero. Thus

µ̂∗(Â) = µ̂∗(Cl(Â)).

By the same steps using inner Jordanian measure, one can prove that µ̂(Â) = µ̂(Int(Â))

because the interior of any clopen set remains open. �

We have seen from the above proposition that a subset A of Y is Jordanian µ-

measurable if and only if it is Jordan µ̂-measurable.

Next, we �nd a similar result to Theorem 4.3.6 for uniformly regular charges in the

sense of Boolean algebras.

Theorem 4.4.11. The Jordanian algebra of any strictly positive nonatomic uniformly

regular probability charge on an algebra of subsets of a topological space is isomorphic

to the usual Jordan algebra.
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Proof. Given a nonatomic uniformly regular probability charge µ on an algebra A of

subsets of a space X. Let C be a countable uniformly µ-dense subalgebra in A and

µ0 the induced nonatomic charge on C. Let Y = Stone(C). By Theorem 1.2.2.34, Y

is compact metrizable and µ0 induces a nonatomic uniformly regular measure µ̂ on

Y , by Proposition 4.2.4 and Lemma 4.3.5. But (Y, µ̂) and (2ω, λ) are isomorphic. By

Theorem 4.3.4 and Proposition 4.4.10, we have Jµ0(C) = Jµ̂(Y ) ∼= Jλ(2ω) ∼= Jλ(I), but

by Proposition 4.4.9, Jµ(A) = Jµ0(C). Thus, Jµ(A) ∼= Jλ(I). �

From the above theorem, we deduce the following corollary:

Corollary 4.4.12. Any two strictly positive nonatomic uniformly regular charges on

any algebras of subsets of some topological spaces have isomorphic Jordanian algebras.

Also, from Theorems 4.3.6 and 4.4.11, we conclude the following:

Corollary 4.4.13. Let X be a compact Hausdor� space and let A be an algebra

of subsets of X. If µ is a strictly positive nonatomic uniformly regular probability

charge on A and if ν is strictly positive nonatomic uniformly regular probability Radon

measure on X, then

Jµ(X) = Jν(X).

De�nition 4.4.14. A charge µ on a Boolean algebra A is said to be a µ-completion

if for every ε > 0 and every a ∈ Ā, there exist a1, a2 ∈ A with a1 ≤ a ≤ a2 such that

µ(a2 \ a1) < ε.

Corollary 4.4.15. Suppose that µ is a µ-completion uniformly regular charge on a

Boolean algebra A, then (A, µ) is isomorphic to the usual Jordan algebra.

Proof. Follows from Proposition 4.4.9 (4) and Theorem 4.4.11. �

We remark that µ-completion can be constructed by Caratheodory Criteria from a

charge on an algebra, (see Theorem 1.2.3.12).
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4.5 Lebesgue Measure vs Uniform Regularity

Using the Lebesgue measure we present the di�erence between the two De�nitions

( 1.2.3.56 & 4.1.3) of uniform regularity of measures (or charges) in the sense of topolo-

gies and Boolean algebras.

Lemma 4.5.1. The Lebesgue measure λ on the space R with the standard (usual)

topology is not uniformly regular.

Proof. Let ε > 0. Consider the open set R, it clear that there is no compact set K

in R such that λ(R \K) < ε, because every compact set has a �nite measure but the

measure of R is ∞. �

Lemma 4.5.2. Consider the unit interval I as a topological subspace of R. The

Lebesgue measure λ on I is uniformly regular.

Proof. Let K be a family of �nite unions of compact intervals in I whose endpoints are

rationals. ThenK is countable. Since I is a compact metrizable space, by Lemma 1.2.1.3,

each compact set is compact Gδ. So we can use elements in K to approximate open

sets. Given any open set U in I, U is a countable union of some intervals. For a given

ε > 0, there is a �nite number of these intervals whose union is V , say, such that

λ(U \ V ) < ε/2. So for V , as now it is a �nite union of intervals, we can �nd K ∈ K

with K ⊆ V such that λ(V \K) < ε/2.

Now, we have

K ⊆ U and λ(U \K) = λ(U \ V ) + λ(V \K) < ε/2 + ε/2 < ε

Thus, λ is uniformly regular. �

Lemma 4.5.3. The Lebesgue measure λ on I = [0, 1] is not uniformly regular in the

sense of Boolean algebras, i.e, the Lebesgue measure on the Boolean algebra L(I, λ) of

Lebesgue measurable sets in the unit interval I is not uniformly regular. The Lebesgue

measure on the measure algebra Lλ(I) is not uniformly regular. In particular, Lλ(I)

does not support any uniformly regular measure.
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Proof. We argue by contradiction. Suppose that C0 is a countable family of Lebesgue

measurable subsets of I that demonstrates the uniform regularity of λ. Let A ⊆ I be

such that λ(A) = t > 0 and t /∈ {λ(C) : C ∈ C0}. This is possible because λ takes

all values in I and C0 is countable. Assume that C = {Ci : Ci ∈ C0, λ(A \ Ci) > 0}.

C 6= ∅ because C0 approximates A from below and so if Ci ⊆ A, then λ(Ci) ≤ λ(A),

hence, λ(Ci) < λ(A) = t by the choice of t. Obviously, C is (at most) countable. So by

nonatomicity of λ, for i such that Ci ∈ C, choose Ui ⊆ A\
i⋃

j=1

Cj with 0 < µ(Ui) < t/2i+1.

Let U =
⋃
Ci∈C

Ui, so U is measurable with 0 < λ(U) < t/2. However, no Ci ∈ C0 can

approximate U . Namely, suppose there is Ci ∈ C which approximate U in such a way

that Ci ⊆ Uj ⊆ U . Now, we have the following cases:

(i) if i ≤ j, we have no i that satis�es Ci ⊆ Uj because of choice of Ui;

(ii) if i > j, let us say, there is Ci ⊆ Uj ⊆ U . Consequently, Ci should be a subset of

U , which is a contradiction!

On the other hand, if Ci ∈ C0 and Ci /∈ C, then by assumption, such Ci cannot

approximate either. We are done.

For the second statement, suppose otherwise, so by Proposition 4.2.12, the induced

measure λ̂ on the Stone space of Lλ(I) is uniformly regular. In fact this contradicts to

Lemma 4.2.3 (3). Therefore the measure on Lλ(I) is not uniformly regular. �

Next, we shall check that what will be the case if we consider Lebesgue measure as a

charge in the above results. We give a proof to Lemma 4.5.3 using Theorem 4.4.2, while

Lemma 4.5.1 and Lemma 4.5.2 can be proved similarly when consider the Lebesgue

measure as a charge.

Lemma 4.5.4. The Lebesgue measure on both Boolean algebra L(I, λ) of Lebesgue

measurable sets in I and Lebesgue measure algebra cannot be uniformly regular as a

charge.

Proof. First, we start proving the second statement, while the �rst statement can

be concluded consequently. Suppose not for contradiction. Let ϕ : L(I, λ) −→

L(I, λ)/N = Lλ(I) be the canonical surjective homomorphism, where N is the set
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of all null sets. By Theorem 4.4.2, the Lebesgue measure algebra Lλ(I) is isomorphic

to a subalgebra of the Jordan algebra Jλ(I). As both Lλ(I) and Jλ(I) have the car-

dinality c, this might be the case. But Lλ(I) is a complete Boolean algebra and Jλ(I)

is not (see Lemma 3.3.9). Therefore, the charge λ on Lλ(I) is not uniformly regular.

Consequently, it follows from ϕ that λ on L(I, λ) cannot be uniformly regular. �

Remark 4.5.5. From Lemma 4.5.4 and Theorem 4.4.5 we conclude that Theorem 4.4.2

is not valid for measures on complete algebras or even on σ-algebras.

Remark 4.5.6. Note that if one restricts the Lebesgue measure to any (in�nite) algebra

of subintervals of I, the measure will be a charge on the given algebra and its charge

algebra will be a subalgebra of the usual Jordan algebra. So the induced charge will

be uniformly regular, as a consequence of Theorem 4.4.2.

In conclusion, we �nd out uniform regularity of a measure (or charge) depends on

the domain of its measure (or charge).

4.6 Product of Uniformly Regular Measures

In this section we show that the product (resp. free product) of countably many

uniformly regular measures (resp. charges) is uniformly regular.

Proposition 4.6.1. Let X, Y be (compact) topological spaces and µ, ν probability

Radon measures on X, Y , respectively. If µ and ν are uniformly regular, then the

product measure λ = µ
⊗

ν on X × Y is also uniformly regular Radon.

Proof. By Theorem 9.3 in [38] λ is also a Radon measure on X × Y . We need to show

that λ is uniformly regular. Let A and B be countable families of open subsets of X

and Y that make µ and ν uniformly regular, respectively. Assume that C is a family of

�nite unions of sets A×B such that A ∈ A and B ∈ B. Clearly C is countable as it is

the product of two countable families. It remains to show that C is uniformly λ-dense

in X ×Y . By Remark 4.2.11, every open set can be approximated by a basic open set,

so we can work on basic open sets in X × Y . Let ε > 0 and G = U × V be any basic
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open set. By hypothesis, for U and V , there exist A0 ∈ A and B0 ∈ B with A0 ⊆ U

and A0 ⊆ U such that

µ(U \ A0) < ε/2 and ν(V \B0) < ε/2, respectively.

Setting C = A0 ×B0, obviously C ∈ C such that C ⊆ G and so now

λ(G \ C) = λ((U × V ) \ (A0 ×B0))

= λ
(
(U × (V \B0)) ∪ ((U \ A0)× V )

)
= λ(U × (V \B0)) + λ((U \ A0)× V ))

≤ λ(X × (V \B0)) + λ((U \ A0)× Y ))

≤ ν(V \B0) + µ(U \ A0)

< ε/2 + ε/2

= ε

This shows that λ is uniformly regular on X × Y . �

Now we consider the countable product of uniformly regular measures.

Proposition 4.6.2. Let µn be a probability uniformly regular Radon measure on a

(compact) space Xn for n ∈ N. Then the product measure µ =
∞⊗
n=1

µn is also uniformly

regular Radon on X =
∞∏
n=1

Xn.

Proof. We start by induction on n. For every n, let Bn be a countable family of open

subsets of Xn that makes µn uniformly regular Radon.

Let

B =
∞⋃
m=1

{
Bn
m ×

∏
k∈N
m 6=k

Xk : Bn
m ∈ Bn, n = 1, 2, 3, ....

}
.

Clearly, B is countable. Then applying the steps in the proof of Proposition 4.6.1

demonstrate that B is uniformly µ-dense in X. Hence µ is uniformly regular. �

Proposition 4.6.3. Suppose that all measures on topological spaces X and Y are

uniformly regular. Then all the measures on X × Y are also uniformly regular.
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Proof. Let µ be a measure on X × Y . We want to prove that µ is uniformly regular.

Let ν be the measure on X induced from µ by projection map π1 : X × Y → X, that

is

ν(A) = µ(π−1
1 (A)) = µ(A× Y ) for A ⊆ X.

Since ν is uniformly regular, there is a countable family A = {An : n ∈ ω} of open

subsets of X, which is uniformly ν-dense in X. For each n ∈ ω, let λn be the measure

on Y induced from µ by projection map π2 �(An×Y ): X × Y → Y , that is

λn(B) = µ(π−1
2 �(An×Y ) (B)) = µ(A×B) for BAn ⊆ Y .

By hypothesis λn is also uniformly regular for every n, so there is a countable fam-

ily B = {Bn
m : m ∈ ω} of open subsets of Y which is uniformly λn-dense in Y . Set

C = {An × Bn
m : An ∈ A, Bn

m ∈ B}. It su�ces to show that C is uniformly µ-dense

because obviously C is countable (as it is a product of two countable collections).

Given any ε > 0 and any open set A×B ⊆ X × Y . Find an element An ×Bn
m ∈ C

such that An×Bn
m ⊆ A×B and µ((A×B) \ (An×Bn

m)) < ε. By hypothesis, for every

open set A ⊆ X there is An ∈ A with An ⊆ A such that ν(A \An) < ε/2 and for every

open set B ⊆ Y there is Bn
m ∈ B with Bn

m ⊆ B such that λn(B \ Bn
m) < ε/2. Since

An ⊆ A and Bn
m ⊆ B, then clearly An ×Bn

m ⊆ A×B.

Now, µ((A×B) \ (An ×Bn
m)) = µ

(
(A× (B \Bn

m)) ∪ ((A \ An)×B)
)

= µ(A× (B \Bn
m)) + µ((A \ An)×B))

≤ µ(A× (B \Bn
m)) + µ((A \ An)× Y ))

≤ λn(B \Bn
m) + ν(A \ An)

< ε/2 + ε/2

= ε

Thus, µ is uniformly regular measure on X × Y . �

Observe that we can further extend the above result to only countable product.
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Proposition 4.6.4. Given a family {Xn : n ∈ ω} of topological spaces, suppose that

all measure on Xn are uniformly regular. Then all measures on X =
∏

n∈ωXn are also

uniformly regular.

Proof. Let µ be a measure on X. For every n, let µn be the measure on Yn induced

from µ by projection map πn : X → Yn, that is, µn = µπ−1
n , where Yn =

∏
i≤nXi. By

assumption µn is uniformly regular for every n. By Proposition 4.6.3 and induction on

n. For every n, there a countable family An of open subsets of Yn, which is uniformly

µn-dense in Yn. Therefore A =
⋃
n∈ω{π−1

n (A) : A ∈ An} is a countable uniformly

µ-dense in X. This witnesses that µ is uniformly regular. �

The following example shows that neither of Propositions 4.6.2 and 4.6.4 can be

extended further:

Example 4.6.5. Consider the Lebesgue measure λ on the unit interval [0, 1]. By

Lemma 4.5.2, µ is uniformly regular. But if we multiply [0, 1] c-times, then no measure

on [0, 1]c will be uniformly regular, see Remark 4.2.3 (4).

Next we study the uniform regularity of a charge on the free product of a family of

Boolean algebras.

The following remark shows that if we restrict ourselves to use algebras of sets

instead of Boolean algebras, the construction of free product (of the family of algebra)

will be much easier to describe.

Remark 4.6.6. Let {Xi : i ∈ I} be a family of topological spaces, and Ai is an algebra

of subsets of Xi for every i. Suppose that X =
∏

i∈I Xi and let πi : X → Xi be the

projection mapping. Then the free product
⊗

i∈I Ai can be represented as an algebra

A of subsets of X generated by the set {π−1
i (A) : i ∈ I, A ∈ Ai}. Moreover, if Ii

is an ideal of Ai for every i, the
⊗

i∈I Ai/Ii can be identi�ed with the algebra A/I,

where I is the ideal of A generated by {π−1
i (B) : i ∈ I, B ∈ Ii}, for more details (see

Proposition 315L [20]).

Proposition 4.6.7. Suppose that every charge on Boolean algebras {An : n ∈ ω} is

uniformly regular. Then every charge on the free product
⊗

n∈ω An is also uniformly

regular.
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Proof. For every n ∈ ω, suppose that µn is a uniformly regular charge on Boolean

algebra An. By Proposition 4.2.12, the induced measure νn on the Stone space Zn of

An is uniformly regular. Then by Proposition 4.6.2, the product measure ν on the

product space Z =
∏

n∈ω Zn is uniformly regular. Again by Proposition 4.2.12, the

charge µ on Clop(Z) is uniformly regular. But Clop(Z) can be identi�ed with the free

product
⊗

n∈ωAn by Remark 4.6.6 and so the identi�ed charge µ (again denoted by

µ) on
⊗

i∈I Ai is uniformly regular. �

Remark 4.6.8. In the categorical sense, the dual category of Stone spaces is equivalent

to the category of Boolean algebras, so the product of Stone spaces corresponds to the

coproduct of Boolean algebras. But we can only construct the coproduct (free product)

of a �nite family of Boolean algebras without using their Stone spaces as it is shown in

the following:

Remark 4.6.9. If A and B are two Boolean algebras, their free product A⊗B is given

by: for a ∈ A, b ∈ B, the product of a⊗ b = π1(a) ∩ π2(b), where π1 : A→ A⊗B, π2 :

B→ A⊗B are canonical maps. Observe that (a1⊗b1)∩(a2⊗b2) = (a1∩a2)⊗(b1∩b2),

and that the maps a 7→ a⊗ b0, b 7→ a0 ⊗ b are always Boolean homomorphisms. In the

context of algebras of sets, sayA,B, we can identify A⊗B with A×B for A ∈ A, B ∈ B,

and [A⊗B] with [A]× [B]. Note that above conclusion is only true for a �nite family

of Boolean algebras, for more details (see Notation 315M, [20]).

Proposition 4.6.10. Suppose that every charge on Boolean algebras A and B are

uniformly regular. Then every charge on the free product A ⊗ B is also uniformly

regular.

Proof. Let µ be a charge on A⊗B. We want to prove that µ is uniformly regular. By

Remark 4.6.9, A ⊗B can be identi�ed with the usual (Cartesian) product, i.e. every

member of A ⊗ B is a �nite union of members of the form a × b, where a ∈ A and

b ∈ B. We try to �nd the free product as a coproduct of Boolean algebras (see Remark

4.6.8). Let ν be the charge on A induced from µ by canonical map π1 : A → A ⊗B

which is de�ned by

ν(a) = µ(π1(a)) = µ(a⊗ 1).
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Since ν is uniformly regular, there is a countable family A = {an : n ∈ ω} of members

of A, which is uniformly ν-dense. For each n ∈ ω, let λn be the charge on B induced

from µ by canonical map πn �(an⊗B): B→ A⊗B which is de�ned by

λn(b) = µ(πn �(an⊗B) (b)) = µ(a⊗ b).

By hypothesis λn is also uniformly regular for every n, so there is a countable family

B = {bnm : m ∈ ω} and that is uniformly λn-dense in B. Set C = {an ⊗ bnm : an ∈

A, bnm ∈ B}. It remains to show that C is countable uniformly µ-dense. Obviously, C is

countable (as it is a product of two countable collections).

Given any ε > 0 and any a⊗ b ∈ A⊗B. We can �nd an element an⊗ bnm ∈ C such that

µ((a⊗ b) \ (an⊗ bnm)) < ε. By hypothesis, for every a ∈ A, there is an ∈ A with an ≤ a

such that ν(a \ an) < ε/2 and for every b ∈ B, there is bnm ∈ B with bnm ≤ b such that

λn(b \ bnm) < ε/2.

Now, µ((a⊗ b) \ (an ⊗ bnm)) = µ
(
(a⊗ (b \ bnm)) ∪ ((a \ an)⊗ b)

)
= µ(a⊗ (b \ bnm)) + µ((a \ an)⊗ b))

≤ µ(a⊗ (b \ bnm)) + µ((a \ an)⊗ 1))

≤ λn(b \ bnm) + ν(a \ an)

≤ ε/2 + ε/2

= ε

Thus, µ is uniformly regular charge on A⊗B.

�
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Chapter 5

Higher Version of Jordan Algebra &

Uniform Regularity

In Section 5.1 we give an introduction to the Jordan algebra in higher dimensional

spaces {0, 1}κ, for all cardinals κ. In Section 5.2 we establish various results on uni-

formly κ-regular measures and charges. In Section 5.3 we generalize a result given

by Grekas and Mercourakis. In the previous chapter, we proved Theorems 4.3.6 and

4.4.11, in Section 5.4, we show that none of these results is true for uniformly κ-regular

when κ > ω. We show that these results are true in the special context for measures on

(an arbitrary) product of compact metric spaces or charges on free algebras, in Section

5.5.

5.1 Jordan Algebra in Higher Dimensional Spaces

In this brief section, we introduce higher analogues of the usual Jordan algebra. We

follow the same notations as given in [10]. By λκ or simply λ we denote the usual

product measure on 2κ and by Tκ the family of (basic) clopen sets in 2κ which can be

identi�ed with the free algebra on κ generators, then by Kakutani's theorem λ can be

seen as an extension of the premeasure λκ on Tκ which is de�ned by:

λκ([s]) = 1/2|dom(s)|,
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for all [s] = {f : f ∈ 2κ, s ⊆ f} where s : κ −→ 2 is a �nite partial function, for more

details see page 43. The usual Jordan algebra J κ
λ (2κ) (simply Jλ(2κ)) is obtained as

the algebra generated by those open sets in 2κ whose boundaries have λκ-measure zero.

The same algebra can be obtained if working with [0, 1]κ in place of 2κ, so both of these

measures are denoted by λκ. Equivalently, J κ is the same as the Jordan extension of

λκ on Free(κ), (see Proposition 4.4.10). That is J κ = Jλκ(Free(κ)).

5.2 Uniformly κ-Regular Measures & Charges

In this section we investigate di�erent kinds of properties of uniformly regular measures

and charges that help us to achieve our aim.

A higher cardinal version of uniform regularity and Maharam type of measures and

charges on Boolean algebras is de�ned with respect to cardinal invariants: density and

uniform density. The density of a Boolean algebra A with a strictly positive charge µ

is the smallest cardinal κ such that there is a µ-dense B ⊆ A of size κ. i.e.

mt(µ) = min{κ : there is a µ-dense family B ⊆ A with |B| = κ}.

Notice that the density determines the Maharam type of measures, so we use the

notation mt(µ) to refer to the Maharam type of µ.

The uniform density of a Boolean algebra A with a strictly positive charge µ is

the smallest cardinal κ such that there is a uniformly µ-dense B ⊆ A of size κ. i.e.

ur(µ) = min{κ : there is a uniformly µ-dense family B ⊆ A with |B| = κ}.

Notice that the uniform density determines the version of uniform regularity of mea-

sures, so we use the notation ur(µ) to refer to the version of uniform regularity of

µ.

As remarked (in [10]), these cardinal invariants are always in�nite if the algebra is

atomless.

Now we give de�nitions of higher uniform regularity and Maharam type of charges

on Boolean algebras.
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De�nition 5.2.1. [10] A charge µ on a Boolean algebra A is uniformly κ-regular if

ur(µ) = κ.

When κ = ℵ0, then µ is called a uniformly regular charge which is already

described in earlier sections.

De�nition 5.2.2. A charge µ on a Boolean algebra A is of Maharam type κ if

mt(µ) = κ.

If mt(µ) = ω, then the charge is said to be separable.

Now we de�ne a higher version of uniform regularity and Maharam type of measures

on topological spaces.

De�nition 5.2.3. Let µ be a measure on a topological space X. Then µ is said to

be uniformly κ-regular if κ is the minimal cardinal for which there is a family A of

open subsets of X of size κ such that for every open set U ⊆ X and every ε > 0, there

is A ∈ A with A ⊆ U such that

µ(U \ A) < ε.

Lemma 5.2.4. A Radon measure µ on a compact Hausdor� space X is uniformly

κ-regular if and only if κ is the minimal cardinal for which there is a family A of size

κ of open subsets of X such that µ(G \ H) = 0 for every open set G ⊆ X where

H =
⋃
{A : A ∈ A, A ⊆ G}.

Proof. Follows from Lemmas 1.2.3.31 and 4.1.4. �

De�nition 5.2.5. Let µ be a measure on some topological spaces X. µ is said to have

Maharam type κ if κ is the minimal cardinal for which there is a family A of size κ

consisting of measurable subsets of X such that for every ε > 0 and every measurable

subset B of X, there is A ∈ A such that

µ(B 4 A) < ε.

De�nition 5.2.6. A measure µ on a topological space X is homogeneous if it has

the same type on every measurable subset A of X that possesses a positive measure.

i.e. mt(µ) = mt(µ|A).
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Lemma 5.2.7. Let µ be a Radon measure on a topological space X. If µ is uniformly

κ-regular, then it is of Maharam type ≤ κ. That is,

Approximating

open sets

by

open sets

(of a family of

size κ from below)

========⇒

4-Approximating

measurable sets

by

measurable sets

(of a family of

size ≤ κ)

Proof. Follows from Lemma 4.1.5. �

Remark 5.2.8. [10] In relation with the known cardinal invariants of Boolean algebras

and charges, notice that ur(µ) ≥mt(µ) and also ur(µ) ≥ π(A). See Example 5.5.3 which

shows that ur(µ) > mt(µ) is possible.

Proposition 5.2.9. Let µ be a uniformly κ-regular measure on a topological space X

and Y a subspace of X. Then ur(µY ) ≤ κ, where µY restricted measure to Y .

Proof. The same as Proposition 4.2.6. �

Proposition 5.2.10. LetX, Y be two topological spaces and f : X −→ Y a continuous

open surjection. If µ is a uniformly κ-regular measure on X, then f(µ) is also uniformly

κ-regular measure on Y . Furthermore, the converse is true whenever f is one-to-one.

Proof. The same proof as Proposition 4.2.8 hold by replacing countable families by

families that are of size κ. �

From the above proposition, we conclude the following result:

Corollary 5.2.11. Let X, Y be two compact Hausdor� spaces and f : X −→ Y a

homeomorphism. Then µ is a uniformly κ-regular measure on X if and only if ν = f(µ)

is a uniformly κ-regular measure on Y .

Theorem 5.2.12. For a Radon probability measure on a compact Hausdor� space X,

the following statements are equivalent:
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(1) µ is uniformly κ-regular;

(2) there is a family G of cozero subsets of X, of size κ, such that for every ε > 0 and

every open set U in X, there is G ∈ G with G ⊆ U such that

µ(U \G) < ε;

(3) there is a family H of zero subsets of X, of size κ, such that for every ε > 0 and

every open set U in X, there is H ∈ H with H ⊆ U such that

µ(U \H) < ε;

(4) there is a family K of compact Gδ subsets of X, of size κ, such that for every ε > 0

and every open set U in X, there is K ∈ K with K ⊆ U such that

µ(U \K) < ε;

(5) there is a continuous surjection f : X → [0, 1]κ such that

µ(f−1(f(K))) = µ(K)

for every compact K ⊆ X.

Proof. (1)=⇒(2). Let V = {Vα : α < κ} be a family of open subsets of X that makes µ

uniformly κ-regular. Since X is compact Hausdor� and so is completely regular, then

the set of all cozero subsets of X is a basis for its topology. By Remark 4.2.11, any

open set can be approximated by a basic open set from below. Given ε > 0, we let

G = {Gα : α < κ} be a family such that for any Vα, there is Gα with Gα ⊆ Vα and

µ(Vα \Gα) < ε/2. (♣)

We claim that G approximates all open sets from below. Let U be an open set. By

assumption, there is Vα ∈ V with Vα ⊆ U such that

µ(U \ Vα) < ε/2.

By inequality (♣), we �nd Gα such that Gα ⊆ Vα and µ(Vα \Gα) < ε/2.
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Now, we have Gα ⊆ Vα ⊆ U and

µ(U \Gα) = µ(U \ Vα) + µ(Vα \Gα)

< ε/2 + ε/2

= ε.

This shows that G has the desired property.

(2)=⇒(3). Let G = {Gα : α < κ} be a family of cozero sets given in (2). By Lemma

1.2.1.3 (3), for every α,Gα can be written as the union of a non-decreasing sequence

〈S(Gα)n : n < ω〉 of zero sets. Let H = {S(Gα)n : Gα ∈ G, n < ω}. Clearly, H is the

family of zero sets and has size κ. Given an open set U , then we have

µ(U) = sup{µ(Gα) : Gα ⊆ U,Gα ∈ G}

= sup{µ(S[Gα]n) : Gα ⊆ U,Gα ∈ G, n < ω}

≤ sup{µ(H) : H ⊆ U,H ∈ H}

≤ µ(U).

This shows that H approximates open sets from below. We are done.

(3)⇐⇒(4) Follows from the fact that a subset A of X is zero set if and only if it is

compact Gδ when X is compact Hausdor�, (see Lemma 1.2.1.3).

(4)=⇒(5). Let H = {Hα : α < κ} be a family of zero subsets of X as in (3), so for

each α < κ, there is a continuous function fα : X −→ [0, 1] such that Hα = f−1({0}).

Let f(x) = (fα(x))α<κ, then f : X → [0, 1]κ is a continuous function and f−1(f(Hα)) =

Hα for each Hα ∈ H.

Let K be any compact subset of X and let H∗ be a collection of Hα ∈ H that does

not intersect K. Then µ(
⋃
H∗) = µ(X \K) and (

⋃
H∗) ∩ (f−1(f(K)) = ∅. Thus,

µ(f−1(f(K)) = µ(K).

As K was taken arbitrarily, the claim follows.

(5)=⇒(1). let f : X → [0, 1]κ be a continuous surjection. Since [0, 1]κ has a

base of size κ, let B be such a base. If A = {f−1(B) : B ∈ B}, then A is a

124



CHAPTER 5. HIGHER VERSION OF JORDAN ALGEBRA &

UNIFORM REGULARITY 125

family of open subsets of X and |A | = κ. Given an open subset G of X, we let

K = X \ G, B∗ = {B : B ∈ B, B ∩ f(K) = ∅} and A ∗ = {f−1(B) : B ∈ B∗}. Then

[0, 1]κ \ f(K) =
⋃

B∗, and so X \ f−1(f(K)) =
⋃

A ∗. Now, we have

sup{µ(A) : A ∈ A , A ⊆ G} ≥ sup{µ(A) : A ∈ A ∗, A ⊆ G}

= µ(
⋃

A ∗) (by τ -additivity)

= µ(X \ f−1(f(K)))

= µ(X \K)

= µ(G).

This shows that A approximates all open sets from below and so µ is uniformly κ-

regular on X. �

Note that the above result was proved by Fremlin ([22], 533G(a)) for uniformly

regular measures. We follow approximately the same steps proving the last three parts.

A base B of topological measure space (X,S, τ, µ) of size κ is said to be pure if

it is closed under �nite unions and contains no π-base of size < κ which is uniformly

µ-dense in B. A topological measure space (X,S, τ, µ) is said to have a pure weight

ωP (X) = κ if X has a minimal pure base B of size κ. For any cardinal κ, the free

algebra Free(κ) on κ generators is a pure base for its Stone space {0, 1}κ with respect

to a (strictly positive) Radon measure.

Clearly every pure base is a base, so ωP (X) ≥ ω(X).

Proposition 5.2.13. Let µ be a Radon measure on a compact space X and κ any

in�nite cardinal. We have the following:

(1) If X has pure weight ωP (X) = κ, then µ is uniformly κ-regular.

(2) If µ is uniformly κ-regular, then X has pseudo weight π(X) ≤ κ.

Proof. (1) Let B = {Bα : α < κ} be a pure basis of X. Given any open set U in X,

by Remark 4.2.11, for every ε > 0, there is B ∈ B with B ⊆ U such that

µ(U \B) < ε.
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Since B is of size κ, it witnesses that µ is uniformly κ-regular.

(2) Suppose that µ is uniformly κ-regular on X. There is a family G of open subsets

of X of size κ such that any non-empty open set U in X, there G ∈ G such that G ⊆ U

and their di�erence is of measure < ε for any given ε > 0. Thus G is a π-base and so

π(X) ≤ κ.

In conclusion, we obtain that ωP (X) ≥ ω(X) ≥ ur(µ) ≥ π(X). �

From Proposition 5.2.13, we remark the following:

Remark 5.2.14. Every strictly positive Radon measure on {0, 1}κ (or [0, 1]κ) is uni-

formly κ-regular.

Remark 5.2.15. Note that in Proposition 5.2.13 the pure weight cannot be replaced

by the standard weight. We now give a counterexample. Consider the usual Jordan

algebra Jλ(I), by Lemma 3.3.7, Jλ(I) has cardinality c. Let Y = Stone(Jλ(I)) and

λ̂ be the extension of the Lebesgue measure λ on Y . Example 4.2.5 shows that λ̂ is

uniformly regular, i.e. ur(λ̂) = ω 6= c. The reason is that Jλ(I) is not a pure base of Y

because it has a countable uniformly λ-dense subbase, which is the Cantor algebra.

Proposition 5.2.16. Let X be a compact Hausdor� space and P (X) the space of

Radon probability measures on X. Then

sup{ur(µ) : µ ∈ P (X)} ≤ ω(X).

Proof. By Remark 4.2.11, the base of X is always uniformly µ-dense for every µ ∈

P (X), and ur(µ) is the cardinality of the smallest uniformly µ-dense family or sub-

algebra of X. So it is supremum cannot be greater than the weight of X. Hence,

sup{ur(µ) : µ ∈ P (X)} ≤ ω(X). �

Lemma 5.2.17. Let (X,Σ, µ) be a measure space and let (X, Σ̂, µ̂) be its completion.

(1) If µ is strictly positive, then µ̂ is strictly positive.

(2) If µ is strictly positive uniformly κ-regular, then µ̂ is uniformly κ-regular.
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(3) If µ has Maharam type κ, then µ̂ also has Maharam type κ.

(4) If µ is homogeneous, then µ̂ is homogeneous.

Proof. (1) Directly follows from Lemma 3.3.26 (1).

(2) Let G be a family of open µ-measurable subsets of X that makes µ uniformly

κ-regular. Since µ̂(A) = µ(A) for all A ∈ Σ. G is a family of open µ̂-measurable subsets

of X as well. We now show that G is uniformly µ̂-dense in X. Let ε > 0 and U be

an open subset of X that belongs to Σ̂. Since µ is strictly positive, by Lemma 3.3.26,

U ∈ Σ. By assumption, there is an open set G ∈ G with G ⊆ U such that µ(U \G) < ε.

But µ̂(U \G) = µ(U \G) for all open G,H ∈ Σ. Therefore, µ̂(U \G) < ε. Hence, µ̂ is

uniformly κ-regular.

(3) Let E be a family of size κ consisting of µ-measurable subsets of X that is

µ-dense in Σ. By Lemma 1.2.3.18, µ̂(A) = µ(A) for every A ∈ Σ. Then E is also a

family in Σ̂. We now show that E is µ̂-dense in Σ̂. Let ε > 0 and A ∈ Σ̂. By Lemma

1.2.3.20, there is B ∈ Σ such that B ⊆ A and µ̂(A \ B) = 0. By assumption, there is

E ∈ E such that

µ(B 4 E) < ε.

Now, we have

µ̂(A4 E) ≤ µ̂
(

(A4B) ∪ (B 4 E)
)

≤ µ̂(4B) + µ̂(B 4 E)

= µ̂(A4B) + µ(B 4 E)

< 0 + ε = ε.

This yields that E is µ̂-dense in Σ̂ and shows that µ̂ of Maharam type ≤ κ.

We shall show that µ̂ cannot be of Maharam type < κ. Suppose for contradiction

that there is a µ̂-dense family D of size < κ consisting of µ̂-measurable sets in X. By

Lemma 1.2.3.20, for each D ∈ D, there is A
D
∈ Σ such that A

D
⊆ D and µ̂(D \A

D
) =

µ̂(D 4 A
D

) = 0. Let A be the family of all such A
D
's. Clearly A ⊂ Σ and |A| < κ.

Let ε > 0 and B ∈ Σ. Then B ∈ Σ̂, by assumption, there is A
D
∈ A such that

µ̂(B 4 A
D

) < ε. But µ(B 4 A
D

) = µ̂(B 4 A
D

) < ε. This shows that µ is of Maharam

type < κ which is contradiction. We are done.
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(4) It follows from Proposition 322D(a) in [20] that both µ̂ and µ have the same

measure algebra. So if µ is homogeneous, then µ̂ has to be homogeneous. �

Proposition 5.2.18. Let µ be a charge on a Boolean algebra A and ν be the induced

Radon measure on the Stone space Z of A. We have the following:

(1) µ is uniformly κ-regular if and only if ν is uniformly κ-regular.

(2) µ is of Maharam type κ if and only if ν is Maharam type κ.

Proof. Follows from (4) and (5) in Proposition 4.2.12 by replacing countable families

by families of size κ. �

Proposition 5.2.19. Let µ be a nonatomic uniformly κ-regular Radon measure on a

compact Hausdor� space X.

(1) There exists a family U of size κ consisting of open Jordan measurable subsets of

X which is uniformly µ-dense in X.

(2) The Boolean algebra J0 generated by U is a set of generators for J (X,µ).

(3) The quotient algebra of J0 modulo null sets (in J0) is a set of generators for Jν(Y ),

where Y = supp(µ) and ν the restriction of µ to Y .

(4) Both J (X,µ) and Jν(Y ) carry uniformly κ-regular measure.

Proof. The proof can proceed as in Proposition 4.3.2 with minor changes (countable

families to families of size κ). �

Proposition 5.2.20. Let µ be a uniformly κ-regular Radon measure on a topological

space X, and let µ̂ be the induced measure on Y , the Stone space of the Boolean

algebra B generated by a family G of size κ consisting of open sets in X that makes µ

uniformly κ-regular. Then we have the following:

(1) The Boolean algebra of Jordan µ-measurable subsets of X is isomorphic to the

Boolean algebra of Jordan µ̂-measurable subsets of Y .

(2) The Jordan algebra of µ is isomorphic to the Jordan algebra of the support of µ̂,

whenever µ is strictly positive nonatomic.
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Proof. Follows from Proposition 4.3.10. The only thing to be worried about is that in

proof of (2), the size of quotient algebra B′ of B will remain κ because G containing all

open sets of positive measure and is of size κ. So at least we will have κ many di�erent

classes, each contains an open set G from G. �

By higher (usual) Jordan algebra we mean the Jordan algebra of the product mea-

sure λ on 2κ, κ > ω.

Lemma 5.2.21. The Jordan algebra of the Stone space of the higher Jordan algebra

is isomorphic to the higher Jordan algebra. In particular, the Jordan algebra of the

Stone space of any Jordan algebra is isomorphic to the Jordan algebra itself.

Proof. Since the measure on higher (usual) Jordan algebra Jλ(2κ) is always uniformly

κ-regular, so there is minimal uniformly λ-dense subalgebra J ′ in Jλ(2κ) that has size

κ. By Proposition 5.2.19, J ′ is a set of generators for Jλ(2κ) (because λ is strictly

positive on Jλ(2κ), see Remark 3.3.16). By Proposition 5.2.18 and Proposition 5.2.19,

the image of J ′ under the Stone isomorphism is also a set of generators for Jλ̂(Z),

where λ̂ is the induced measure on the Stone space Z = Stone(Jλ(2κ)). Consequently,

by Proposition 3.3.20, Jλ(2κ) ∼= Jλ̂(Z). These steps can also be applied to other Jordan

algebras. We are done. �

Theorem 5.2.22. Let {Xα : α < κ} be a family of compact Hausdor� spaces, each

containing at least two points, and let µα be a Radon measure onXα such that ur(µα) ≤

κ. Then the product measure µ =
⊗
α<κ

µα is uniformly κ-regular on X =
∏
α<κ

Xα.

Proof. For every α, we let Kα = {Kα
δ : δ < δ∗} be a family of compact Gδ or open

subsets of Xα that makes ur(µα) ≤ κ for some δ∗ ≤ κ. Set

D =
⋃
α<κ

{
Kα
δ ×

∏
γ<κ
γ 6=α

Xγ : δ < δ∗

}
.

Let A be the algebra generated by D. Then A is of size κ because it is a union of

κ many sets of size ≤ κ. We claim that A is uniformly µ-dense in X. Let U be any

open set in X, where U = Uα1 × Uα2 × · · · × Uαn ×
∏
α<κ
αi 6=α

Xα, and Uαi is open in Xαi for
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i = 1, 2, ..., n. By assumption, for every ε > 0 and every Uαi ∈ Xαi , there is Kαi ∈ Kαi
such that Kαi ⊆ Uαi and µαi(Uαi \Kαi) < ε/n. Then we have

µ(U \K) = µ(Uα1 × Uα2 × · · · × Uαn ×
∏
αi 6=α

Xα \Kα1 ×Kα2 × · · · ×Kαn ×
∏
αi 6=α

Xα)

= µ
(

(Uα1 × Uα2 × · · · × Uαn \Kα1 ×Kα2 × · · · ×Kαn)×
∏
αi 6=α

Xα

)
=

n⊗
i=1

µαi(Uαi \Kαi)

< ε.

Where K = Kα1 ×Kα2 × · · · ×Kαn ×
∏
α<κ
αi 6=α

Xα. Evidently K ∈ A. This shows that the

algebra A is uniformly µ-dense and so µ is uniformly κ-regular. �

Theorem 5.2.23. Let {Xα : α < κ} be a family of compact metric spaces, each space

with at least two points, and let µα be any measure on Xα. Then the product measure

µ =
⊗
α<κ

µα is uniformly κ-regular on X =
∏
α<κ

Xα.

Proof. By Proposition 4.2.4, every µα is uniformly regular on Xα, and by Theorem

5.2.22, µ =
⊗
α<κ

µα is uniformly κ-regular on X =
∏
α<κ

Xα. �

Theorem 5.2.24. Let {Aα : α < κ} be a family of Boolean algebras, each algebra

with at least tour elements. If Aα supports a uniformly ≤κ-regular charge µα, then

their free product A =
⊗
α<κ

Aα supports a uniformly κ-regular charge µ =
⊗
α<κ

µα.

Proof. Apply Proposition 4.6.7 and follow the same steps as in Theorem 5.2.22. �

5.3 Generalization of a Result Proved by Grekas and

Mercourakis

Grekas and Mercourakis deduced the following theorem from the Remark 1.10 in [26]

(or Theorem 4.3.6).

Theorem 5.3.1. [26, Proposition 2.10] Let {Xα : α < κ} be a family of compact metric

spaces, each space with at least two points and let µα be a strictly positive, nonatomic,
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Radon measure on Xα. If X =
∏
α<κ

Xα and µ =
⊗
α<κ

Xα, then the Jordan algebra Jµ(X)

of µ is isomorphic to the Jordan algebra of the standard product measure ν on the

generalized Cantor space Jν({0, 1}κ).

For proving the above theorem, the authors have used a stochastically independent

sequence 〈Un : n < ω〉 of Jordan µ-measurable sets with µ(Un) = 1/2 such that the

Boolean algebras generated by the sequence and the isomorphic image of the given

sequence are sets of generators for Jµ(X) and Jν({0, 1}κ), respectively. Using their

technique and Proposition 4.3.2, we can prove a generalized version of the above theo-

rem which can be found hereunder.

Before stating our theorem, we should give the following remark that will help us

completing the proof.

Remark 5.3.2. Given a Radon measure µ on a compact Hausdor� space X, if µ is

uniformly regular on X, then there is a homeomorphism f : X \M −→ I \ N (where

M is µ-measure zero and N is λ-measure zero) such that f(µ) = λ, where λ is the

Lebesgue measure on I = [0, 1] (see Theorem 3.3 in [3]). By Example 3.3.19, if such a

homeomorphism exists then f is a Jordan isomorphism in the sense of De�nition 3.3.17.

Thus, the set of generators of Jµ(X) and Jλ(I) are isomorphic.

Let us generalize Lemma 4.3.1 to an arbitrary (possibly uncountable) product of

topological spaces.

Lemma 5.3.3. Let {Xi : i ∈ I} be a family of compact Hausdor� spaces for some

index set I (possibly uncountable) and let µi be a probability Radon measure on Xi.

If X =
∏
i∈I
Xi and µ =

⊗
i∈I
µi, then the base B of open Jordan µ-measurable subsets of

X is closed under �nite unions and is a set of generators for J (X,µ).

Proof. Consider the class B of all sets of the form B ×
∏

i∈I−J
Xi where J is a �nite

subset of I, and B is open Jordan µJ -measurable set in
∏
i∈J

Xi. For each i, by Remark

3.1.2.4, the class of open Jordan µi-measurable sets in Xi forms a base. By Exercise

3.7 in [31], the class of sets B in X such that B = Bi1×Bi2×· · ·×Bim×
∏
i 6=in

Xi, where

Bin is open Jordan µin-measurable set in Xin and n = 1, 2, ...,m, forms a base for the

topology on X and is a subclass of B. So B is base and is closed under �nite unions.
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We want to show B is the set of generators for J (X,µ). Let A ∈ J (X,µ) and ε > 0.

From the regularity of µ, for any open set in X, we choose Int(A), there is a compact

set K such that K ⊆ Int(A)

µ(Int(A) \K) < ε/2.

But B is a base and K is compact, so there is B1 ∈ B such that

K ⊆ B1 ⊆ Int(A) and µ(A \B1) < ε/2,

because µ(Int(A)) = µ(A).

Similarly, we can �nd B2 ∈ B such that

A ⊆ Cl(A) ⊆ B2 and µ(B2 \ A) < ε/2,

Consequently, we �nd B1, B2 ∈ B such that

B1 ⊆ A ⊆ B2 and µ(B2 \B1) < ε.

Therefore, B is a set of generators for J (X,µ).

�

Theorem 5.3.4. Let {Xα : α < κ} be a family of compact Hausdor� spaces, each

space with at least two points, and let µα be a strictly positive nonatomic uniformly

regular probability Radon measure on Xα. If X =
∏
α<κ

Xα and µ =
⊗
α<κ

Xα, then the

Jordan algebra Jµ(X) of µ is isomorphic to the Jordan algebra of the standard product

measure λ on the generalized Cantor space Jλ({0, 1}κ).

Proof. Firstly, let us prove when κ = ω. It follows from Theorem 4.6.2 that µ is (strictly

positive nonatomic) uniformly regular. By Theorem 4.3.6 and using the fact that

[0, 1] ∼= {0, 1}ω (cf. Lemma 4.3.4), we obtain that Jµ(X) is isomorphic to Jλ({0, 1}ω).

Let κ > ω. It follows from Proposition 3.3.20 that it su�ces to �nd two Boolean

algebras of µ-Jordan measurable sets in X and λ-Jordan measurable sets in {0, 1}κ that

are sets of generators for Jµ(X) and Jλ({0, 1}κ) respectively such that these algebras

are isomorphic. Since µα is uniformly regular for each α < κ, by Proposition 4.3.2, the

Boolean algebraBα generated by the countable uniformly µα-dense family {Uα
n : n ∈ ω}
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of Baire µα-Jordan measurable sets in Xα is a set of generators for the Jordan algebra

Jµα(Xα). By Remark 5.3.2, each Boolean algebra Bα is isomorphic to a Boolean alge-

bra fα(Bα) (as a subalgebra of Jλ({0, 1}ω)) that is a set of generators for Jλ({0, 1}ω)

under the isomorphism fα.

Let

G =
⋃
α<κ

{
Bα
n ×

∏
γ<κ
γ 6=α

Xγ : Bα
n ∈ Bα, n = 1, 2, 3, ....

}
.

Let F be the function given by

F : Bα
n ×

∏
γ<κ
γ 6=α

Xγ −→ fα(Bα
n )×

∏
γ<κ
γ 6=α

{0, 1},

and let B be the Boolean algebra generated by G. We claim the following:

(a) B is a set of generators for Jµ(X).

(b) The Boolean algebra F (B) generated by H = {F (G) : G ∈ G} is a set of generators

for Jλ({0, 1}κ).

(c) F is an isomorphism between G and H.

It is enough to prove (a) and (c), and then (b) will be followed.

Proof of (a) Let ε > 0 and let A be a Jordan µ-measurable subset of X. So µ(Int(A)) =

µ(A) = µ(Cl(A)). Since Int(A) is open, by Remark 4.2.11, there is a basic open set

H = Hα1×Hα2×· · ·×Hαn×
∏
αi 6=α

Xα such that H ⊆ Int(A) and µ(Int(A)\H) < ε/4. As

each Hαn is open, by uniform regularity of µα, there is Bn
α ∈ Bα such that Bn

α ⊆ Hαn

and µα(Hαn \Bn
α) < ε/4n. Set B = B1

α ×B2
α × · · · ×Bn

α ×
∏
αi 6=α

Xα. Then B ⊆ H and

µ(H \B) = µ(Hα1 ×Hα2 × · · · ×Hαn ×
∏
αi 6=α

Xα \B1
α ×B2

α × · · · ×Bn
α ×

∏
αi 6=α

Xα)

= µ
(( n∏

i=1

Hαn \
n∏
i=1

Bn
α

)
×
∏
αi 6=α

Xα

)
=

n⊗
i=1

µαi(Hαi \Bi
α)

< ε/4.
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Since X \ Cl(A) is open, by the same way above, we can �nd a basic open set

D = Dα1×Dα2×· · ·×Dαn×
∏
αi 6=α

Xα such that D ⊆ X \Cl(A) and µ([X \Cl(A)]\D) <

ε/4. This implies that Cl(A) ⊆ X \ D and µ([X \ D] \ Cl(A)) < ε/4. By uniform

regularity, for each coordinate X \Dαn , there is Cn
α ∈ Bα such that X \Dαn ⊆ Cn

α and

µα(Cn
α \ [X \Dαn ]) < ε/4n. Set C = C1

α × C2
α × · · · × Cn

α ×
∏
αi 6=α

Xα. Then X \D ⊆ C

and

µ(C \ [X \D]) < ε/4.

Summing all the above inequalities, we get B ⊆ A ⊆ C and µ(C \ B) < ε. Since

B,C ∈ B, the claim follows.

Proof of (c) Given G ∈ G, G = Uα
n ×

∏
γ<κ
γ 6=α

Xγ, where n ∈ ω, by the isomorphism fα,

H = F (G) = fα(Uα
n )×

∏
γ<κ
γ 6=α

{0, 1} for each α. This implies that F is isomorphism.

Proof of (b) From (a) we obtained that B is a set of generators for Jµ(X), by (c) F

will generate the Boolean algebra F (B) that is a set of generators for Jλ({0, 1}κ) and

isomorphic to B. Hence, by Proposition 3.3.20, Jµ(X) ∼= Jλ({0, 1}κ).

�

5.4 Conjectures on Uniform κ-Regularity

The main goal in this section is to prove an analogue to Theorem 4.4.2, Corollary 4.3.7

or Corollary 4.4.12 because obtaining one of them, the others can be obtained using

the Stone duality. Namely:

(A) A Boolean algebra A supports a uniformly κ-regular charge if and only if it is

isomorphic to a subalgebra of the generalized Jordan algebra J κ containing a

dense copy of some �xed nice algebra A∗κ.

(B) Any two strictly positive nonatomic uniformly κ-regular Radon measures on com-

pact Hausdor� spaces have isomorphic Jordan algebras.

(C) Any two strictly positive (s-homogeneous) uniformly κ-regular charges on algebras

of subsets of some topological spaces have isomorphic Jordanian algebras.
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Regarding (A), surely that �xed algebra A∗κ cannot be Clop(2κ) because a Boolean

algebra that contains a copy of Clop(2κ) has an independent sequence of length κ and

hence it supports a measure of type κ. However, for κ > ω, there might exist Boolean

algebras A that do not support a measure of type κ but all measures µ on A satisfy

ur(µ) ≥ κ (for more details see section 6 in [10]).

Borodulin-Nadzieja and Dºamonja [10] found a partial characterization of higher

uniformly regular cardinal (that stated above) which is a genralization of Proposi-

tion 4.4.1. Namely:

Proposition 5.4.1. [10, Proposition 5.2] If a Boolean algebra supports a uniformly

κ-regular (nonatomic) charge, then it is isomorphic to a subalgebra of the completion

of a quotient of Free(κ).

Regarding (B), we discover that this conjecture happens to be false for all in�nite

cardinals κ, as it is shown in the next theorem.

We show that (C) is only true for free algebras Free(κ) on κ generators.

We also found some results related to the above conjectures which will be shown

hereafter.

Theorem 5.4.2. Assume that κω = κ. There exist two strictly positive nonatomic

uniformly κ-regular Radon measures on a compact Hausdor� space such that their

Jordan algebras are not isomorphic.

Proof. Let λ be the standard product measure on the compact Hausdor� space X =

{0, 1}κ. Let (A, λ̄) be the measure algebra of λ. Suppose that Z = Stone(A) is the

Stone space of the measure algebra (A, λ̄) and let λ̂ be the induced measure on Z. We

now consider the following claims:

(I) λ, λ̄ and λ̂ are nonatomic.

Proof of (I). It is well-known that λ is nonatomic. Consequently, λ̄ is also

nonatomic. By Remark 4.2.13 (3), λ̂ is nonatomic. �

(II) λ is uniformly κ-regular on X in the sense of topology.
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Proof of (II). This directly follows from Proposition 5.2.13 because the algebra

Clop(X) of clopen sets in X is a pure base and is of size κ. �

(III) λ is uniformly κ-regular on X in the sense of Boolean algebra.

Proof of (III). Given ε > 0. Let E be any measurable set in X. Since λ is

completion regular (Theorem 416U in [21]), there is a Baire set B such that

B ⊆ E and λ(E \ B) = 0. But for that B, there is a sequence of measurable

rectangles R1, R2, ... such that
⋃
n<ω

Rn ⊆ B such that λ(B \
⋃
n<ω

Rn) < ε (as

λ is the extension of a measure on the algebra generated by those measurable

rectangles). Therefore, λ(E \
⋃
n<ω

Rn) < ε. We have only κ many measurable

rectangles. If we assume D to be the set of countable unions of these measurable

rectangles, then D would be uniformly λ-dense and of size κω. Since κω = κ, so

λ will be uniformly κ-regular. �

(IV) λ̄ is uniformly κ-regular on A in the sense of Boolean algebra.

Proof of (IV). Since the Boolean algebra of λ-measurable sets supports uniform

κ-regularity by (III), then (A, λ̄) also supports uniform κ-regularity. �

Remark 5.4.3. From (III) and (IV), we discover another di�erence between uni-

form regularity and uniform κ-regularity. Namely: both measure algebra (A, λ̄)

and the Boolean algebra of all λ-measurable sets in X are complete and support

uniformly κ-regular measure. While no complete (Boolean) algebra supports

uniformly regular measure (or charge), for more details see the comment below

Proposition 4.6 in [10].

(V) λ̂ is uniformly κ-regular on Z in the sense of topology.

Proof of (V). Follows from (III) and Proposition 5.2.18 (1). �

(VI) λ is not a normal measure on X.
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Proof of (VI). Note that in the proof we denote λκ to be λ for simplicity purpose.

To show that λκ is not normal, we need to �nd a nowhere dense of positive

measure λκ. Let µ be the Lebesgue measure on the unit interval I. Consider

the open set U given in page 68. That is, U =
∞⋃
i=1

(qi − ε/2i, qi + ε/2i), where

{q1, q2, q3, ...} is the set of rationals in I. So U is open dense because it is the

countable union of open intervals and contains all rationals in I. We now explain

that U is not Jordan measurable. We know that

µ(Cl(U)) = µ(I) = 1 6= µ(Int(U)) = µ(U) =
∞∑
n=1

µ(qi − ε/2i, qi + ε/2i) =

∞∑
n=1

2ε/2n = 2ε.

For a �xed ε = 1/4, we have µ(∂(U)) = 1/2 > 0. By Proposition 1.2.3.39, U

can be identi�ed with an open dense set, say V , in 2ω. Assume that λω is the

Lebesgue measure on 2ω. Thus, λω(∂(V )) = 1/2 > 0. Let πω be the projection

from 2κ onto 2ω and let λκ be the product measure on 2κ. So

λκ(π
−1
ω (E)) = λ(E)ω.λκ\ω(2κ\ω) = λω(E) for all E ∈ dom(λω).

We claim that π−1
ω (V ) is a λκ-measurable subset of 2κ but not Jordan λκ-

measurable. Since π−1
ω (V ) can be identi�ed as set W = V × 2κ\ω. W is

open with measure λκ(Int(W )) = λκ(W ) = λω(V ) = 1/2. On the other hand,

Cl(W ) = Cl(V ) × 2κ\ω = 2ω × 2κ\ω = 2κ. So λκ(Cl(W )) = λκ(2
κ) = λω(2ω) =

λω(Cl(V )) = 1. Finally, λκ(∂(W )) = 1/2. SoW is not Jordan λκ-measurable but

clearly is λκ-measurable. Since ∂(W ) is nowhere dense with positive measure,

λκ is not normal. �

(VII) The induced (Radon) measure λ̂ on Z is normal.

Proof of VII. We know that Z is the Stone space of the measure algebra (A, λ̄).

Since every nowhere dense set is contained in a closed nowhere dense set, it

su�ces to show that every closed nowhere dense subset of Z has measure zero.

Let N be a closed nowhere dense set in Z. Set G = N c. G is open dense. Then

G =
⋃
α∈I

Âα for some Aα ∈ A and some indexed set I.
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Since G is dense in Z, by Proposition 1.2.2.30,
⋃
α∈I

Aα = X, the unity of A.

Claim. There exists a countable subindex I0 of I such that λ̂(G) = λ̂(
⋃
α∈I0

Âα)

Proof of the Claim. We have G =
⋃
α∈I

Âα for some index set I. Since λ̂ is regular,

there exists an Fσ-set F in Z such that F ⊆ G and λ̂(G \ F ) = 0. F can be

expressed as a countable union of compact sets Kn, i.e., F =
⋃
n∈ω

Kn. Now,⋃
n∈ω

Kn ⊆
⋃
α∈I

Âα and soKn ⊆
⋃
α∈I

Âα for every n. Since all Âα are basic open sets,

so for every n and every x ∈ Kn, there exists Â(x) such that x ∈ Â(x) ⊆ G. Then⋃
α∈I

Âα forms a cover for Kn for every n. By compactness (of Kn), there is a �nite

subindex In ⊆ I such that Kn ⊆
⋃
α∈In

Âα. This implies that
⋃
n∈ω

Kn ⊆
⋃
n∈ω

⋃
α∈In

Âα.

Set I0 =
⋃
n∈ω

In. Since every In is �nite, so I0 is countable and
⋃
n∈ω

Kn ⊆
⋃
α∈I0

Âα ⊆⋃
α∈I

Âα. But λ̂(
⋃
n∈ω

Kn) = λ̂(
⋃
α∈I

Âα), hence λ̂
(
G =

⋃
α∈I

Âα

)
= λ̂(

⋃
α∈I0

Âα). The

claim follows. �

Now, we may suppose that there is a countable subindex I0 ⊆ I such that

λ̄(
⋃
α∈I0

Aα) = 1. Without loss of generality replace Aα's by the �nite unions, Bα

for I0. Then 〈Bα : α ∈ I0〉 is an increasing family of elements of A and so

λ̄(X) = sup
α∈I0

λ̄(Bα) = 1.

Therefore,

λ̂(G) = λ̂(
⋃
α∈I0

B̂α) = sup
α∈I0

λ̂(B̂α) = sup
α∈I0

λ̄(Bα) = λ̄(X) = λ̂(Z) = 1

Therefore, λ̂(N) = 0. Hence λ̂ is normal. �

(VIII) Jλ̂(Z) = (B, λ̂) ∼= (A, λ̄) ⊃ Jλ(X), where (B, λ̂) is the measure algebra of Z

and B = dom(λ̂) modulo λ̂-null sets.

Proof of (VIII). The �rst equality i.e., Jλ̂(Z) = (B, λ̂) obtain from Lemma

3.3.10. By Theorem 321J, [20], (B, λ̂) ∼= (A, λ̄). The last one follows from

case (V) and Lemma 3.3.12, and from the fact that all measure algebras are

complete, hence Jλ(X) ⊆ (A, λ̄) and Jλ(X) ⊂ Jλ̂(Z) �
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Remark 5.4.4. From (VIII) we �nd out that λ and λ̂ are both strictly positive

nonatomic uniformly κ-regular on compact Hausdor� (zero-dimensional) spaces X and

Z respectively, but their Jordan algebras are not isomorphic. Besides λ and λ̂ are both

homogeneous, complete and of Maharam type κ.

To make the result stronger, let us construct another measure on Z. Since Z is the

Stone space of the measure algebra of a measure on X, there is a unique continuous

surjective function g : Z −→ X which maps each ultra�lter z to its unique limit

point x = g(z) (as X is compact Hausdor�, the limit point exists and is unique, by

Proposition 4.4 and Exercise 4.1 in [31]). Since the measure algebra (A, λ̄) is complete,

by Theorem 1.2.2.31, Z is extremally disconnected. By Theorem 1.2.1.22 and Remark

1.2.1.23, g is irreducible. By Exercise 413Y(c) in [21], there is a Radon (probability)

measure ν on Z of Maharam type κ such that g(ν) = λ. We need to prove the following:

(i) ν is nonatomic.

Proof of (i). It follows from the fact that ν({z}) = λ(g({z})) = λ({x}) = 0. �

(ii) ν is not normal.

Proof of (ii). Suppose that ν is normal. By case (VI), λ is not normal. Then

there is at least a nowhere dense set N in X such that λ(N) > 0. But g−1(N) is

also nowhere dense in Z (see Lemma 1.2.1.24) and ν(g−1(N)) = λ(N) > 0. Hence

ν cannot be normal.

�

(iii) ν is uniformly κ-regular.

Proof of (iii). From (II) and (III) we notice that the family R of measurable

rectangles in X, which are also open sets, determines the uniform κ-regularity of

λ in the sense of Boolean algebra and topology, and (|R| = κ). So g−1(R) is a

family of open sets in Z of size κ because g is continuous. Given ε > 0 and let U
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be any open subset of Z. Since Z is zero-dimensional and ν is Radon, by Lemma

4.2.10, there is a clopen set Â with Â ⊆ U such that

ν(U \ Â) < ε/2.

Since g(Â) = A, and A is λ-measurable, by uniform κ-regularity of λ in the sense

of Boolean algebra, there are R1, R2, R3, · · · ∈ R with
⋃
n<ω

Rn ⊆ A such that

λ(A \
⋃
n<ω

Rn) < ε/4.

Since
⋃
n<ω

Rn is open (union of basic open sets), by uniform κ-regularity of λ in the

sense of topology, there is R ∈ R such that R ⊆
⋃
n<ω

Rn and λ(
⋃
n<ω

Rn \R) < ε/4.

Therefore,

R ⊆ A and λ(A \R) < ε/2.

This implies

ν(Â \ g−1(R)) = ν(g−1(A) \ g−1(R)) = λ(A \R) < ε/2.

Now, we have

g−1(R) ⊂ Â ⊆ U and ν(U \ g−1(R)) ≤ ν(U \ Â) + ν(Â \ g−1(R)) < ε.

As U was taken arbitrarily, so g−1(R) witnesses that ν is uniformly κ-regular on

Z. �

We are still doubtful that whether ν is strictly positive or not. For �xing this

problem, let us use σ = 1
2
ν + 1

2
λ̂. Clearly σ is a Radon measure on Z. We need to

clarify some properties of this measure as well.

(a) σ is nonatomic. It is enough for σ to be nonatomic if either ν or λ̂ is nonatomic,

but both of them are nonatomic, so we are done.

(b) σ is strictly positive. This is because λ̂ strictly positive, so any open set G with

ν(G) = 0 has λ̂(G) > 0 =⇒ σ(G) = 1
2
λ̂(G) > 0.
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(c) σ is not normal. That is, by case (VI) λ̂ is normal, so σ(N) = 1
2
ν(N) for all

nowhere dense subsets Z. By case (i) ν is normal, there is a nowhere dense of

positive measure ν and consequently of positive measure σ.

(d) σ is uniformly κ-regular because it is the sum of two uniformly κ-regular measures.

In conclusion, we obtained two strictly positive nonatomic (homogeneous) uniformly

κ-regular measures λ̂ and σ on a compact Hausdor� zero-dimensional space Z such

that the Jordan algebra Jλ̂(Z) of λ̂ is not isomorphic to the Jordan algebra Jσ(Z) of

σ because λ̂ is normal and so Jλ̂(Z) is complete (by Lemma 3.3.10), while σ is not

normal and so Jσ(Z) is not complete by Lemma 3.3.12. We are done. �

Note that we also provide some special cases in which the conjectures are true, for

instance, the following results. Some other cases can be seen in the next section.

Proposition 5.4.5. Given any cardinal κ, any two homogeneous normal Radon mea-

sures of Maharam type κ on compact Hausdor� spaces have isomorphic Jordan algebras.

Proof. Since µ and ν are of Maharam type κ, then applying Maharam Theorem, we

obtain that the measure algebras (A, µ̄) of µ is isomorphic to the measure algebra (B, ν̄)

of ν. By Lemma 3.3.10, the measure algebra coincides with the Jordan algebra. This

means that (A, µ̄) = Jµ(X) and (B, ν̄) = Jν(Y ). Hence,

Jµ(X) ∼= Jν(Y ).

We are done. �

Proposition 5.4.6. Let µ be a strictly positive uniformly κ-regular Radon probability

measure on a compact Hausdor� space X. Then the Jordan algebra Jµ(X) of µ is

isomorphic to the Jordan algebra Jν′(Y ) of ν ′ on a closed subspace Y of [0, 1]κ, where

ν ′ is the restriction of a Radon measure ν of type κ on [0, 1]κ.

Proof. Let G be a family of size κ consisting of open subsets ofX that makes µ uniformly

κ-regular. LetB be a Boolean algebra generated by G. ThenB has size κ and µ induces

a charge µ0 on B. If Y = Stone(B), by Remark 2.2.1, µ0 extends to a Radon measure

µ̂ on Y .

141



CHAPTER 5. HIGHER VERSION OF JORDAN ALGEBRA &

UNIFORM REGULARITY 142

Since Y is completely regular and has ωP (Y ) = κ, then µ̂ is uniformly κ-regular and

so, by Tychono� Theorem, Y is embeddable into [0, 1]κ (i.e. Y is homeomorphic to a

subspace, say Y ′ by a homeomorphism f). By Corollary 5.2.11, µ̂ induces a uniformly

κ-regular measure ν ′ on Y ′ and so ν ′ is a Radon measure of Maharam type κ. Then ν ′

can be extended to a Radon measure ν of type κ on [0, 1]κ such that ν(A) = ν ′(A∩Y ′)

for all A ⊆ [0, 1]κ. On the other hand, f : Y → Y ′ is the homeomorphism with

f(µ̂) = ν|Y ′ = ν ′. By Example 3.3.19, f is Jordan isomorphism between Jµ̂(Y ) and

Jν′(Y ′). Hence Jµ̂(Y ) ∼= Jν′(Y ′). But Jµ(X) ∼= Jµ̂(Y ) by Proposition 4.3.10. Thus,

Jµ(X) ∼= Jν′(Y ′). �

For the above proposition we obtain the following:

Corollary 5.4.7. Let X be a closed subspace of {0, 1}κ and µ a strictly positive

uniformly κ-regular (�nite) Radon measure on X (possibly ur(µ) ≤ κ). Then there is

a (�nite) Radon measure ν on {0, 1}κ of type κ such that ν
X

= µ.

Proposition 5.4.8. Let µ be a uniformly κ-regular charge on an algebra A of subsets

of a space X. Then the Jordanian algebra Jµ(X) of µ is isomorphic to the Jordan

algebra Jν′(Y ) of ν ′ on a closed subspace Y of [0, 1]κ, where ν ′ is the restriction of a

Radon measure ν of type κ on [0, 1]κ.

Proof. Follows from Propositions 4.4.10 and 5.4.6. �

From above Proposition, we conclude the following:

Corollary 5.4.9. Let µ be a uniformly κ-regular µ-completion charge on a Boolean

algebra A. Then the charge algebra (A, µ) is isomorphic to the Jordan algebra Jν′(Y )

of ν ′ on a closed subspace Y of [0, 1]κ, where ν ′ is the restriction of a Radon measure

ν of type κ on [0, 1]κ.

5.5 Answer to an Open Problem Posed by Mercourakis

& Grekas

We observe that our conjecture (B) is true for the following speci�c case. It is worth

remarking that this answers an open problem posed by Grekas and Mercourakis [26]
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and [36].

Theorem 5.5.1. Given a cardinal κ and the product measure λ on X = {0, 1}κ. If µ

is a strictly positive homogeneous Radon measure of Maharam type κ on X, then the

Jordan algebra of µ is isomorphic to the Jordan algebra of λ. That is,

Jµ(X) ∼= Jλ(X).

Proof. It is known that λ is homogeneous of Maharam type κ and complete (by The-

orem 254F (d), [19]). Let µ̂ be the completion of µ. Since µ is homogeneous of

Maharam type κ, by Lemma 5.2.17 µ̂ is also homogeneous of Maharam type κ. By

Maharam Theorem, the measure algebras of λ and µ̂ are isomorphic. By Remark

1.2.3.50, (X,Σ, λ) and (X, T̂ , µ̂) are isomorphic as measure spaces under an isomor-

phism ψ : (X,Σ, λ) −→ (X, T̂ , µ̂), say, where Σ = dom(λ) and T̂ = dom(µ̂). But λ and

µ̂ are complete measures, by Lemma 1.2.3.45 and Remark 1.2.3.46, we have

• ψ−1(C) ∈ Σ if and only if C ∈ T̂ ;

• λ(ψ−1(C)) = µ̂(C); and

• µ̂(ψ(C)) = λ(C) for every measurable rectangle C ⊆ X

In X measurable rectangles are the same as basic open sets, or equivalently clopen

subsets of X. This implies that ψ preserves measures λ and µ̂ on the algebra C of

clopen subsets of X. Since µ is strictly positive, by Remark 5.2.14, it is uniformly κ

regular. Therefore, by Lemma 5.2.17, µ̂ is strictly positive uniformly κ-regular, and

λ is uniformly κ-regular (by Theorem 5.4.2 (II)). Since C is a base for X in which

all C ∈ C are open Jordan measurable sets with respect to both λ and µ (because

they have boundary measure zero), by Proposition 5.2.19 or Lemma 5.3.3, C is the

set of generators for both Jµ̂(X) and Jλ(X). Consequently, by Proposition 3.3.20,

Jµ̂(X) ∼= Jλ(X). But Jµ(X) = Jµ̂(X) by Proposition 3.3.27. Hence Jµ(X) ∼= Jλ(X).

This completes the proof. �

Notice that the above theorem is only true for an arbitrary product of compact

metric spaces ({0, 1}κ and [0, 1]κ are special cases of it). See Remark 5.4.4 for a coun-

terexample when X is not a product of compact metric spaces.
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From the above Theorem, we conclude the following:

Corollary 5.5.2. For any cardinal κ, any two strictly positive homogeneous Radon

probability measures of Maharam type κ on X = {0, 1}κ have isomorphic Jordan

algebras.

Notice that for a given measure µ on a space X, the Jordan type (uniform density)

of the Jordan algebra of µ might be greater than the Maharam type (density) of the

measure algebra of µ despite of the Jordan algebra is a subalgebra of the measure

algebra. As shown in the following example:

Example 5.5.3. Consider the product space X = {0, 1}c. Since each space {0, 1} is

�nite, so it is separable (it can be dense in itself). By Theorem 1.2.1.12, X is separable.

Let D = {dn : n < ω} be a dense subset of X. De�ne a measure µ on the clopen algebra

C of subsets of X by:

µ(C) =
∑
dn∈C

1/2n+1 for C ∈ C.

Then extend it to the Borel algebra, the σ-algebra generated by C. By Theorem 7.3.11

in [7], this extension is a Radon measure on X, and it is strictly positive because every

clopen set has a positive measure and it is basic open.

µ is separable because one can �nd a countable collection of these clopen sets that

4-approximates all µ-measurable sets. So the measure algebra Ma(X,µ) of µ is of type

ω (countable).

On the other hand, since C is a pure base of size c and by Lemma 4.2.10, it approx-

imates all open sets. Therefore, µ cannot be uniformly < c-regular. Hence, it should

be uniformly c-regular. By Proposition 5.2.19, the Jordan algebra Jµ(X) of is type c.

Now we have

Jµ(X) ⊂ Ma(X,µ) and ur(µ) = c > ω = mt(µ).

The above example also indicates that uniformly κ-regular does not imply Maharam

type κ of measures, in general, even on {0, 1}κ, where κ > ω.

De�nition 5.5.4. A charge µ on a Boolean algebra A is said to be s-homogeneous

if the induced measure µ̂ on the Stone space Z of A is homogeneous.
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Note that the Lebesgue charge λ on the free algebra on κ generators is s-homogeneous,

(see Remark 1.2.3.40), because its extension is the standard product measure λ on

{0, 1}κ which is homogeneous.

Lemma 5.5.5. Let µ be a strictly positive homogeneous measure on a compact Haus-

dor� space X and let G be a uniformly µ-dense family of open subsets of X. If A

is a Boolean algebra generated by G, then the restricted measure µ0 to A is an s-

homogeneous charge.

Proof. We want to show that the induced measure µ̂ on the Stone space Y of A is

homogeneous. By Proposition 5.2.20, Jµ(X) ∼= Jµ̂(Y ) and so the measure algebras of

µ and µ̂ are isomorphic, by Proposition 3.3.20. Then, the measure algebra of µ̂ has

to be homogeneous because the measure algebra of µ is homogeneous. Therefore, µ̂ is

homogeneous. Hence the charge µ0 is s-homogeneous. �

Remark 5.5.6. Since every strictly positive Radon measure µ on {0, 1}κ is uniformly

κ-regular (see Remark 5.2.14), so one might ask that Theorem 5.5.1 can be proved

without strictly positive assumption. But it leads us to contradiction. Let us see how.

Assumption. Suppose it is true that for any cardinal κ, any two homogeneous Radon

probability measures of Maharam type κ on X = {0, 1}κ have isomorphic Jordan

algebras. Then we claim the following:

Claim. For any cardinal κ, any two strictly positive homogeneous uniformly κ-regular

Radon measures of Maharam type κ on all compact Hausdor� spaces have isomorphic

Jordan algebras.

Proof of the claim. Since the product measure λ on [0, 1]κ is a strictly positive homo-

geneous uniformly κ-regular Radon measure of Maharam type κ, it is enough to show

that given any strictly positive homogeneous uniformly κ-regular Radon (probability)

measure µ of Maharam type κ on some compact Hausdor� space X, its Jordan algebra

Jµ(X) is isomorphic to the Jordan algebra Jλ([0, 1]κ) of the product measure λ on the

product space [0, 1]κ.

Let G be a family of open subsets of X that makes µ uniformly κ-regular. Clearly

|G| = κ. Let B be a Boolean algebra generated by G. Then B has also size κ and

145



CHAPTER 5. HIGHER VERSION OF JORDAN ALGEBRA &

UNIFORM REGULARITY 146

µ induces a strictly positive charge µ0 on B which is also s-homogeneous by Lemma

5.5.5, (Notice that if µ0 is not strictly positive charge on B, we can work on the

quotient algebra of B modulo null sets which has the same size of B because every G

posses a positive measure and so it belongs to a class in the quotient algebra. Surely

the charge on the quotient is strictly positive and its Stone space gives us the same

Jordan algebra that Y gives, see Proposition 5.2.19). If Y = Stone(B), then Y is

completely regular and has ωP (Y ) = κ. By Remark 2.2.1, µ0 extends to a Radon

measure µ̂ on Y . By Propositions 4.2.12 and 5.2.13, µ̂ is strictly positive uniformly

κ-regular, homogeneous (because µ0 is s-homogeneous charge) and of Maharam type

κ (because µ is of Maharam type κ). By Tychono� Theorem, Y is homeomorphic

to a closed subspace W of [0, 1]κ under a homeomorphism h, say. This h induces a

strictly positive homogeneous uniformly κ-regular measure ν of Maharam type κ on

W . Therefore ν can be extended to a homogeneous Radon measure ν̂ of Maharam

type κ. By Assumption (that we supposed it is true), Jν̂([0, 1]κ) ∼= Jλ([0, 1]κ). But

obviously Jν(W ) = Jν̂([0, 1]κ) (because all subsets of [0, 1]κ \W have ν̂-measure zero).

On the other hand, Jµ(X) ∼= Jµ̂(Y ) by Proposition 4.3.10 and clearly Jµ̂(Y ) ∼= Jν(W ).

Summing up all these together yield, Jµ(X) ∼= Jλ([0, 1]κ). �

This shows that any two strictly positive homogeneous uniformly κ-regular Radon

measures of Maharam type κ on any compact Hausdor� space have isomorphic Jordan

algebras. But this is false in general, by Theorem 5.4.2, there are two strictly positive

homogeneous uniformly κ-regular Radon measures of Maharam type κ on some compact

Hausdor� zero-dimensional space which have non-isomorphic Jordan algebras.

From the above proof we �nd out that the strictly positive condition in Theorem

5.5.1 is necessary.

Lemma 5.5.7. Let µ be any charge on the free algebra Free(κ) on κ generators. Then

µ is continuous if and only if it is nonatomic.

Proof. Can be proved in the same way as in Lemma 2.1.15. �

Remark 5.5.8. Note that nonatomicity of a measure on some compact Hausdor�

space is implied by homogeneity. So, by Proposition 4.2.12, we obtain that every
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s-homogeneous charge on a Boolean algebra is always nonatomic.

section

The following result is a speci�c case for the conjectures (A) and (C).

Theorem 5.5.9. Any two strictly positive s-homogeneous charges of Maharam type κ

on the free algebra Free(κ) on κ generators have isomorphic Jordanian algebras.

Proof. Let µ0, ν0 be two strictly positive s-homogeneous (nonatomic) charges of Ma-

haram type κ on Free(κ). By Proposition 4.2.12, the induced Radon measures µ, ν on

the Stone space Z of Free(κ) are strictly positive homogeneous of Maharam type κ.

It is known that Z can be identi�ed with the product space X = {0, 1}κ. By Corol-

lary 5.5.2, Jµ(Z) ∼= Jν(Z). But Jµ0(Free(κ)) = Jµ(Z) and Jν0(Free(κ)) = Jν(Z), by

Proposition 4.4.10. Hence Jµ0(Free(κ)) ∼= Jν0(Free(κ)). �

From Proposition 4.4.10 and Theorem 5.5.9 we conclude the following:

Corollary 5.5.10. Every strictly positive s-homogeneous charge of Maharam type κ

on free algebra Free(κ) on κ generators has Jordanian algebra isomorphic to Jordan

algebra of the product measure λ on 2κ. In particular, for any strictly positive s-

homogeneous charge µ of Maharam type κ on free algebra Free(κ) on κ generators ,

the charge algebra (Free(κ), µ) is isomorphic to a subalgebra of the Jordan algebra of

the product measure λ on 2κ

The above theorem is only true for free algebras, otherwise there is a counterexam-

ple, see Remark 5.4.4.
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