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Abstract

Time-series data is abundant, and must be analysed to extract usable knowledge. Local-shape-based methods offer improved performance for many problems, and a comprehensible method of understanding both data and models.

For time-series classification, we transform the data into a local-shape space using a shapelet transform. A shapelet is a time-series subsequence that is discriminative of the class of the original series. We use a heterogeneous ensemble classifier on the transformed data. The accuracy of our method is significantly better than the time-series classification benchmark (1-nearest-neighbour with dynamic time-warping distance), and significantly better than the previous best shapelet-based classifiers. We use two methods to increase interpretability: first, we cluster the shapelets using a novel, parameterless clustering method based on Minimum Description Length, reducing dimensionality and removing duplicate shapelets. Second, we transform the shapelet data into binary data reflecting the presence or absence of particular shapelets, a representation that is straightforward to interpret and understand.

We supplement the ensemble classifier with partial classification. We generate rule sets on the binary-shapelet data, improving performance on certain classes, and revealing the relationship between the shapelets and the class label. To aid interpretability, we use a novel algorithm, BruteSuppression, that can substantially reduce the size of a rule set without negatively affecting performance, leading to a more compact, comprehensible model.

Finally, we propose three novel algorithms for unsupervised mining of approximately repeated patterns in time-series data, testing their performance in terms of speed and accuracy on synthetic data, and on a real-world electricity-consumption device-disambiguation problem. We show that individual devices can be found automatically and in an unsupervised manner using a local-shape-based approach.
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Chapter 1

Introduction

There is an abundance of time-series data that must be analysed in order to derive usable knowledge. Our hypothesis is that much of this analysis would benefit from an approach based on local similarity of shape; that is, a methodology focused on subsequences of the time series that are particularly informative.

Local similarity of shape can inform prediction and other tasks, but can also enhance understanding of time-series data. Consider Figure 1.1. Examined as a whole, there are long stretches of the series where they barely differ. In the middle third, however, are local shapes that differ substantially from series to series. By examining local-shape-based similarity, we can ensure that these differences are not swamped by the general similarities, but are used to distinguish the series, exactly as they are under intuitive visual inspection.

Local shapes are uniquely comprehensible aspects of time series. A very long time series cannot be grasped intuitively, which makes systems based on global similarity of shape uninformative. Data-mining techniques based on auto-correlation or Fourier transformation can reduce comprehensibility, and make visual interpretation very difficult, especially for non-specialists. Our hypothesis is that local similarity of shape offers an intuitively comprehensible way of understanding long time series. In addition to this, we believe that local similarity of shape can be used to improve the
quantitative aspects of time-series data mining.

Figure 1.1: Four ECG time series from the ECGFiveDays dataset. The beginning third and final third of the series are very similar, differing only a little and seemingly at random. The middle third, in contrast, has a number of local shapes that differ substantially between the series.

We apply the subsequence-based approach to supervised data mining, showing that time-series classification accuracy can be improved by transforming the data into a space of local shapes, and that rule induction for partial classification of time series can be fruitfully applied to the transformed data. We also investigate unsupervised data mining, finding approximately repeated subsequences in time-series data that can provide primitives for future data mining, and can aid in understanding and analysing the data.

We make a number of novel research contributions to time-series classification,
clustering, rule induction, and repeated pattern mining over the course of this thesis; these contributions are detailed in Section 1.2.

1.1 Research objectives

The overall objective of this thesis is to address the following question: how best can we use methods based on local similarity of shape for mining time-series data? More specifically, the question can be broken down into two sub-questions:

1. How can notions of local similarity of shape be used to create high-performing approaches to existing time-series data-mining tasks?

2. How can the interpretability offered by methods based on local similarity of shape be maximised without compromising performance?

1.1.1 Objectives

The objectives of the thesis, which address the research questions, are as follows:

1. Develop and test subsequence-based representations for time-series.

2. Create and refine algorithms and methods for discovering and extracting subsequences to represent locally-similar features.

3. Implement and test approaches to make best use of the representations for solving specific data-mining problems.

4. Design methods and representations that maximise interpretability without substantially diminishing performance.
1.1.2 Challenges

Achieving the objectives listed in the previous subsection, and hence satisfactorily answering the research questions, requires surmounting three main challenges:

1. Existing methods for time-series classification, with which a large proportion of this thesis is concerned, are well developed and highly accurate. The new methods proposed must offer substantial improvements above the existing methods, either in terms of accuracy or interpretability. In terms of classification accuracy, benchmark approaches must be bettered, or at least equalled (if there is some other advantage to using local similarity, e.g. increased interpretability). This is challenging, because the benchmark level of accuracy is high.

2. One strength of the local-shape-based approach is interpretability. Interpretability is inversely proportional to complexity; to maximise interpretability, complexity must be minimised. Over simplification, however, is detrimental to performance. A key challenge in answering the overriding research question of this thesis is balancing interpretability with performance.

3. Discovering and extracting representative subsequences is a complex problem; the time complexity of proposed algorithms must be reasonable enough that they can be tested on a range of problems. The same is true of dimensionality-reduction methods to improve interpretability: the time complexity of the method must not be so high as to exclude reasonable applications. This is partly so that the new methods can be deployed in a wide range of situations, and partly to ensure that they can be tested on a large number of datasets to ensure robust results.

In overcoming these challenges and answering the overriding research question, we have made a number of novel contributions, listed in the next section.
1.2 Novel contributions

1.2.1 Shapelet transform and ensemble classifier

In Chapter 5, we propose and extensively test a shapelet transform, using heterogeneous ensemble classification, that provides significantly better classification accuracy than the benchmark approach to time-series classification (1NN with DTW distance and cross-validated warping window size). It is also significantly more accurate than the leading shapelet-based approaches (Fast Shapelets and Logical Shapelets).

Work on the shapelet transform is published in [88]; legacy results are published in [119]. Many of the results of our extensive experimentation with the up-to-date version of the transform and the heterogeneous ensemble classifier are used in [9] (currently under review), which combines a large number of different transforms, distance measures, and classifiers to create a more accurate time-series classification system than anything in the current literature. The shapelet transform with ensemble classifier is one of the best-performing elements of the COTE ensemble [9].

1.2.2 Clustering shapelets and binary transformation

In Chapter 5, we propose and test a novel, parameterless approach to clustering shapelets. Our method finds the correct number of shapelets for a given problem using Minimum Description Length, maintaining classification accuracy while reducing the number of shapelets to increase interpretability. This is a useful feature for reducing the dimensionality of our shapelet-transformed datasets, but more importantly, shows that clustering with MDL could be suitable in the more general case for correctly clustering time-series subsequences.

The preliminary work on clustering shapelets is published in [88].
Following on from our clustering method in Chapter 5, we propose a binary transform for shapelet data that we believe offers the most interpretable form of shapelet-transformation. The binary-transformed data sacrifices a small amount of accuracy for some (but not all) datasets, but delivers high interpretability, with each series of the transformed data represented by binary values indicating the presence or absence of each shapelet in that series. Models built on this data have the potential to be comprehensible to end-users working in domains like medicine and finance, where every decision must be justifiable.

### 1.2.3 Partial classification of binary-shapelet data

In Chapter 6, we propose a partial classification method based on association rules that significantly improves upon the accuracy of our state-of-the-art classifier in cases where the ensemble predicts poorly. It also offers highly interpretable insight into the relationship between the data and the class in the form of association rules that hold over binary shapelets.

Our approach is best used in one of two ways: as a supplement to the ensemble classifier to improve performance for poorly-predicted classes of interest, or as a general-use, highly interpretable approach to analysing the relationships between the attributes of the data and the class label.

### 1.2.4 BruteSuppression

In Chapter 6, we propose *BruteSuppression*, a novel algorithm for reducing rule set size that can dramatically decrease the number of rules in the rule set with no loss of classification accuracy. This creates more compact and interpretable rule sets. The BruteSuppression algorithm is published in [86], along with a large amount of analysis into its effects on the distribution of rules in rule sets. Here, we restrict our qualitative analysis to a single standard dataset (Adult [164]), and focus on the
quantitative effects of BruteSuppression on the size and predictive performance of rule sets built on binary-shapelet data.

1.2.5 Interestingness measures for partial classification rules

In Chapter 2, we show that twelve commonly used interestingness measures impose the same ordering on a partial classification rule set as confidence, making them redundant as assessment tools for these rule sets. Many algorithms, including Apriori, allow the user to select a measure other than confidence to use for rule induction, and we require an interestingness measure for the BruteSuppression algorithm proposed in Chapter 6. By proving that there is no tangible difference between these measures in terms of partial classification, we justify our use of confidence as an interestingness measure, and also clarify the choice of interestingness measure for partial classification in the general case.

This work is published in [87].

1.2.6 Mining approximately repeated patterns

In Chapter 7, we propose three novel algorithms for finding approximately repeating patterns in time series, testing them extensively on bespoke synthetic data, and on a real-world electrical device disambiguation problem. We show that a subsequence-based approach can be used to detect specific instances of distinct device usage, suggesting that motifs could be suitable for similar problems in other domains where approximately repeated patterns must be discovered in time series.

1.3 Thesis structure

The thesis is structured as follows:

- In Chapter 2, we discuss time-series classification and rule induction.
• In Chapter 3, we give an up-to-date overview of the shapelet approach and motifs.

• Chapter 4 describes the datasets we have used for our experiments; we cover existing time-series problems and our own contributed data.

• In Chapter 5, we propose and test a shapelet transform with an ensemble classifier that outperforms the benchmark time-series classification method and the best published shapelet-based classifiers. We also create a novel parameterless clustering method for finding the ‘right’ number of shapelets for a given problem, and a binary transform for shapelets that maximises interpretability.

• Chapter 6 describes a system for partial classification using binary-shapelet data that can significantly improve upon the performance of the ensemble classifier in certain cases, and which offers a highly interpretable model. We also propose a novel algorithm that substantially reduces the size of association rule sets without compromising partial classification or removing potentially interesting rules.

• In Chapter 7, we propose three novel algorithms for finding approximately repeating patterns in time series, testing them extensively on bespoke synthetic data, and on a real-world electrical device disambiguation problem.

• Chapter 8 presents our conclusions and suggests directions in which our work could be extended.
Chapter 2

Time-series Classification and Rule Induction

Section 2.10 of this chapter is based on a novel analysis of existing interestingness measures published in the following paper:

J. Hills, L. Davis, A. Bagnall

Interestingness Measures for Fixed Consequent Rules

2.1 Introduction

We focus our interest on three time-series data-mining tasks: time-series classification, partial classification of time series with association rules, and the discovery of repeated patterns in time series. We address the background of the final task in Chapter 3, as our work is very dependent on the particular representation we use for the repeated patterns, and the information is better presented in context. In the first half of this chapter, we address time-series classification; the subject of the second half is induction of partial classification rules.

In Section 2.2, we discuss time-series classification; we make novel contributions to this area in Chapters 5 and 6. We discuss the classifiers we have used in Section 2.3, and dynamic time warping, a benchmark approach in time-series classification, with which we compare our method, in Section 2.4. We use an ensemble classifier; the relevant background is given in Section 2.5. In Section 2.6, we discuss the two main tests we use to compare classifiers: the Wilcoxon Signed Rank Test (Section 2.6.1) and the Friedman Test with post-hoc Nemenyi test (Section 2.6.2). We also describe the visual method we use to display our results: the critical-difference diagram (Section 2.6.3).

In Section 2.7, we shift focus from classification to partial classification with association rules, a field to which we make a novel contribution in Chapter 6. We describe the association rule algorithm we use, Apriori, in Section 2.8. In Section 2.9, we discuss interestingness measures. Which interestingness measures to use in Chapter 6 is an important design choice, motivated by the theoretical assessment given in Section 2.10.

We close our discussion with conclusions in Section 2.12.
## 2.2 Time-Series classification (TSC)

### 2.2.1 Classification

In classification, a learner uses labelled training examples to search its hypothesis space for a classifier. The classifier generalises from the training examples to predict labels for new examples. Different learners use different strategies to search their hypothesis space; the hypothesis space itself varies from learner to learner.

A size $N$ dataset $D$ is a set of instances $\{D_1, D_2, \ldots, D_N\}$, where each instance $D_i = \{< x_{i,1}, x_{i,2}, \ldots, x_{i,m}>, c_i\}$ consists of a set of $m$ attribute values and a class label. The order of the attributes is unimportant, and interaction between variables is considered to be independent of their relative positions. $D$ is split into a training set $D_{train}$ and a test set $D_{test}$, such that $D_{train} \cup D_{test} = D$ and $D_{train} \cap D_{test} = \emptyset$.

A classifier is trained by inputting $D_{train}$ to the learner. The algorithm uses the labelled examples to infer the relationship between the attributes and the class label. Given an instance, the trained classifier produces a prediction based on the attributes of the instance. The accuracy of the classifier’s predictions on unseen data (often the instances in $D_{test}$) is calculated to provide an estimate of how well the classifier represents the relationship between the attributes and the class label.

We focus on a sub-problem within classification: time-series classification (TSC).

### 2.2.2 Time-series

A time series is a sequence of data that is typically recorded in temporal order at fixed intervals. Suppose we have a set of $N$ time series $\mathbf{T} = \{T_1, T_2, \ldots, T_N\}$, where each time series $T_i$ has $m$ real-valued ordered readings $T_i = < t_{i,1}, t_{i,2}, \ldots, t_{i,m} >$, and a class label $c_i$. We assume that all series in $\mathbf{T}$ are of length $m$, but this is not a requirement (see [91] for discussion of this issue). Given a dataset $\mathbf{T}$, the time-series classification problem is to find a function that maps from the space of possible time...
In TSC, a class label is applied to an unlabelled set of data. The attributes of time-series objects represent ordered data, typically the same quality measured over time. Data need not be ordered temporally to be treated as a time series, however. Examples of sequence data include temporally-ordered data, such as recordings of electrical activity in the heart (Figure 2.1 top), spatially-ordered data, e.g. images (Figure 2.1 middle), and other ordered data, for example spectrographs (Figure 2.1 bottom). For time-series data, the order of the variables is often crucial for finding the best discriminating features.

TSC problems occur in a variety of domains, including image processing [143], robotics [166], healthcare [146], and gesture recognition [122].

Various algorithms are used for TSC, including tree-based classifiers (e.g. \textit{C4.5}), lazy classifiers (e.g. \textit{k-nearest neighbour (kNN)}), and probabilistic classifiers (e.g.
Naive Bayes). TSC research has focused on alternative distance measures for \( k \)NN classifiers, based on either the raw data, or on compressed or smoothed data (see [51] for a comprehensive summary). This idea has propagated through current research. For example, Batista et al. state that “there is a plethora of classification algorithms that can be applied to time series; however, all of the current empirical evidence suggests that simple nearest neighbor classification is very difficult to beat” [12]. Recently, several alternative approaches have been proposed, such as weighted dynamic time warping [99], support vector machines built on variable intervals [150], tree-based ensembles constructed on summary statistics [46], and a fusion of alternative distance measures [29].

There are three general types of within-class similarity that may be relevant to TSC: similarity in time, similarity in change, and similarity in shape.

Similarity in time encompasses time series that are observations of variation of a common curve in the time dimension. \( k \)NN classifiers with elastic distance measures perform well when classes are distinguished by this kind of similarity [51, 7]. Similarity in change occurs when series of the same class have a similar form of autocorrelation. A common approach used for TSC with this kind of similarity is to fit an Auto-regressive Moving Average (ARMA) model and base classification on differences in the model parameters [8]. Our interest is focused on similarity in shape.

### 2.2.3 Similarity in shape

*Similarity in shape* is a feature of time series that are distinguished by some phase-independent sub-shape that may appear at any point in the series. A *global* sub-shape is one that approaches the length of the series. A *local* sub-shape is one that is short relative to the length of the series, and may appear anywhere in the series.

If a global common sub-shape is phase-shifted to a large degree within instances of
If a global common sub-shape is found within instances of the same class and there is little phase shift, $k$NN classifiers with elastic distance measures will perform well [51, 7]. Variation around the underlying shape is caused by noise in observation, and also by noise in indexing, which may cause a slight phase shift. Consider two series produced by the same sine function. Noise in measurement alters values in the series; noise in indexing offsets the sine wave (Fig. 2.2).

A standard example of this global similarity of shape with little phase shift is the Cylinder-Bell-Funnel artificial dataset, where there is noise around the underlying shape and in the index where the shape transitions (see Figure 2.3).

Locally-similar series have common sub-shapes that are short relative to the series. Local similarity can be obscured by noise in measurement; in addition, if the similar subshapes appear at very different indexes, they will be difficult to detect.
Figure 2.3: Series from the Cylinder-Bell-Funnel dataset. Each series represents a noisy, offset instance of a particular curve, specific to one of the three types. From left to right: Cylinder, Bell, Funnel.

Figure 2.4: Time series of two different classes. A global approach will pair the series incorrectly, due to the offset in the time dimension. A local approach will pair the instances correctly, as the subsequences are exact matches.

with global approaches (Fig. 2.4). Transformation into the frequency domain and \( k \)NN with elastic distance measures might not discriminate well between the classes. The *shapelet* approach is tailored to discriminate on local similarity (see Chapters 3 and 5).

### 2.3 Classifiers

We make use of a number of standard classifiers: *C4.5*, \( k \)NN, *Naive Bayes*, *Bayesian Network*, *Random Forest*, *Rotation Forest*, and two *Support Vector Machines*. We choose these classifiers as they are widely used, are diverse in their operation, and are all implemented in the *WEKA* machine learning tool kit [78].

For brevity, we exclude descriptions of the simpler classifiers - *C4.5*, \( k \)NN, and
Naive Bayes - referring the reader to [79]. The more complex classifiers operate as follows. A Bayesian network is an acyclic directed graph with associated probability distributions [63]. It predicts class labels without assuming independence between variables. The Random Forest algorithm classifies examples by generating a large number of decision trees with controlled variation, and taking the modal classification decision [24]. The Rotation Forest algorithm trains a number of decision trees by applying principal components analysis on a random subset of attributes [151]. A support vector machine finds the best separating hyperplane for a set of data by selecting the margin that maximises the distance between the nearest examples of each class [38]. It can also transform the data into a higher dimension to make it linearly separable.

2.4 Dynamic time warping

Dynamic Time Warping (DTW) distance is used with kNN classifiers in TSC to mitigate problems caused by distortion in the time axis [18, 144]. Measuring the DTW distance between two length m series, $t =< t_1, t_2, \ldots, t_m >$, and $s =< s_1, s_2, \ldots, s_m >$, involves computing the $m \times m$ distance matrix $M$, where $M_{ij} = (t_i - s_j)^2$.

A warping path, $P$, is a set of points that defines a traversal of $M$, where $e$ and $f$ are row and column indices respectively:

$$P =< (e_1, f_1), \ldots, (e_m, f_m) > .$$

The Euclidean distance, for example, is the path that follows the diagonal of $M$, $P =< (e_1, f_1), (e_2, f_2), \ldots, (e_{m-1}, f_{m-1}), (e_m, f_m) >$. All warping paths must begin at point $(1, 1)$ and end at point $(m, m)$, and satisfy the conditions $(e_{i+1} - e_i) \in \{0, 1\}$ and $(f_{i+1} - f_i) \in \{0, 1\}$.

Other constraints can be placed on the warping paths. One common additional constraint restricts the warping window by defining a value, $r$, which determines...
the maximum allowable distance between any pair of indexes in the warping path. This reduces computation time, and may prevent some pathological warping paths, for example paths that map many points in one series to the same point in the other. Setting the warping window through cross validation significantly improves the accuracy of 1NN with DTW distance [144, 117].

The DTW distance between two series is defined as the total distance covered by the shortest warping path. The optimal path is found using dynamic programming [144]. Extensions to DTW have been proposed in [101, 99, 74].

Extensive experimentation has led to 1NN with DTW distance (and cross validation to select the size of the warping window) being regarded as the benchmark for TSC [51, 117]. The evidence [51, 152, 174] suggests that, for smaller datasets, elastic similarity measures such as DTW outperform simple Euclidean distance. However, as the number of series increases, “the accuracy of elastic measures converges with that of Euclidean distance” [51].

2.5 Ensemble classifiers

An ensemble of classifiers combines a set of base classifiers by fusing the individual predictions to classify new examples [50, 127]. Majority vote fusion [106] is an intuitive approach; for alternative fusion schemes see [104]. Beyond simple accuracy comparison, there are three common approaches to analyse ensemble performance: diversity measures [105, 162], margin theory [127, 145], and Bias-Variance decomposition [13, 23, 60, 97, 163, 167]. These have all been linked [162, 52].

The key concept in ensemble design is the requirement that the ensemble be diverse [50, 70, 76, 80, 123, 154]. Diversity can be achieved in the following ways:

- Employing different classification algorithms to train each base classifier to form a heterogeneous ensemble.
• Changing the training data for each base classifier through a sampling scheme or by directed weighting of instances [22, 24, 59, 170].

• Selecting different attributes to train each classifier [24, 89, 151].

• Modifying each classifier internally, either through re-weighting the training data or through inherent randomization [57, 59].

Ensembles have been applied to time-series data-mining problems, and have shown promising results [29, 46, 150]. For example, Deng et al. propose a version of random forest [24] that uses the mean, slope, and variance of subseries as the attribute space, offering better accuracy than random forest used on the raw data [46]. Buza [29], and Lines and Bagnall [117], use ensembles of different distance measures to improve TSC accuracy.

2.6 Comparing classifiers

Demšar [45] discusses tests for comparing classifiers over multiple datasets. He argues that the appropriate test for comparing two classifiers over multiple datasets is the Wilcoxon Signed Rank test; for comparing multiple classifiers over multiple datasets, he advocates the Friedman test with post-hoc Nemenyi test.

2.6.1 Comparing two classifiers: the Wilcoxon Signed Rank test

Demšar [45] recommends using the Wilcoxon Signed Rank test to compare two classifiers over multiple datasets for three reasons. First, the Wilcoxon Signed Rank test does not require that classification accuracies across different problem domains be commensurable. Accuracies can be wildly different across problems; using ranks prevents ten differences of 0.01 being balanced by a single difference of 0.1. Second,
Table 2.1: Left: accuracies for two classifiers over 28 datasets with differences. Right: differences sorted by absolute value, ranks, and \( W_+ \) and \( W_- \) statistics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Classifier A</th>
<th>Classifier B</th>
<th>Difference</th>
<th>Sorted Difference</th>
<th>Absolute Difference</th>
<th>Ranks</th>
<th>( W_+ )</th>
<th>( W_- )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.537</td>
<td>0.537</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.468</td>
<td>0.531</td>
<td>-0.063</td>
<td>0.000</td>
<td>0.000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.530</td>
<td>0.530</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.700</td>
<td>0.700</td>
<td>0.000</td>
<td>-0.001</td>
<td>0.001</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.274</td>
<td>0.077</td>
<td>0.197</td>
<td>0.004</td>
<td>0.004</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.662</td>
<td>0.622</td>
<td>0.041</td>
<td>0.014</td>
<td>0.014</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0.496</td>
<td>0.000</td>
<td>0.496</td>
<td>-0.019</td>
<td>0.019</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>0.357</td>
<td>0.417</td>
<td>-0.060</td>
<td>0.041</td>
<td>0.041</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.357</td>
<td>0.394</td>
<td>-0.037</td>
<td>0.046</td>
<td>0.046</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.251</td>
<td>0.050</td>
<td>0.201</td>
<td>0.058</td>
<td>0.058</td>
<td>7</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0.282</td>
<td>0.154</td>
<td>0.127</td>
<td>-0.060</td>
<td>0.060</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0.365</td>
<td>0.255</td>
<td>0.110</td>
<td>-0.003</td>
<td>0.003</td>
<td>9</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0.446</td>
<td>0.151</td>
<td>0.295</td>
<td>0.083</td>
<td>0.083</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0.441</td>
<td>0.182</td>
<td>0.259</td>
<td>0.104</td>
<td>0.104</td>
<td>11</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0.347</td>
<td>0.264</td>
<td>0.083</td>
<td>0.104</td>
<td>0.104</td>
<td>12</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0.183</td>
<td>0.057</td>
<td>0.126</td>
<td>0.110</td>
<td>0.110</td>
<td>13</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>0.346</td>
<td>0.342</td>
<td>0.004</td>
<td>0.110</td>
<td>0.110</td>
<td>14</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>0.417</td>
<td>0.371</td>
<td>0.046</td>
<td>0.112</td>
<td>0.112</td>
<td>15</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>0.179</td>
<td>0.069</td>
<td>0.110</td>
<td>0.126</td>
<td>0.126</td>
<td>16</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0.204</td>
<td>0.146</td>
<td>0.058</td>
<td>0.127</td>
<td>0.127</td>
<td>17</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>0.342</td>
<td>0.146</td>
<td>0.196</td>
<td>0.196</td>
<td>0.196</td>
<td>18</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>0.508</td>
<td>0.204</td>
<td>0.104</td>
<td>0.197</td>
<td>0.197</td>
<td>19</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>0.453</td>
<td>0.454</td>
<td>-0.001</td>
<td>0.201</td>
<td>0.201</td>
<td>20</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>0.382</td>
<td>0.271</td>
<td>0.112</td>
<td>-0.241</td>
<td>-0.241</td>
<td>21</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>0.032</td>
<td>0.273</td>
<td>-0.241</td>
<td>-0.241</td>
<td>-0.241</td>
<td>22</td>
<td>22</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>0.208</td>
<td>0.227</td>
<td>-0.019</td>
<td>0.259</td>
<td>0.259</td>
<td>23</td>
<td>23</td>
<td>0</td>
</tr>
<tr>
<td>27</td>
<td>0.255</td>
<td>0.241</td>
<td>0.014</td>
<td>0.295</td>
<td>0.295</td>
<td>24</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>0.430</td>
<td>0.326</td>
<td>0.104</td>
<td>0.496</td>
<td>0.496</td>
<td>25</td>
<td>25</td>
<td>0</td>
</tr>
</tbody>
</table>

Sum: 325 274 51

the Wilcoxon Signed Rank test does not assume normality for the distribution of the accuracies; this is appropriate, as we cannot rely on this assumption. Third, because it uses ranks, the Wilcoxon Signed Rank test is not badly affected by outliers. For these reasons, we perform all pairwise comparisons of classifiers over multiple datasets using the Wilcoxon Signed Rank test.

The Wilcoxon Signed Rank test [172] is a non-parametric test. We use it to compare the accuracies of two classifiers over a number of different datasets (for example, Table 2.1). The difference is computed for each pair of accuracies. The list of differences is sorted by absolute value. The non-zero absolute differences are ranked in ascending order of absolute value (Table 2.1). The test statistics are created by summing the ranks for positive differences (\( W_+ \)) and negative differences (\( W_- \)).
We take $N_r$ to be the highest rank (in Table 2.1, 25). If $N_r \geq 15$, the distribution of $W_+$ or $W_-$ (we concentrate on $W_+$, but $W_-$ can be substituted *mutatis mutandis*) approaches the normal distribution where:

$$
\mu_{W_+} = \frac{N_r(N_r + 1)}{4},
$$

(2.6.1)

$$
\sigma_{W_+} = \sqrt{\frac{N_r(N_r + 1)(2N_r + 1)}{24}}.
$$

(2.6.2)

Hence, the statistic:

$$
Z = \frac{W_+ - \mu_{W_+}}{\sigma_{W_+}}
$$

(2.6.3)

can be used to test for significant difference where $N_r \geq 15$ (for cases where $N_r < 15$, a statistical table can be used to find critical values, see for example [168]).

In our example (Table 2.1), $N_r = 25$, $W_+ = 274$, $\mu_{W_+} = 162.5$, and $\sigma_{W_+} = 37.165$. Hence, $Z = \frac{274 - 162.5}{37.165} = 3$; there is a statistically significant difference between Classifier A and Classifier B at a significance level of 0.01.

Where we compare two classifiers over multiple datasets, we use the Wilcoxon Signed Rank test with a significance level of 0.01.

### 2.6.2 Comparing multiple classifiers: the Friedman Test with post-hoc Nemenyi test

Demšar [45] argues that a Friedman test [61, 62] with post-hoc Nemenyi test [133] is the best way to compare multiple classifiers over multiple datasets. The Friedman test does not rely on the same assumptions as the repeated measures ANOVA, which include the assumption that the samples (i.e. the accuracies) are drawn from a normal distribution, and the assumption of sphericity, which requires that the variances of the differences between all possible pairs of groups are equal. When comparing classifiers, there is no guarantee that these assumptions will not be violated. Hence, we prefer the Friedman test to the Anova for multiple comparisons.
The Friedman test ranks each classifier separately on its performance on each dataset, assigning ranks in ascending order (rank 1 for the best classifier, average ranks where classifiers tie). $r^j_i$ is the rank of the $j^{th}$ of $k$ classifiers on the $i^{th}$ of $N$ datasets, and $R_j = \frac{1}{N} \sum_i r^j_i$, the average ranks of the algorithms. The Friedman statistic:

$$
\chi^2_F = \frac{12N}{k(k+1)} \left[ \sum_j R^2_j - \frac{k(k+1)}{4} \right]
$$

is used to compute:

$$
F_F = \frac{(N-1)\chi^2_F}{N(k-1) - \chi^2_F}, \quad (2.6.5)
$$

which follows an F-distribution with $k - 1$ and $(k-1)(N-1)$ degrees of freedom. We use the $F_F$ statistic to determine whether there is a significant difference between the classifiers, testing the null hypothesis (that there is no difference) at a significance level of 0.01.

If the Friedman test allows us to reject the null hypothesis (i.e. there is a significant difference between the classifiers), we perform a post-hoc Nemenyi test. In a Nemenyi test, the performance of two classifiers is significantly different if the average ranks of the two classifiers differ by at least the critical difference:

$$
CD = q_\alpha \sqrt{\frac{k(k+1)}{6N}} \quad (2.6.6)
$$

The critical values $q_\alpha$ are based on the Studentized range statistic divided by $\sqrt{2}$ (see, for example, [168], for statistical tables). If the difference in average rank between two classifiers (where we have rejected the null hypothesis using the Friedman test) exceeds the critical difference, we take the classifiers to be significantly different.

Where we compare multiple classifiers over multiple datasets, we use the Friedman test with post-hoc Nemenyi test at a significance level of 0.01.
2.6.3 Critical-difference diagram

When comparing multiple classifiers over multiple datasets, we present our results perspicuously using a critical-difference diagram [45]. An example critical-difference diagram is shown in Figure 2.5.

Figure 2.5: Example critical-difference diagram comparing five classifiers over multiple datasets. A pair of classifiers is significantly different if they do not belong to the same clique, represented by the black bars.

In Figure 2.5, each classifier is aligned along the axis based on its average rank over the datasets. The black bars show the cliques. If two classifiers belong to the same clique, there is no significant difference between their performances on the datasets. In Figure 2.5, classifiers A, B, and C all belong to the same clique, meaning there is no significant difference between their performances on the datasets. There is a significant difference between classifier E and classifiers A, B, and C, as they do not belong to the same clique.

Where we compare multiple classifiers over multiple datasets, we will present the results using critical-difference diagrams.
2.7 Mining association rules

The previous sections have focused on classification. The second half of this chapter is focused on partial classification (nugget discovery) through association rules, which is the method we employ to make the novel contribution in Chapter 6. The goal of partial classification is to discover association rules that reveal characteristics of some pre-defined class(es); such rules need not cover all classes or all records in the dataset [4, 44, 43]. Rule induction algorithms (e.g. [2]) can be used to generate a set of partial classification rules. Partial classification rules provide a comprehensible set of predictors for certain outcomes. We are interested in partial classification rules with a single, fixed consequent, i.e. rules for a single class. As well as as their use for partial classification, association rules can provide insight into the data [2]. Association rules allow the end-user to achieve an understanding of the data that may not be forthcoming from other models (e.g. neural network approaches, which provide predictive power without an immediately comprehensible model, see [14]).

The problem of discovering association rules from large datasets is formulated in [2] as the market basket problem: given a large set of transactions, how can we efficiently discover the associations that hold between various items? Their approach was not targeted at discovering associations with a particular class label; rather, all associations were discovered.

The general problem of association rule mining for partial classification is as follows. Given a labelled dataset and one class label from that dataset (designated the target), find all associations (subject to certain constraints) that hold between other attributes and the target class label.

Association rules take the form:

\[ \text{Antecedent} \Rightarrow \text{Consequent} \]
where the antecedent and consequent of the rule are some conjunction of Attribute Tests (ATs). An AT (see, e.g. [149]) takes the form: \(<ATT,OP,VAL>\), where \(ATT\) is one of the attributes of the records in the dataset, \(OP\) is one member of the set \(\{<,\leq,>,\geq,=\}\) and \(VAL\) is a permissible value for the attribute. In Chapter 6, we use Apriori on binary data. Hence, each AT is of the form: \(<ATT,=,\{0,1\}>\); an example AT is \(\{Shapelet_1\} = \{0\}\). An example rule is: \(\{Shapelet_1\} = \{0\} \Rightarrow \{Class\} = 1\). The class attribute is the only non-binary attribute in the data we use for rule induction in Chapter 6.

We use \(N(A)\) to indicate the number of records in the dataset that satisfy the antecedent of a given rule, and \(N(C)\) for the number of records that satisfy the consequent of the rule. \(N(U)\) is used to represent the size of the dataset. The propositional connectives \(\land, \lor, \neg\) are used to indicate conjunction, disjunction, and negation. For example, \(N(A \lor \neg C)\) represents the number of records that satisfy the antecedent or the negation of the consequent.

For any association rule \(R = A \Rightarrow C\) (where \(A\) and \(C\) are conjunctions of ATs representing the antecedent and consequent of the rule respectively), the support of the rule \((\text{Sup}(R))\) is calculated as follows:

\[
\text{Sup}(R) = N(A \land C) \tag{2.7.1}
\]

which is the number of records in the dataset that satisfy both the antecedent and the consequent of the rule. The confidence of \(R\) (denoted \(\text{Conf}(R)\)) is:

\[
\text{Conf}(R) = \frac{N(A \land C)}{N(A)}. \tag{2.7.2}
\]

The confidence of a rule is the support of the rule divided by the support of the antecedent. The coverage [124] of \(R\) \((\text{Cov}(R))\) is calculated as:

\[
\text{Cov}(R) = \frac{N(A \land C)}{N(C)}. \tag{2.7.3}
\]
The coverage of a rule is the support for the rule divided by the support for the consequent, and represents the proportion of records satisfying the consequent that are correctly covered by the rule.

For any dataset that is not trivially small, there will be a large number of potential rules, and it is necessary to have an efficient algorithm to mine the data. There are many different algorithms for mining association rules, for example [3, 14, 112, 36, 149]. We use the Apriori algorithm [3] in Chapter 6; the algorithm is described in the next section.

2.8 Apriori

We use the Apriori [3] association rule discovery algorithm to generate rule sets for our experiments (see Algorithm 1). The Apriori algorithm operates on itemsets. An itemset is a combination of items, where each item is an AT. Itemsets are arbitrarily ordered (this ordering is used in the generateCandidates procedure). We denote the $k$th AT as $I_k$. The algorithm first determines which itemsets are large (above the minimum support constraint) and their support (it is common to use a proportion or percentage for the minimum support parameter; in Algorithm 1, $minsup$ is assumed to be a count, so proportions, for example, need to be multiplied by the number of records). To determine the large itemsets, Apriori establishes which pairs of items have support above the minimum; these items are retained for the next pass, which finds the sets of three items that have support above the minimum, and so on, until no itemsets have sufficient support (or the maximum number of items has been reached). The maximum support of any itemset containing $n$ items $\{I_1, I_2, ..., I_n\}$ is $Min(Sup(I_1), Sup(I_2), ..., Sup(I_n))$, so this approach is computationally more efficient than assessing every possible itemset. Itemsets are pruned if they have any subset that has not appeared in a previous pass, further reducing the final set of large
itemsets, denoted $L_{Tot}$.

The **generateCandidates** procedure produces candidate itemsets ($C_k$) of $k$ items from the set $L_{k-1}$ (Algorithm 2). In the **join** stage, any $k - 1$ itemsets that differ only in their $k - 1^{th}$ item are combined to form a $k$ itemset including the $k - 1^{th}$ item of both itemsets. In the **prune** stage, any itemset generated in the join stage that includes a $k - 1$ itemset not included in the set $L_{k-1}$ is removed from the set $C_k$. The set is returned, the support is calculated, and the set of large $k$-itemsets, $L_k$ is formed from those candidate itemsets exceeding the minimum support [3].

**Algorithm 1 apriori**($D$, the set of all instances, $minsup$, the minimum support parameter, $minconf$, the minimum confidence parameter)

```plaintext
L_1 ← \{large 1-itemsets\} // Generate all large 1-itemsets
k ← 2
while $L_{k-1} \neq \emptyset$ do
    $C_k ← \text{generateCandidates}(k, L_{k-1})$ // New candidate itemsets
    for all candidate itemsets $c \in C_k$ do
        $c.count ← 0$
    for all instances $t \in D$ do
        $C_t ← C_k \cap \mathcal{P}(t)$ // Candidate itemsets that are subsets of $t$
        for all candidate itemsets $c \in C_t$ do
            $c.count + +$
        $L_k ← \{c \in C_k : c.count \geq minsup\}$
        $k + +$
    $L_{Tot} ← \bigcup_k L_k$
    $RS = \emptyset$; // Generate rule set
    for all large $k$ itemsets $l_k \in L_{Tot}$ where $k \geq 2$ do
        $H ← \{\text{consequents of rules derived from } l_k \text{ with one item in the consequent}\}$
        $RS ← RS \cup \text{generateRules}(k, l_k, 1, H)$
    return $RS$
```

Once the set $L_{Tot}$ is established, rules are generated by the procedure **generateRules** (Algorithm 3). For each large itemset ($l_k$), every subset $a$ produces a rule $a \Rightarrow l - \{a\}$, which is added to the rule set ($RGR$) if the confidence of the rule exceeds the $minconf$ parameter. The algorithm shown here will generate all association rules above the minimum support and confidence thresholds. To generate association rules with a
Algorithm 2 generateCandidates($k$, $L_{k-1}$, the set of all large $k-1$-itemsets)

\[
C_k \leftarrow \emptyset \\
\text{for all } X \in L_{k-1}, Y \in L_{k-1} \text{ do} \\
\quad \text{if } (X - \{X_{k-1}\} = Y - \{Y_{k-1}\}) \land (X_{k-1} \neq Y_{k-1}) \text{ then} \\
\quad \quad c \leftarrow X \cup Y \\
\quad \quad C_k \leftarrow C_k \cup \{c\} \\
\text{for all } c \in C_k \text{ do} \\
\quad \text{for all } k-1 \text{ subsets of } c, s \text{ do} \\
\quad \quad \text{if } s \notin L_{k-1} \text{ then} \\
\quad \quad \quad C_k \leftarrow C_k - \{c\} \\
\text{return } C_k
\]

fixed, single AT consequent, we generate only itemsets that contain the consequent, and replace the generateRules procedure with an assessment of the confidence of the rule $R = I - \{c\} \Rightarrow c$, where $I$ is the itemset and $c$ is the item representing the fixed consequent.

Algorithm 3 generateRules($k$, $l_k$, a $k$-itemset, $m$, $H$, a set of consequents)

\[
RGR \leftarrow \emptyset \\
\text{if } k > m \text{ then} \\
\quad m++ \\
\quad \text{for all } h \in H \text{ do} \\
\quad \quad conf \leftarrow \text{support} (l_k)/\text{support} (l_k - h) \\
\quad \quad \text{if } conf \geq \text{minconf} \text{ then} \\
\quad \quad \quad r \leftarrow \langle \text{rule, conf, sup}(l_k) \rangle, \text{ where rule} = (l_k - \{h\}) \Rightarrow h \\
\quad \quad \quad RGR \leftarrow RGR \cup \{r\} \\
\quad \quad \text{else} \\
\quad \quad \quad H \leftarrow H - \{h\} \\
\quad \quad H \leftarrow \text{generateCandidates}(H) \\
\quad \quad RGR \leftarrow RGR \cup \text{generateRules}(k, l_k, m, H) \\
\text{return } RGR
\]

The minimum support and minimum confidence parameters are used to reduce the size of the rule set, eliminating rules on the basis of counts from the dataset.
2.9 Interestingness measures

Rule set quality is assessed in terms of the quality of the individual rules in the set. The term typically used in the literature for the quality of a rule is *interestingness*, and we shall adopt this convention. The rules generated by algorithms may be interesting or not. Objective interestingness measures are used to assess how interesting an association rule might be from the structure of the dataset. Support and confidence are two common measures by which the interestingness of a rule is assessed, and form the basis of most objective interestingness measures.

Blanchard et al. [20], following [138], define a rule interestingness measure as a function from a rule onto the real numbers, which increases with \( N(A \land C) \) and decreases with \( N(A) \) when all other parameters are fixed. Piatetsky-Shapiro and Frawley [138] suggest that a good measure should decrease with \( N(C) \). This is restrictive, however; interestingness measures should not have any determined behaviour with regard to \( N(C) \) and \( N(U) \) [20].

In [20], rules are represented as ordered quadruples of the form:

\[
R = \langle N(A \land C), N(A), N(C), N(U) \rangle .
\] (2.9.1)

For an association rule with a fixed consequent, \( N(C) \) and \( N(U) \) are constants. Hence, only the \( N(A) \) and \( N(A \land C) \) values of rules in a rule set vary. This greatly restricts the usefulness of this kind of interestingness measure. For example, [20], demonstrate that the orderings imposed by the confidence and lift measures on a rule set are not the same. However, the example in their proof uses different values for \( N(C) \) between rules. With a fixed consequent, it can be proved that lift and confidence impose the same ordering [15]. Thus, for association rules with a fixed consequent, the scope for objective interestingness measures to differentiate rules is greatly diminished.

Many measures of rule interestingness have been proposed. These include support,
confidence, and coverage (see Section 2.7), novelty [109], relative risk [4], chi-square [72, 129], gain [65], k-measure [136], entropy [35, 129], Laplace accuracy [35], interest/lift [95, 26], conviction [26, 14], and Gini [129]. Comprehensive surveys of interestingness measures can be found in [161, 33, 135].

The majority of interestingness measures are based on counts, such that different rules that happen to have the same counts have the same value. Over 100 of these measures are documented; however, in [15], the authors demonstrate that many different measures impose the same partial ordering on a rule set. In Section 2.10, we apply a similar line of argument to the type of rule we are interested in: partial classification rules with fixed consequent.

Subjective interestingness is a measure of how interesting the discovered rule is to a domain expert. Researchers have tested the assumption that objective and subjective interestingness are correlated [136, 33, 111, 135]. The experiments involve ranking rules based on various objective measures and on interestingness to domain experts. The performance of certain objective measures, such as relative risk [4], uncovered negative [66], and accuracy [109], was reasonable on the medical datasets studied in [135]. The effectiveness of any individual interestingness measure for a given rule set is highly correlated to the dataset in question, suggesting that this approach is unlikely to yield any projectible insight; we do not believe that the measures that performed best in the study would perform best given rule sets created from different data.

As an approach, data mining is most useful when finding rules that are difficult to find by manual analysis, and this suggests an alternative method to discover potentially interesting rules. We may assume that general statistical analysis reveals good single predictors of the class of interest. Instances where the combination of predictors produces a surprising result (poor predictors combining to form a good rule, or
predicted classes changing with the addition of predictors to a rule, see [32, 139]) are of particular interest because they are unlikely to be revealed by such analysis. This is particularly evident in cases where the number of predictors is high and the dataset is very large. In Chapter 6, we propose two novel interestingness measures that assess this quality of a rule, and use them as a supplement to count-based measures for assessing rule quality.

2.10 Selecting an appropriate interestingness measure

We wish to select a count-based interestingness measure to use in our assessment of partial classification rules. In this section, we examine a number of commonly used interestingness measures, and show that, under conditions that hold for our particular area of interest, they all impose the same ordering as confidence. This is a novel analysis of existing interestingness measures that shows they are not fit for our purpose.

We focus on partial classification rules with a fixed consequent, derived from a fixed dataset. Hence, we make the following assumptions:

1. The dataset is fixed. That is, \( N(U) \) is a constant. We do not compare rules across datasets.

2. The consequent of the rule is fixed. That is, \( N(C) \) is a constant, as is \( N(\neg C) \).

Under these assumptions, we prove theoretically that twelve interestingness measures proposed in the literature are monotonic with respect to confidence. Several of the proofs rely on the following equivalence:

\[
\frac{N(A \land \neg C)}{N(A)} = 1 - \frac{N(A \land C)}{N(A)} = 1 - \text{Conf}.
\] (2.10.1)
Satisfaction

The formula for Satisfaction [109] is:

\[
\frac{N(\neg C) \times N(A) - N(A \land \neg C) \times N(U)}{N(C) \times N(A)}.
\] 

(2.10.2)

The formula can be rearranged to give:

\[
\frac{N(\neg C)}{N(C)} - \frac{N(A \land \neg C)}{N(A)} \times \frac{N(U)}{N(C)}
\] 

(2.10.3)

(cancelling \(N(A)\) in the first term). The first and third terms are constants, and the second term is equal to \(1 - \text{Confidence}\), so satisfaction is proportional to Confidence.

Ohsaki’s Conviction

Ohsaki’s Conviction [136] is calculated as:

\[
\frac{N(A) \times N(\neg C)^2}{N(A \land \neg C) \times N(U)^2}.
\] 

(2.10.4)

The formula can be rearranged as:

\[
\frac{N(A)}{N(A \land \neg C)} \times \frac{N(\neg C)^2}{N(U)^2}.
\] 

(2.10.5)

By dividing both the numerator and denominator of the first term by \(N(A)\), we have:

\[
1/\frac{N(A \land \neg C)}{N(A)}
\]

which is equal to \(1/(1 - \text{Confidence})\); the second term is a constant. Hence, Ohsaki’s conviction is proportional to Confidence.

Added Value

The formula for the Added Value measure [179] is:

\[
\frac{N(A \land C)}{N(A)} - \frac{N(C)}{N(U)}.
\] 

(2.10.6)

As the second term is a constant, this measure is proportional to Confidence.
Brin’s Interest/Lift/Strength

*Brin’s Interest/Lift/Strength* [26, 14, 48] is calculated as:

\[
\frac{N(A \land C)}{N(A)} \times \frac{N(U)}{N(C)}.
\]  

(2.10.7)

The second term is fixed, so this measure is proportional to Confidence.

Brin’s Conviction

*Brin’s Conviction* [26] is:

\[
\frac{N(A) \times N(\lnot C)}{N(U) \times N(A \land \lnot C)}.
\]  

(2.10.8)

As shown in [15], the formula can be rearranged by dividing both the numerator and the denominator by \(N(A)\), giving

\[
\frac{N(\lnot C)}{N(U) \times N(A \land \lnot C)/N(A)}.
\]  

(2.10.9)

\(\frac{N(A \land \lnot C)}{N(A)}\) is equal to 1 – *Confidence*. \(N(U)\) and \(N(\lnot C)\) are fixed, so Brin’s Conviction is monotonic with respect to Confidence.

Certainty Factor/Loevinger

The formula for *Certainty Factor/Loevinger* [161, 110] is:

\[
\left(\frac{N(A \land C)}{N(A)} \times \frac{N(U)}{N(\lnot C)}\right) - \frac{N(C)}{N(\lnot C)}.
\]  

(2.10.10)

Both \(\frac{N(U)}{N(\lnot C)}\) and \(\frac{N(C)}{N(\lnot C)}\) are constants, so Certainty Factor/Loevinger is proportional to Confidence.

Mutual Information

The *Mutual Information* measure [161] is:

\[
\log_2 \left(\frac{N(A \land C)}{N(A)} \times \frac{N(U)}{N(\lnot C)}\right).
\]  

(2.10.11)

The \(\log_2\) function is monotonic, and \(\frac{N(U)}{N(\lnot C)}\) is a constant, so mutual information is proportional to Confidence.
Interestingness

Interestingness [178] is calculated as follows:

\[
N(A \land C) \times \log_2 \left( \frac{N(A \land C)}{N(A)} \times \frac{N(U)}{N(C)} \right).
\]  

(2.10.12)

Interestingness is Confidence multiplied by the Mutual Information measure. Hence, it is monotonic with respect to Confidence.

Sebag-Schonauer

The Sebag-Schonauer measure [155] is:

\[
\frac{N(A \land C)}{N(A \land \neg C)}.
\]  

(2.10.13)

By dividing both the numerator and the denominator by \( N(A) \), we see that the formula is equivalent to \( \text{Confidence}/(1 - \text{Confidence}) \), which is proportional to Confidence. This measure is proportional to Confidence even if we relax the assumption that the consequent is fixed.

Ganascia Index

The Ganascia index [67] for a rule is:

\[
\frac{N(A \land C) - N(A \land \neg C)}{N(A)}.
\]  

(2.10.14)

\( N(A \land \neg C) = N(A) - N(A \land C) \), so the numerator is equal to:

\[
N(A \land C) - N(A) + N(A \land C) = 2N(A \land C) - N(A).
\]  

(2.10.15)

Hence, the formula can be rearranged as \( 2\frac{N(A \land C)}{N(A)} - \frac{N(A)}{N(A)} \), which is proportional to Confidence. Like Sebag-Schonauer, Ganascia Index is proportional to Confidence even if we relax our assumption of fixed consequent.
Odd Multiplier

*Odd Multiplier* [69] is calculated as:

\[
\frac{N(A \land C) \times N(\neg C)}{N(C) \times N(A \land \neg C)}.
\]  
(2.10.16)

We rearrange the formula as:

\[
\frac{N(A \land C)}{N(A \land \neg C)} \times \frac{N(\neg C)}{N(C)}.
\]  
(2.10.17)

The second term is a constant, and the first term is the Sebag-Shonauer measure, which is proportional to Confidence. Hence, odd multiplier is proportional to Confidence.

**Example/counter-example Rate**

We calculate the *Example/counter-example Rate* [94] as:

\[
\frac{N(A \land C) - N(A \land \neg C)}{N(A \land C)}.
\]  
(2.10.18)

The formula can be rearranged as:

\[
\frac{N(A \land C)}{N(A \land C)} - \frac{N(A \land \neg C)}{N(A \land C)}.
\]  
(2.10.19)

By dividing both the numerator and the denominator of the second term by \(N(A)\), and cancelling \(N(A \land C)\) in the first term, we have \(1 - \frac{1-\text{Confidence}}{\text{Confidence}}\), which is proportional to Confidence. This measure is proportional to Confidence without the assumption that the consequent is fixed.

**2.10.1 Analysis**

We have shown that a large number of commonly-used interestingness measures impose the same ordering on a set of partial classification rules with a fixed consequent as confidence. On the basis of this, we proceed with the view that confidence is an
appropriate interestingness measure for rule induction tasks of the type we are interested in, and that there is little benefit to be gained by employing any of the other measures we have examined in detail.

2.11 Mining rules from time-series data

Mining association rules from time-series data using a market-basket approach requires transforming the time-series into a representation that is compatible with Apriori (or other market-basket association rule algorithms). One canonical approach is [39], where repeated patterns are discovered in time series; the patterns are the input used for finding association rules. Keogh and Lin [100] criticise the approach in [39], and similar approaches, on the grounds that the discovered patterns are meaningless because no account has been taken of overlapping subsequences. We discuss this point in greater length in Chapters 3 and 5.

Our own contribution to the problem of finding repeated patterns in time-series can be found in Chapter 7. Our interest does not lie in discovering rules in long time series, however; we wish to discover partial classification rules that can be used for (partial) TSC. We do this by transforming the data (Chapter 5) before building rule sets (Chapter 6). Our rule induction from time series is much more closely aligned with the type of rule discovery discussed in this chapter, and with TSC, than is the approach in, for example, [39].

2.12 Conclusions

In this chapter, we describe two areas of data mining that are key to our novel contributions: TSC and partial classification using association rules.

In the first half of the chapter, we discuss classification, time-series, TSC, and our particular interest in classifying time-series by similarity in shape. Specifically
to support Chapter 5, we outline the classifiers that we use and 1NN with DTW distance (a benchmark to which we compare our method), and review ensembling, which we employ to improve accuracy. We also describe the statistical tests we use when comparing our methods with other approaches in Chapters 5 and 6.

In the second half of the chapter, we discuss partial classification with association rules, the focus of Chapter 6. We describe the algorithm we use, Apriori, and how we select interestingness measures for the algorithms and assessment methods in that chapter.

The next chapter focuses on a particular aspect of TSC that is key to our novel contributions: local similarity of shape.
Chapter 3

Representing Time Series with Localised Shapes

A shapelet is a time-series subsequence that can be used as a primitive for TSC based on local, phase-independent similarity in shape (Figure 3.1). Shapelet-based classification involves measuring the similarity between a shapelet and each series, then using this similarity as a discriminatory feature for classification.

In Section 3.1, we define shapelets and shapelet candidates, present a generic algorithm for shapelet discovery, and define two central concepts: shapelet distance and shapelet quality. In Section 3.2, we present and analyse a number of techniques from the literature for speeding up the shapelet search. In Section 3.3, we discuss a number of different domains where shapelets have been successfully applied to classification problems, including image outlines, motion capture, and spectrographs. In Section 3.4, we examine some extensions to the shapelet approach that have been suggested in the literature. Finally, in Section 3.5, we discuss an unsupervised use of local-shape-based similarity, where repeated patterns, called motifs, are mined from time-series data.
Figure 3.1: Four series from our simulated dataset (see Chapter 4). The shapelets for class 0 are highlighted in black, for class 1 in red. The simulated data demonstrates the utility of shapelets for detecting phase-independent local similarity of shape in noisy data.
3.1 Shapelet definition

A time-series dataset $\mathbf{T} = \{T_1, T_2, \ldots, T_n\}$ is a set of $n$ time series. A length $m$ time series $T_i = \langle t_{i,1}, t_{i,2}, \ldots, t_{i,m} \rangle$ is an ordered set of $m$ real numbers. A length $l$ subsequence of $T_i$ is an ordered set of $l$ contiguous values from $T_i$. $T_i$ has a set $W_{i,l}$ of $(m-l) + 1$ subsequences of length $l$. Each subsequence $w = \langle t_{j}, t_{j+1}, \ldots, t_{j+l} \rangle$ in $W_{i,l}$ is a time series of length $l$ where $1 \leq j < m - l$.

A shapelet is a subsequence of one time series in a dataset $\mathbf{T}$ (see [180, 181]) that is discriminative of the class of the series. A good shapelet is a subsequence found only in series of a particular class (this is for the binary case. For multi-class problems, good shapelets may appear in more than one class - the important feature is that they appear in some and not in others). Whether or not a shapelet is considered to be present in a series is determined by a distance calculation (see Section 3.1.3). Every subsequence of every series in $\mathbf{T}$ is a candidate - a potential shapelet. Shapelets are found via an exhaustive search of every candidate of length $\text{min}$ to $\text{max}$. Shapelets are normalised; since we are interested in detecting localised shape similarity, they must be invariant to scale and offset, and it is insufficient to normalise the series as a whole [140].

Ye and Keogh introduce shapelets in [180], and expand upon the research in [181]. They use a decision tree to classify with shapelets. Mueen, Keogh, and Young [130] propose an extension from shapelets to logical shapelets. The authors also provide a method to speed up the shapelet search by reusing information from distance calculations. McGovern et al. [125] apply the shapelet approach to weather prediction. Much of the research into shapelets has focused on methods to speed up the shapelet search. Chang et al. implement the shapelet search in parallel on the GPU [34]. In [73], the authors propose a randomised search for shapelets. He et al. experiment with speeding up the search by restricting the number of candidates that are examined [84].
There has also been an expansion in applications of the shapelet approach; examples include gait recognition [157], early classification [176, 71], and clustering [183]. The shapelet-discovery algorithm is extended with alternate quality measures [116], dissociation from the tree classifier [119], and modification into a faster system for finding approximate shapelets [141].

3.1.1 Generating candidates

A time series $T_i$ of length $m$ contains $(m - l) + 1$ distinct candidate shapelets of length $l$. We denote the set of all normalised subsequences of length $l$ of series $T_i$ as $W_{i,l}$. Typically, a range of values will be used for $l$, from $\text{min}$ to $\text{max}$. $W_i$, the set of all sets of shapelet candidates from $T_i$ is:

$$W_i = \{W_{i,\text{min}}, W_{i,\text{min} + 1}, \ldots, W_{i,\text{max}}\}.$$ 

$W_i$ contains each set of shapelet candidates from $T_i$. The size of $W_i$ is $O(m^2)$ where $m$ is the series length; for a dataset of size $n$, there are $O(m^2n)$ shapelet candidates.

3.1.2 Shapelet algorithm

Algorithm 4 is a generic algorithm for finding the best shapelet [119]. Shapelet discovery has three main components: candidate generation, a similarity measure between a shapelet and a time series, and some measure of shapelet quality.

The $\text{generateCandidates}$ method creates the set of sets of normalised subsequence of length from $\text{min}$ to $\text{max}$ of one time series, $T_i$ ($W_i$). The $\text{findDistances}$ method returns the set of shapelet distances between the candidate and the series in $T$. The $\text{assessCandidate}$ method assigns a value to each subsequence. If, for example, the Information Gain (Section 3.1.4) measure is used, $\text{assessCandidate}$ finds the optimum split point, and the Information Gain of the shapelet for that split point.
Algorithm 4 shapeletDiscovery (Dataset T, min,max)

1: best ← 0
2: bestShapelet ← ∅
3: for all series Ti in T do
4:   Wi ← generateCandidates(Ti, min,max)
5:   for all Wi,l in Wi do
6:     for all candidates S in Wi,l do
7:       DS ← findDistances(S, T)
8:       quality ← assessCandidate(S, DS)
9:       if quality > best then
10:          best ← quality
11:          bestShapelet ← S
12: return bestShapelet

The candidates are checked in turn; the best candidate is retained as the shapelet.
The best shapelet is the combination of subsequence and distance threshold that best
distinguishes between classes. Our implementation of the shapeletDiscovery algorithm does not create the set Wi; instead, the candidates are created as needed from the original series. We feel that referring to the set Wi in the pseudo-code makes the algorithm more transparent than it would be if it followed our implementation.

In [180, 181, 130], the authors classify data by embedding the shapelet search within a decision-tree classifier (Algorithm 5).

Algorithm 5 buildShapeletTree(T,min,max)

1: if pureClass(T) then
2:   return < T >
3: else
4:   S ← shapeletDiscovery(T, min,max)
5:   sp ← findSplitPoint(S, T)
6:   Ta ← ∅
7:   Tb ← ∅
8:   for all Records T in T do
9:     if sDist(S, T) < sp then
10:        Ta ← Ta ∪ {T}
11:     else
12:        Tb ← Tb ∪ {T}
13: return < buildShapeletTree(Ta), buildShapeletTree(Tb) >
The **pureClass** method returns true if and only if the class labels of dataset \( T \) are all the same (Algorithm 5 is for a decision tree with no pruning - see [25]). The algorithm finds the shapelet in the initial case, and after each split, and splits the data using the shapelet, just as a standard decision tree splits on attributes values, until each node is pure. A pure node is designated a leaf, and terminates that branch of the algorithm.

Integrating the classification with the shapelet search has a number of disadvantages. First, the classification accuracy can suffer compared to alternative classification algorithms. In Chapter 5, we show that decision tree implementations of the shapelet approach are less accurate classifiers than our method. The second disadvantage of embedding the shapelet search within a decision tree is that it requires the search to be performed at every branch of the tree. Searching for shapelets is time intensive, and a deep decision tree will require many searches. The third disadvantage is one of interpretability. Decision trees with multiple layers can be difficult to interpret, as they entail a hierarchy of binary splits, with each subsequent split conditional on the splits above it. This diminishes the interpretability of the process, which is one of the intended qualities of the shapelet approach.

### 3.1.3 Shapelet distance

The squared Euclidean distance between two subsequences \( S \) and \( R \), where both are of length \( l \), is defined as:

\[
\text{dist}(S, R) = \sum_{i=1}^{l} (s_i - r_i)^2.
\]

For a shapelet \( S \) of length \( l \), and a time series \( T \), the **shapelet distance** \( (s\text{Dist}) \) is the minimum squared Euclidean distance between the shapelet and any length \( l \) subsequence of \( T \), where the set of length \( l \) subsequences of \( T \) is \( W_l \):

\[
s\text{Dist}(S, T) = \min_{w \in W_l} (\text{dist}(s, w)).
\]
For any shapelet and series, the $s\text{Dist}$ is the squared Euclidean distance between the shapelet and the closest subsequence of the series of the same length as the shapelet.

### 3.1.4 Shapelet quality with Information Gain

The method `assessCandidate` in Algorithm 4 assesses shapelet quality. Shapelet quality is based on how well the class values are separated by the set of distances between the shapelet and the series in $T$. The standard approach [180, 181, 130] is to use Information Gain (IG) [158] to determine the quality of a shapelet. The IG of a split is the difference between the entropy of the whole dataset, and the sum of the entropies of the two halves of the split, weighted by the amount of data in each split.

The entropy, $H$, of a set of objects, $T$, is:

$$H(T) = -p(A) \log(p(A)) - p(B) \log(p(B)),$$  \hspace{1cm} (3.1.3)

where $p(X)$ is the proportion of objects of class $X$ in the set (this definition is for two-class problems, and is trivial to extend to multi-class problems).

A splitting strategy, in this case a shapelet and a distance threshold, divides $T$ into two disjoint subsets, $T_a$ and $T_b$, where $T_a \cap T_b = \emptyset$ and $T_a \cup T_b = T$. For shapelet $S$, distance threshold $sp$, and series $T_i$, $T_i$ is assigned to $T_a$ if and only if $s\text{Dist}(S,T_i) < sp$. If $s\text{Dist}(S,T_i) \geq sp$, then $T_i$ is assigned to $T_b$.

The weighted average entropy, $\hat{H}$, of a split (a shapelet and distance threshold), $S_D$, is:

$$\hat{H}(S_D) = \frac{|T_a|}{|T|} H(T_a) + \frac{|T_b|}{|T|} H(T_b).$$ \hspace{1cm} (3.1.4)

The total Information Gain for a split $S_D$ on dataset $T$ is:

$$IG(S_D) = H(T) - \hat{H}(S_D).$$ \hspace{1cm} (3.1.5)

The IG quality measure of a shapelet, $S$, is the highest IG of any split point, $S_D$,
in the set of possible splits, $S_D$:

$$IG(S) = \max_{S_D \in S_D} IG(S_D).$$

(3.1.6)

The IG calculation requires sorting the set of distances and then evaluating all split points. This introduces a time overhead of $O(n \log n)$ for each shapelet, although this is generally trivial in comparison to the time taken to calculate the set of distances, which is $O(n m l)$.

### 3.2 Speed-up techniques for distance calculation

The major weakness of the shapelet approach is the time required to find shapelets. The exhaustive search requires each subsequence of each series of each length to be compared to each subsequence of that length of every other series in the training set.

There are $n(m - l + 1)$ candidates for any given shapelet length $l$. Finding the set of distances for a single candidate requires a scan along every series, performing $O(m)$ distance function calls, each of which requires $O(l)$ pointwise operations. Hence, the complexity for a single shapelet is $O(n m l)$, and the full search is $O(n^2 m^4)$. Clearly, this is untenable for even moderately large datasets.

In this section, we review a number of different methods to increase the speed of the shapelet search.

#### 3.2.1 Early abandon of the shapelet

An early abandon of the shapelet assessment, entropy pruning, is proposed in [180, 181]. After the calculation of each distance between the shapelet and a series, an upper bound on the IG is found by assuming the most optimistic future assignment. If this upper bound falls below the best found so far, the candidate shapelet can be abandoned. This modification offers a potentially huge speed up at a small extra
overhead for calculating the best split and upper bound for each new distance. Entropy pruning can reduce the time taken to find a shapelet by more than two orders of magnitude \[180\]. This is an empirical finding; it may not hold for all cases. One disadvantage is that, for multi-class problems, a correct upper bound can be found only through enumerating split assignments for all possible classes, which can dramatically increase the overhead.

Experiments performed by our research group \[11\] found that early abandon of the shapelet candidate delivered a 68\% speed up on finding the shapelet on the set of UCR datasets with four classes or fewer (Fig. 3.2). With more than four classes, the speed up diminished, as the overhead for calculating the optimistic split with IG increases with the number of classes.

3.2.2 Speed improvement by reusing information

Mueen et al. \[130\] offer two contributions to improve the speed of shapelet algorithms: a method to reduce the time complexity of normalised Euclidean distance calculations by storing summary statistics, and a form of candidate pruning that uses existing calculated values.
Reusing information can decrease the time complexity of the shapelet search; because every subsequence is compared to every other, there is duplication in the calculations. For example, when the subsequence starting at position \(a\) is compared to the subsequence at position \(b\), many of the calculations that were previously performed in comparing the subsequence starting at position \(a - 1\) to the one starting at \(b - 1\) are duplicated. A method involving trading memory for speed is proposed in [130]. For each pair of series \(T_i, T_j\), cumulative sum, squared sum, and cross products of \(T_i\) and \(T_j\) are precalculated. With these statistics, the distance between subsequences can be calculated in constant time, making the shaplet-discovery algorithm \(O(n^2 m^3)\). However, precalculating of the cross products between all series prior to shapelet discovery requires \(O(n^2 m^2)\) memory, which is infeasible for most problems. Instead, [130] propose calculating these statistics prior to the start of the scan of each series, reducing the requirement to \(O(nm^2)\) memory, but increasing the time overhead.

The normalised Euclidean distance between two series, \(X\) and \(Y\) is calculated in amortised constant time by storing five statistics; \(\sum X, \sum Y, \sum X^2, \sum Y^2,\) and \(\sum XY\). The stored statistics allow computations to be reused, exchanging time complexity for space requirements. If \(X\) and \(Y\) are of length \(m\), the mean of \(X\), \(\bar{X}\), is:

\[
\bar{X} = \frac{1}{m} \sum X,
\]

and the variance, \(s_X^2\) (the square of the standard deviation, \(s_X\)), is:

\[
s_X^2 = \frac{1}{m} \sum X^2 - \bar{X}^2.
\]

The same is true for \(Y\), respectively. The positive correlation:

\[
C(X, Y) = \frac{\sum XY - m\bar{X}\bar{Y}}{ms_X s_Y},
\]

is used to compute the normalised Euclidean distance as follows:

\[
dist(X, Y) = \sqrt{2(1 - C(X, Y))}.
\]
The best distance between a subsequence, \( x \), and a time series, \( Y \) is the *subsequence distance*:

\[
sDist(x, Y) = \sqrt{2(1 - C_s(x, Y))}
\]

(3.2.5)

where:

\[
C_s(x, Y) = \min_{0 \leq v \leq n-l} \frac{\sum_{i=0}^{l-1} x_i Y_{i+v} - l \bar{x} \bar{y}}{l s_x s_y},
\]

(3.2.6)

\( x \) is a length \( l \) candidate shapelet taken from \( X \) beginning at index \( u \), \( Y \) is a length \( n \) time series, \( y \) is a length \( l \) subsequence of \( Y \) starting at index \( v \), \( l \leq n \), and \( x \) is offset relative to \( Y \) by \( v \). \( \bar{y} \) and \( s_y \) denote the mean and standard deviation of \( y \), a subsequence representing \( l \) consecutive values from \( Y \) starting at position \( v \). Changing the offset \( v \) in the \( \min \) function is equivalent to sliding the candidate shapelet \( x \) against the series \( Y \).

For every pair of points, five arrays are computed, saving the cumulative sums for \( X \) and \( Y \) (\( S_X, S_Y \)), the cumulative sums of \( X^2 \) and \( Y^2 \) (\( S_X^2, S_Y^2 \)), and a 2D array that stores the sum of the product of \( X \) and \( Y \) for different subsequences (\( M \)). The mean, variance, and sum of products for any two length \( l \) subsequences \( x \) and \( y \) can be calculated as:

\[
\bar{x} = \frac{S_X[u + l - 1] - S_X[u - 1]}{l} \quad (3.2.7)
\]

\[
\bar{y} = \frac{S_Y[v + l - 1] - S_Y[v - 1]}{l} \quad (3.2.8)
\]

\[
s_x^2 = \frac{S_X^2[u + l - 1] - S_X^2[u - 1]}{l} - \bar{x}^2 \quad (3.2.9)
\]

\[
s_y^2 = \frac{S_Y^2[v + l - 1] - S_Y^2[v - 1]}{l} - \bar{y}^2 \quad (3.2.10)
\]

\[
\sum_{i=0}^{l-1} X_{u+i} Y_{v+i} = M[u + l - 1, v + l - 1] - M[u - 1, v - 1], \quad (3.2.11)
\]

where the starting index of \( x \) in relation to \( X \) is \( u \) (fixed for a given candidate shapelet), and the starting index of \( y \) in relation to \( Y \) is \( v \) (dependent on the offset).
From these values, the normalised Euclidean distance can be calculated in constant time, speeding up the search by a factor of $m$.

Mueen et al. [130] also propose candidate pruning with reused calculations, based on the intuition that, if a candidate is a poor shapelet, any similar subsequence can be abandoned. This is exact; no good shapelet candidate will be abandoned. Let the distance between $S_i$ and $S_{i+1}$ be $R$. By the triangle inequality, the distance between $S_{i+1}$ and some subsequence $D_k$ is $sdist(S_i, D_k) - R \leq sdist(S_{i+i}, D_k) \leq sdist(S_i, D_k) + R$. The points on the order line for the original shapelet are shifted optimistically by $R$ in either direction, giving the best possible information gain for the new candidate. This optimistic IG can be used to prune shapelets that are worse than the best-so-far.

The `findDistances` method in line six of Algorithm 4 can be modified to incorporate the use of pre-calculated statistics, reducing the complexity of the shapelet search from $O(n^2m^4)$ to $O(n^2m^3)$. The space complexity can be as high as $O(nm^2)$, however. This is an untenable memory footprint for large datasets.

Research performed by our group on the UCR datasets (see Figure 3.3) found that using pre-calculated statistics offers an average speed up of 88% for finding the first shapelet [11].

### 3.2.3 Speed improvements from distance calculations

$sDist(S, T_i)$ is the minimum of the $m - l + 1$ subsequence distances between $S$ and $T_i$. Hence, individual calculations can be abandoned if they are larger than the best found so far. Empirically, this has been shown to reduce the time taken by a constant factor of two [180].

Rakthanmanon et al. propose a method to speed up the indexing and querying of time-series databases. They achieve this speed up by normalising subsequences
Figure 3.3: Graph comparing speed up offered by reusing information to that offered by improving the distance calculation. Graph taken from [11].

during the distance calculation, and by reordering the query sequence to compare the largest values first [140]. We modify their approach and apply it to the shapelet search, with the query subsequence replaced with the shapelet candidate. This is a novel application of their methods.

Algorithm 6 includes these speed ups, and is incorporated into the shapelet search (Algorithm 4) at line six, as part of the findDistances method (findDistances finds all sDists for a shapelet and set of time series).

Rakthanmanon et al. [140] z-normalise candidates and subsequences during the search, using summary statistics, rather than as a batch prior to the search. As the z-normalisation is incrementally computed, the Euclidean distance can also be computed. Thus, if the distance calculation is abandoned, the z-normalisation can be abandoned, reducing the number of calculations performed (see Algorithm 6).

It takes only one scan of the sample to calculate the mean ($\bar{x}$) and variance ($s_x^2$):

$$\bar{x} = \frac{1}{m} \sum x_j$$ (3.2.12)

$$s_x^2 = \frac{1}{m} \sum x_j^2 - \bar{x}^2.$$ (3.2.13)

The values and the squares of the values are summed, the mean is computed from
the sum of the $x_j$ terms, and the variance from the sum of $x_j^2$ and the mean. For subsequences, we store the cumulative sum of the values for each point in the series, and the cumulative sum of the squares of the values. This requires linear space in $m$, the total length.

Every subsequence must be normalised before comparison; the mean of the subsequence can be obtained by keeping two running sums of the long time series with a lag of $k$ values, where $k$ is the subsequence length. The variance of the subsequence can also be computed in this manner:

$$\bar{x}_{sub} = \frac{1}{k} \left( \sum_{j=0}^{i+k-1} x_j - \sum_{j=0}^{i-1} x_j \right)$$

(3.2.14)

$$s_{sub}^2 = \frac{1}{k} \left( \sum_{j=0}^{i+k-1} x_j^2 - \sum_{j=0}^{i-1} x_j^2 \right) - \bar{x}_{sub}^2.$$  

(3.2.15)

If $i$ is the initial index of a subsequence of length $k$, the subsequence mean is computed as the cumulative sum at $i + k - 1$ minus the cumulative sum at $i - 1$, divided by $k$. The variance is the cumulative sum of squares at $i + k - 1$ minus the cumulative sum of squares at $i - 1$, divided by $k$, minus the square of the subsequence mean.

For each point in the subsequence, we normalise, then add the normalised length, abandoning if the best-so-far is exceeded. Hence, the normalisation is abandoned as well as the distance calculation.

Rather than compute the distance point-by-point left to right, Rakthanmanon et al. [140] propose that the distances are computed in order of the absolute value of the original normalised subsequence (see Algorithm 6). The reasoning behind this is as follows. Sorting the indexes is a cheap operation; because the other subsequences are normalised with a mean of zero, large values are more likely to produce large differences, and cause the calculation to be abandoned. The authors support their claim by comparing the true best ordering (found by brute force) with their ordering over a million subsequences taken from the ECG dataset and compared with a query
subsequence. They found a 0.999 rank correlation between their ordering and the best ordering. On average, reordering the distance calculation allows distance calculations to be abandoned earlier.

Rakthanmanon et al. [140] report a time reduction for the shapelet search on the FaceFour dataset from 18.9 minutes to 12.5 minutes. Our group [11] has performed extensive experiments on the UCR dataset, finding an average speed increase of 63% for finding the first shapelet (see Fig. 3.3).

```
Algorithm 6 findDistance(Time series $T$, Shapelet $S$)
1: $S' \leftarrow \text{normalise}(S, 1, l)$
2: $A \leftarrow \text{sortIndexes}(S') \{A_i$ is the index of the $i^{th}$ largest absolute value in $S'$\}
3: $F \leftarrow \text{normalise}(T, 1, l)$
4: $p \leftarrow 0, q \leftarrow l \{p$ stores the running sum, $q$ the running sum of squares\}
5: $b \leftarrow \text{dist}(S, F) \{\text{Find first distance, set to best so far, } b\}$
6: \{Scan through all subseries\}
7: \textbf{for} $i \leftarrow 1$ to $m - l$ \textbf{do}
8: \textbf{end for}
9: $d \leftarrow 0$
10: \{Distance between $S$ and $< t_{i+1} \ldots t_{i+l+1} >$ with early abandon\}
11: \textbf{while} $j \leq l$ \& $d < b$ \textbf{do}
12: \textbf{end while}
13: $j \leftarrow j + 1$
14: \textbf{if} $j = l$ \& $d < b$ \textbf{then}
15: $b \leftarrow d$
16: \textbf{end if}
17: \textbf{return} $b$
```

3.2.4 Using the GPU

Chang et al. [34] propose an algorithm that parallelises the shapelet search on the GPU, and they report that the GPU implementation is one to two orders of magnitude faster than the CPU implementation.
Using the GPU for shapelet discovery may be useful for very large datasets. Algorithmic methods, however, such as those in [140], and approximate methods such as in [73], offer speed improvements that make searching very large datasets tenable, without using the GPU. Our shapelet transform, discussed in Chapter 5, is embarrassingly parallel, such that using the GPU, or any parallel system, is trivial. Many of our experiments on large datasets make use of this feature.

### 3.2.5 Discrete shapelets

Discretising the shapelet search decreases the time complexity by reducing the number of distance calculations. There is no guarantee that the best shapelets will be found, however. Rakthanmanon and Keogh [141] propose an algorithm to discover discrete approximate shapelets that offers two to three orders of magnitude speed improvement over the exact brute-force algorithm, with no substantial loss of accuracy. McGovern et al. [125] discretise the entire set of series prior to the shapelet search. We focus on the discretisation used in the first approach; the discretisation used by McGovern et al. applies the Symbolic Aggregate Approximation (SAX) technique to whole time series, and is much simpler to implement.

The time complexity of the algorithm proposed in [141] is $O(nm^2)$. The series are represented discretely, using the SAX ([171, 115]) method. Each series is transformed into a number of SAX words; each SAX word is masked at random points, referred to as a random projection [28]. For each random projection, a small portion of the SAX word is masked. The results are hashed for multiple different random masks, and the collisions are summed by class. There is a very strong correlation between the best SAX words and the best shapelets.

The best SAX words are checked in the original data space as shapelet candidates. The number of iterations and the number of candidates promoted has a strong effect
on the running time, but not on the accuracy, so should be kept low.

Rakthanmanon and Keogh also employ a cross-validation technique from [152] to estimate whether the shapelet approach is likely to be useful. Their results are preliminary, but look promising, although the cross-validation fold used is large enough to be a significant time factor.

3.2.6 Approximate shapelets

Shapelets can be found by random searching, possibly combined with a hill-climbing approach. Gordon et al. [73] propose a method for finding shapelets through a randomised algorithm called SALSA-R; their results show that the algorithm finds shapelets that offer comparable accuracy to those found by exhaustive search, and that they are discovered orders of magnitude more quickly.

The accuracy of a shapelet classifier does not increase monotonically with the number of shapelets examined; rather, there is a point after which accuracy begins to decrease [34, 73], possibly because the shapelet model begins to overfit the data. Hence, a random search can attain equal or greater accuracy than an exhaustive search. Random sampling works particularly well because good shapelets are tightly clustered in the shapelet space. Finding a shapelet in a cluster yields a good shapelet; the rest of the space is almost empty, so the search time is wasted.

The SALSA-R algorithm searches the shapelet space at random; the search is terminated when shapelet quality fails to improve by a specified amount over a given number of iterations. The distances searched in building the root node of the tree are saved to disk, and only the candidates already searched are used to build the remaining nodes. This reduces the search space for the child nodes. SALSA-R cannot use any pruning method that abandons distance calculations because of this.

For six of seven datasets, the accuracy of SALSA-R is within 2% of the shapelet
tree from [130], and for three, it outperforms it. For most datasets, the minimum accuracy is within 10% of the final accuracy, suggesting that the algorithm does not produce poor models very often. The standard deviation of the accuracies is also small, indicating that there is little likelihood of generating a poor model. SALSA-R examines several orders of magnitude fewer shapelets than the exhaustive search, and this is reflected in the search speed. The advantage is greater for larger datasets.

Hartman et al. [82] use an evolutionary algorithm that finds prototypes (shapelets, see Section 3.4.5) with, on average, more than 95% of the maximal target function score, while searching only 5% of the full target space. The maximal target function score is equivalent to a shapelet quality measure. Hence, their algorithm offers a large increase in speed in exchange for a small loss in shapelet quality. The algorithm begins with five randomly-selected candidates, which are randomly permuted to produce children. The best five shapelets are selected from the set of ten as the next generation. This is iterated over a large number of generations to find approximate shapelets.

Approximate approaches appear to offer an avenue by which to scale shapelet classification to very large datasets.

3.3 Shapelet applications

Applications for shapelets include image-outlines, motion-capture data, and spectrographs, among others. In this section, we review a number of these applications.

3.3.1 Image-outline classification

Intuitively, shapelets are suited to image classification based on outlines. Image outlines are often distinguished by local features, and may have large intraclass variation due to different rotation, zoom, and light intensity between images.

Image outlines are converted into 1D series by measuring the distance between a
Figure 3.4: A beetle outline unfolded into a 1D series. The area highlighted in blue, and the corresponding subsequence of the series, is the best shapelet for the Beetle/Fly dataset.

central point and each point on the outline; see Fig. 3.4. The number of points used to form the series determines the granularity of the representation.

There are a number of image-outline-classification examples in the literature. Ye and Keogh [180] classify leaf outlines, and, in [141], researchers from the same group use shapelets to classify skull outlines. The problems are contrived, but suggest an application area. Ye and Keogh also apply shapelets to two genuine image-classification problems: classifying arrowheads, and classifying heraldic shields from historical documents [180]. For these two problems, the shapelet tree is more accurate than 1NN, the next best classifier. The heraldic shield problem is especially interesting because it has clear applications to image mining heterogeneous data.

We apply the shapelet approach to a number of image-outline-classification problems, including classifying image outlines of bones in the hand, the MPEG-7 image
dataset, and fish type (see Chapter 4 for information on these problems, and Chapter 5 for our experiments and results).

### 3.3.2 Motion capture

Shapelets have been applied to motion-capture data. For gesture recognition [81, 82], movement analysis [180, 119], or gait recognition [157, 181], it is likely that local movements will be better discriminative features than the whole series, which can be noisy, with unclear start and end points, and large intraclass variation.

The *Gun/No Gun* problem is based on motion-capture data. Each series represents the movement of an actor drawing a gun. The classification problem is to distinguish whether the actor is holding a prop. The task is difficult because there is large intraclass variation, and noise in measurement and indexing. The shapelet tree [180] is over 93% accurate, beating 1NN with DTW. The top shapelet reveals interpretable information. Actors without props ‘overshoot’ the holster position. Lines *et al.* [119] also discuss this problem, and the work is extended in Chapter 5. Figure 3.5 shows the best two shapelets from the Gun/No Gun problem. The best shapelet represents overshoot when the prop is absent, the second best the extra movement required to lift the gun when the prop is present.

Shapelets are applied to gait analysis in [181, 157]. The work in [157] is preliminary, but they anticipate using shapelets to distinguish individuals by their gait. Ye and Keogh [181] analyse data from the CMU Graphics Lab Motion Capture Database (http://mocap.cs.cmu.edu/). By aligning two time series, they generate sets of 2D shapelets, where a pair of subsequences is the candidate. Ye and Keogh’s shapelet classifier has much better accuracy than rotation-invariant kNN, unless intricate segmentation is performed on the data, in which case the two classifiers converge. Such segmentation is not scalable, making the shapelet tree preferable for large datasets.
Figure 3.5: The best two shapelets from the GunPoint dataset. The best shapelet (blue) demonstrates overshoot: the hand is lowered too far at the end of the movement because there is no prop. The other shapelet shows the extra movement required to lift the gun when the prop is present.

Hartmann et al. and Hartmann and Link \cite{hartmann2012, hartmann2011} apply a shapelet variant to gesture recognition. They refer to their shapelets as \textit{representative prototypes}, and use DTW distance, rather than Euclidean, with flexible start and end points for the warping path. Their prototypes tolerate noise in indexing and focus on local similarity.

Appropriate prototypes are chosen based on minimising intraclass distance (distance to members of the same class) and maximising interclass distance (distance to members of other classes). The authors use a number of functions to measure this; they show that the most effective are the simple \textit{Minimal Interclass to Maximal Intraclass Distance} ($\text{min\_max}$):

\[
\text{min\_max} = \min_{j,k}(\text{DTW}(C_{opt}, T'_{j,k})) - \max_{i}(\text{DTW}(C_{opt}, C'_{i})),
\]

(3.3.1)

and the complex \textit{Error Function Integral} ($\text{erf\_int}$). $\text{min\_max}$ is the shortest distance to a time series of the non-target class minus the longest distance to a time series of the target class. The distance threshold used for a given prototype is the mean distance to the target class members plus two standard deviations.
The authors use range normalisation:

$$A_{norm} = \frac{A - \text{min}(A)}{\text{max}(A) - \text{min}(A)},$$  

(3.3.2)

rather than z-normalisation. Range normalisation normalises to the [0,1] range; the \text{min} and \text{max} values are restricted by training set evaluation to prevent extreme scaling.

Edgcomb and Vahid [55] use shapelets to detect falls in privacy-enhanced video - video where the appearance of the subject is obscured. They achieve similar accuracies on the privacy-enhanced video as on the raw video using the shapelet classifier.

### 3.3.3 Spectrographs

Shapelets are effective for classifying spectrographs. Spectrography involves the measurement of radiated light from a sample. The light is radiated at different frequencies, and can be used to determine the nature of the sample. For example, different varieties of coffee can be distinguished by their spectrographs.

Ye and Keogh [180] demonstrate that the shapelet tree is considerably more accurate than 1NN on the wheat-spectrography dataset. In the follow-up paper [181], they show that the shapelet tree has perfect accuracy on the coffee-spectrography dataset, even when very little training data is used.

In Chapter 5, we show that classifying with shapelet-transformed data increases accuracy over classifying with untransformed data for the Beef- and Coffee-spectrography datasets. Using shapelets to classify spectrographs merits more research, as the preliminary results have been excellent, and there are applications in, for example, food testing.
3.3.4 Other applications

Ye and Keogh [180] test their shapelet tree on synthetic data, beating 1NN Euclidean when 2% or more of the data are examined. The shapelet tree is also more robust to noise, and a faster classifier once training is complete. On the Mallat dataset, Ye and Keogh [180] show that using 2/15 of the data to train a shapelet tree yields better results than a CART tree trained with 1/3 of the data. This is significant because the shapelet tree can be trained more quickly with a smaller dataset.

McGovern et al. [125] use multi-dimensional shapelets on discretised time series for tornado prediction. They define a multi-dimensional shapelet as a set of single-dimensional shapelets, where the $i + 1^{th}$ 1D shapelet begins after or simultaneously with the $i^{th}$ 1D shapelet. This is a looser definition than is used for motion-capture data in [181]; the 2D shapelets used there represent a special case of the shapelets defined in [125].

The algorithm they use to find multi-dimensional shapelets involves finding single-dimensional shapelets meeting certain criteria (for example, the ratio of true positives to false positives). The algorithm searches across dimensions for other single-dimensional shapelets to add to the multi-dimensional shapelet. As each shapelet is a good predictor, the conjunction of shapelets should be a better predictor (but may cover fewer cases).

It is an open problem to extend the shapelet approach to multiple dimensions for non-discretised series. The main issue is retaining scalability. Speed-up techniques (discussed in Section 3.2) offer the most likely solution to this problem.

3.4 Extensions to the shapelet approach

Most research into shapelets has concentrated on time-series classification with the shapelet tree of [180, 181]. There are other methods that make use of the shapelet
intuition; they are addressed in this section.

3.4.1 Logical Shapelets

Mueen et al. [130] propose a method to improve the descriptive power of shapelets by using conjunctions and disjunctions of shapelets. Effectively, the recursive search at each node of the tree is the same as that of [180, 181], but performed multiple times until one class in the data is partitioned wholly into one side of the binary split. Logical Shapelets improves the power of the shapelet tree on three datasets.

3.4.2 Early classification

Xing et al. [175] use shapelets for early classification, where predictions are made before the whole series is examined. Problems that benefit from early classification include [77], where sepsis in infants is detected early by observing ECG data, or [17], who show that the traffic flow of a TCP connection can be classified by observing only the first five packages.

Xing et al. use shapelets because early classification must be interpretable if professionals are to trust the system, and because shapelets capture local similarity, which is necessary for early classification. Earliest match length (EML) is a measure of the utility of a shapelet for early classification:

\[ EML(f, t) = \min_{\text{len}(s) \leq i \leq \text{len}(t)} \text{dist}(t[i - \text{len}(s) + 1, i], s) \leq \delta, \]  

(3.4.1)

where \( f = (s, \delta, c) \), \( s \) is a shapelet, \( \delta \) is the distance threshold associated with the shapelet, and \( c \) is the class label associated with that shapelet. EML is the first index of the first subsequence in \( t \) that is within the threshold for \( f \). This measure could be incorporated easily into our shapelet transform, creating an early classifier.
In [71], Ghalwash et al. use multivariate shapelets for early classification of medical time series. They focus on producing results that can be used by medical professionals, who may be uncomfortable with uninterpretable, black-box methods. They present the task of finding multivariate shapelets as one of optimisation, from a starting point of having extracted all shapelets from each dimension.

### 3.4.3 Shapelets for clustering

Zakaria et al. [183] perform clustering using shapelets, and show that it can be more effective than clustering using the whole series. An unsupervised shapelet (u-shapelet) is a subsequence of a time series for which the distances between the subsequence and one group of time series are much smaller than those to another group of time series.

The algorithm searches for a u-shapelet that can separate a subset of the data, which is then removed for the next iteration, until no data remain to be separated. The u-shapelets are found by a greedy search aimed at maximising the gap between two subsets of the data:

\[
gap = \bar{x}_B - s_B - (\bar{x}_A + s_A),
\]

(3.4.2)

where \( \bar{x} \) is the mean distance between the u-shapelet and the members of subset X, and \( s_X \) is the standard deviation of the distances between the members of subset X and the u-shapelet. All subsequences of the time series are candidates, and have their distance vectors computed. The vector represents an orderline, which is searched to find the optimum split point that maximises the gap function. \( D_A \) is the set of points to the left of the split, \( D_B \) the set of points to the right. Pathological splits (e.g. splits with all cases except a single outlier in one group) are prevented by checking that the ratio of \( D_A \) to \( D_B \) is within the range

\[
\frac{1}{k} < \frac{|D_A|}{|D_B|} < \left( 1 - \frac{1}{k} \right),
\]

(3.4.3)
where $k$ is the total number of clusters. The optimum split point for an orderline is the point that minimises the distance to $D_A$ while maximising the distance to $D_B$. The u-shapelet candidate giving the split point with the best gap value is selected as the u-shapelet.

After a u-shapelet is selected, time series containing similar subsequences to the u-shapelet are removed from the dataset. A time series is considered to contain a similar subsequence if the distance between the subsequence and the u-shapelet is less than the mean distance to $D_A$ plus one standard deviation. Zakaria et al. show that, for clustering of rock spectral signatures, synthetic data, electrical devices, and ECG data, u-shapelets generally find better clusters than if whole series are used.

### 3.4.4 Alternative quality measures

Lines and Bagnall [116] propose two quality measures as alternatives to using Information Gain for the shapelet-tree classifier. They show that their measures offer equivalent accuracy and increased speed. More measures are tested in [88]; the F-stat measure is found to be faster to calculate and more accurate than the other shapelet quality measures.

### 3.4.5 Shapelet-like approaches

The following papers present work that is intuitively similar to the shapelet approach, though not close enough to be considered shapelet research.

In [113], the authors apply a shapelet-like approach to the problem of detecting friendship relationships in time-series GPS data. For this problem, local similarity is more important than global similarity; proximity on a weekday is less predictive than proximity on a Saturday. The position in the time series is the most important factor. Hence, instead of searching for local shapes that are discriminative, they search for the most discriminative time interval, almost the converse of the shapelet approach.
Di Fatta et al. [49] aim to detect faults in software by mining tree structures that represent successful or failed executions. Their methodology is similar to the shapelet approach, but uses a different representation. Rather than search a set of 1D series for the most discriminative subsequence, they search a set of trees for the most discriminative sub trees. Their method is interpretable: the sub tree that best discriminates failed executions is likely to contain sub routines that cause failures.

In [102], Ko et al. use time-series classification for context recognition, where data from multiple sensors are fused into a representation of a situation. Unlike time-series classification with shapelets, they use full series, and employ DTW distance to accommodate noise in indexing. Class prototypes are used in the same way as shapelets; new examples are classified by assigning the class of the closest prototype.

Hartman et al. [82] apply a shapelet-like approach to gesture recognition. There are two main differences between their algorithm and the algorithm in [180]. First, they use DTW, rather than Euclidean distance. Second, they use their own quality measures, rather than Information Gain, to evaluate prototypes, see Section 3.3.2. These differences are minor; [82] might be considered part of the shapelet literature; we examine another paper from the same research group [81] in Section 3.3.

### 3.5 Motifs

In this section, we move away from the supervised task of classification, and focus on applying the shapelet intuition to the unsupervised task of finding approximately repeated patterns in time series. The central insight of the shapelet approach is that, for many problems, local similarity of shape can provide more accurate classification than global similarity of shape. Data mining by extracting local features from time series is not limited to classification. By extracting repeated subsequences from longer time series, we can examine them in ways that may prove more fruitful than examining
the entire series. Repeated subsequences may represent significant events (such as heartbeats embedded in an ECG series), or help to distinguish genuine events from noise. Repeated subsequences can be used as primitives for data-mining tasks such as clustering or rule discovery. There are substantial similarities between a shapelet and a repeated time-series subsequence, which we refer to as a *motif*.

A time-series motif is a pattern that approximately recurs in a time series [114]. A *motif set* is the set of subsequences deemed to be instances of a given motif. The problem of finding motifs is analogous to the computational biology problem of finding repeated patterns in discrete DNA sequences [54, 28]. Motifs can be used to characterise the typical behaviour of a time series for classification or anomaly detection (e.g. [114]), or as a primitive in, for example, association rule mining (e.g. [39, 90]) or clustering [56]. Areas of application include medicine [114, 126], image processing [114], information retrieval [107], and robotics [134].

The key contributions to the study of motifs are presented in [114, 131, 132]. The motif-discovery algorithm described in [114] involves compressing the series with a piecewise aggregate approximation transform, then discretising the series into a fixed alphabet size, before finding motifs through matrix approximation and using an approximate distance map. We adopt many of the definitions from [114], but focus our interest on finding exact motifs; we do not discretise the data, instead searching the real-valued series. Hence, we concentrate on the work in [131, 132], discussed in Section 3.5.3. Before discussing algorithms for motif discovery, we examine motif definitions and the problem of trivial matching.

### 3.5.1 Motif definition

There is variation in the literature over the definition of a motif and the nature of the association between a motif and other subsequences. We use the term *motif* to
refer to a single subsequence (which can be a concrete instance, or the average of the members of its motif set), and the term *motif set* to mean the set of subsequences that are associated with a given motif. In [114], the 1-motif is defined as the subsequence with the largest count of non-trivial matches, and the $K$-motif is the subsequence with the $K^{th}$ largest count of non-trivial matches, subject to the constraint that the $K$-motif is at least $2r$ distance away from the previous $K - 1$ motifs, and where two series match if the distance between them is less than some threshold parameter, $r$, and the match is *non-trivial*. In [131, 132], the nearest equivalent definition to the motif set is the *range motif*. The range motif with range $r$ is the maximal set of time series that have the property that the maximum distance between them is less than $2r$. The actual motif for the range motif is not, in fact, a subsequence of the original series. Rather, it is the average of all members of the motif set. In clustering parlance, the motif is the centroid of the motif set.

### 3.5.2 Trivial matches

A key aspect to successful motif discovery is avoiding *trivial matches*. Failing to prevent trivial matching renders motif detection meaningless [100]. Informally, trivial matches are those matches where the similarity is the result of the series overlapping, and therefore sharing a common subsequence. Formally, there are alternative definitions of a trivial match. In [114], a match between two subsequences $S_a$ and $S_b$ (where $a < b$) is defined to be a trivial match if every series beginning from $a + 1$ to $b - 1$ is also a match with $S_a$. This allows overlapping matches, as long as there is one series in the overlap section that is not a match. Conversely, non-overlapping series may be considered trivial matches. This removes the matching of, for example, long periods of no change in the series. However, it is somewhat counter intuitive, and in [131], a simpler definition is employed. For MK pair matching, two matching series
are trivially matched if their starting points are within $w$ places (i.e. $b - a < w$).

This approach introduces a new parameter into the algorithm; hence, we adopt the definition used in [100], and take it that two matched series are trivially matched if they overlap, i.e. if $b - a < n$, where $n$ is the length of the series. This is equivalent to the definition used in [131] for the case where $w = n$.

### 3.5.3 Mueen-Keogh (MK) best-matching pair algorithm

$MK$ finds exact matches between time-series subsequences using a form of early abandon that dramatically speeds up the matching process in the average case. A formal description of $MK$ is given in [131]. We restrict ourselves to an overview of the algorithm. The core lower-bounding routine is as follows:

1. A random subsequence is selected.

2. The distance between this reference subsequence and all other subsequences is calculated, and the subsequences are ordered by this distance to give a list $< S_1, S_2, \ldots, S_{m-(n-1)} >$. The best-so-far distance $d$ is set to $d(S_1, S_2)$.

3. When forming the sorted list, the distance between adjacent pairs is calculated and stored. This key step allows $MK$ to exploit the triangle inequality; the relative distance between two points in relation to the reference point is a lower bound on the true distance between them.

4. A linear scan across the list is conducted, and the true distance between adjacent points $d(S_i, S_{i+1})$ for $i = 2$ to $(p - 1)$ is calculated, the lower bounds are updated and the best-so-far adjusted if necessary (ignoring trivial matches).

5. The enumerative search can then proceed, but distance calculations are avoided for all proposed pairs where the lower bound is worse than the current best-so-far.
Figure 3.6: A simulation of an electricity demand profile, with three motif sets. The red pattern represents a period of no usage, the blue pattern approximates the usage pattern of a dishwasher, and the green pattern approximates the usage pattern of an immersion heater.

The algorithm is further enhanced by the selection of \( q \) multiple reference sequences. The distance from each of these selected subsequences and the rest of the subsequences is calculated, and the reference subsequences are sorted by their distance standard deviation. When the enumerative search begins, the lower bound can be checked against each reference sequence.

### 3.5.4 Algorithms for discovering motif sets

In [114], the 1-motif is found through enumerating the search space. Finding the \( K \)-motifs requires that we enforce a separation of at least \( 2r \) between each motif and the previous \( K - 1 \) motifs. The obvious solution is to remove matches to each motif found before continuing the search; in Chapter 7 we describe our approach to this problem.

MK finds closest matches between time-series subsequences using a form of early abandon that dramatically speeds up the matching process in the average case. Finding best-matching pairs is of less interest to us than detecting repeated patterns. This is an important point because the members of the best-matching pair are not necessarily members of a high-cardinality motif set; for example, in Fig. 3.6, the red subsequences form the best-matching pair, but the blue and green motif sets have higher cardinality.

The method proposed in [132] for finding the the range motif (broadly equivalent
to our motif set), involves finding the best-matching pair with MK, then performing a linear scan of the series to find all subsequences within $2r$ of the pair. This set is then "trivially condensed" to find the range motif.

In Chapter 7, we propose a novel extension of this process, generalised for finding the $K$-motif sets, called the Scan MK algorithm.

3.6 Conclusions

Shapelets are time-series subsequences that represent the class of the series. They have been used for classification in a range of domains, with promising results. The shapelet search is very slow; speed-up techniques based on early abandon, re-using information, discretisation, and greedy search have been used to make the search tenable.

Most uses of shapelets have focused on embedding the shapelet search within a decision tree, which requires a shapelet search at each node, increasing the time complexity, reduces interpretability because of the hierarchical nature of decision trees, and yields relatively poor classification accuracy compared to other classifiers. In Chapter 5, we extend the shapelet approach, making several novel contributions to the field, including our shapelet transform, which dissociates the shapelet search from the decision tree, allowing more accurate classifiers to be used and replacing multiple calls to the shapelet discovery algorithm with a single pass through the data. Our contribution to research into shapelets is in Chapter 5.

Data mining with local-shape-based similarity is not limited to classification with shapelets. The unsupervised equivalent of a shapelet is a motif. The interesting problem in motif discovery is to find sets of approximately repeated patterns within a time series, while avoiding trivial matches (matches that overlap) and enforcing a distance-based separation between motif sets. We contribute to research into motifs
in Chapter 7.
Chapter 4

Data

4.1 Introduction

In this chapter, we discuss the datasets we use for the experiments in Chapters 5, 6, and 7. We have attempted to experiment with every commonly used TSC dataset, and have contributed a number of new datasets that our local-shape based approach is suitable for.

4.2 Summary of datasets

4.2.1 Classification problems

We experiment on 75 time-series datasets. We use every dataset from the UCR Time-series Classification/Clustering page [165] except the broken ECG200 dataset (see [7]), and also contribute a number of new datasets. The datasets we use, and the relevant parameters associated with them, are shown in Tables 4.1 - 4.5.

The datasets are partitioned into training and testing sets. Shapelet selection, model selection, and classifier training are performed exclusively on the training set; the test set is used only with the final trained classifier. We report the accuracy on the test set. The datasets we use that are not included on the UCR page can be found at [85].
Table 4.1: Summary of image-outline datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Orig. length</th>
<th>Size train</th>
<th>Size test</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>176</td>
<td>390</td>
<td>391</td>
<td>37</td>
</tr>
<tr>
<td>ArrowHead</td>
<td>251</td>
<td>36</td>
<td>175</td>
<td>3</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>512</td>
<td>20</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>512</td>
<td>20</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>345</td>
<td>16</td>
<td>306</td>
<td>4</td>
</tr>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>80</td>
<td>400</td>
<td>139</td>
<td>3</td>
</tr>
<tr>
<td>DistalPhalanxOutlineCorrect</td>
<td>80</td>
<td>600</td>
<td>276</td>
<td>2</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>80</td>
<td>400</td>
<td>139</td>
<td>6</td>
</tr>
<tr>
<td>FaceAll</td>
<td>131</td>
<td>560</td>
<td>1690</td>
<td>14</td>
</tr>
<tr>
<td>FaceFour</td>
<td>350</td>
<td>24</td>
<td>88</td>
<td>4</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>131</td>
<td>200</td>
<td>2050</td>
<td>14</td>
</tr>
<tr>
<td>fiftywords</td>
<td>270</td>
<td>450</td>
<td>455</td>
<td>50</td>
</tr>
<tr>
<td>fish</td>
<td>463</td>
<td>175</td>
<td>175</td>
<td>7</td>
</tr>
<tr>
<td>Herrings</td>
<td>512</td>
<td>64</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>99</td>
<td>381</td>
<td>760</td>
<td>10</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>80</td>
<td>400</td>
<td>154</td>
<td>3</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineCorrect</td>
<td>80</td>
<td>600</td>
<td>291</td>
<td>2</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>80</td>
<td>399</td>
<td>154</td>
<td>6</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>427</td>
<td>200</td>
<td>242</td>
<td>6</td>
</tr>
<tr>
<td>PhalangesOutlinesCorrect</td>
<td>80</td>
<td>1800</td>
<td>858</td>
<td>2</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>80</td>
<td>400</td>
<td>205</td>
<td>3</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineCorrect</td>
<td>80</td>
<td>600</td>
<td>291</td>
<td>2</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>80</td>
<td>400</td>
<td>205</td>
<td>6</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>128</td>
<td>500</td>
<td>625</td>
<td>15</td>
</tr>
<tr>
<td>Symbols</td>
<td>398</td>
<td>25</td>
<td>995</td>
<td>6</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>270</td>
<td>267</td>
<td>638</td>
<td>25</td>
</tr>
<tr>
<td>yoga</td>
<td>426</td>
<td>300</td>
<td>3000</td>
<td>2</td>
</tr>
</tbody>
</table>

We have divided the datasets into five different problem types:

1. **Image-outline problems** (Table 4.1).

2. **Motion classification problems** (Table 4.2).

3. **Sensor reading classification problems** (Table 4.3).

4. **Human sensor reading classification problems** (Table 4.4).

5. **Simulated classification problems** (Table 4.5)

Each of these problem types should lend itself to a greater or lesser degree to classification by local similarity in shape. In Chapter 5, we break down our findings by problem type to gain additional insight into the applicability of our method.

We do not use every dataset for every experiment. We will indicate in the appropriate sections where we have used a subset of the 75 datasets. Our motivation for
Table 4.2: Summary of motion-classification datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Orig. length</th>
<th>Size train</th>
<th>Size test</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cricket_X</td>
<td>300</td>
<td>390</td>
<td>390</td>
<td>12</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>300</td>
<td>390</td>
<td>390</td>
<td>12</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>300</td>
<td>390</td>
<td>390</td>
<td>12</td>
</tr>
<tr>
<td>GunPoint</td>
<td>150</td>
<td>50</td>
<td>150</td>
<td>2</td>
</tr>
<tr>
<td>Haptics</td>
<td>1092</td>
<td>155</td>
<td>308</td>
<td>5</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>1882</td>
<td>100</td>
<td>550</td>
<td>7</td>
</tr>
<tr>
<td>ToeSegmentation1</td>
<td>277</td>
<td>40</td>
<td>228</td>
<td>2</td>
</tr>
<tr>
<td>ToeSegmentation2</td>
<td>343</td>
<td>36</td>
<td>130</td>
<td>2</td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>315</td>
<td>896</td>
<td>3582</td>
<td>8</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>315</td>
<td>896</td>
<td>3582</td>
<td>8</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Z</td>
<td>315</td>
<td>896</td>
<td>3582</td>
<td>8</td>
</tr>
<tr>
<td>Worms</td>
<td>900</td>
<td>181</td>
<td>77</td>
<td>5</td>
</tr>
<tr>
<td>WormsTwoClass</td>
<td>900</td>
<td>181</td>
<td>77</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.3: Summary of sensor-reading datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Orig. length</th>
<th>Size train</th>
<th>Size test</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beef</td>
<td>470</td>
<td>30</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>Car</td>
<td>577</td>
<td>60</td>
<td>60</td>
<td>4</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>166</td>
<td>467</td>
<td>3840</td>
<td>3</td>
</tr>
<tr>
<td>Coffee</td>
<td>286</td>
<td>28</td>
<td>28</td>
<td>2</td>
</tr>
<tr>
<td>Computers</td>
<td>720</td>
<td>250</td>
<td>250</td>
<td>2</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>512</td>
<td>322</td>
<td>139</td>
<td>2</td>
</tr>
<tr>
<td>FordA</td>
<td>500</td>
<td>3601</td>
<td>1320</td>
<td>2</td>
</tr>
<tr>
<td>FordB</td>
<td>500</td>
<td>3636</td>
<td>810</td>
<td>2</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>24</td>
<td>67</td>
<td>1029</td>
<td>2</td>
</tr>
<tr>
<td>LargeKitchenAppliances</td>
<td>720</td>
<td>375</td>
<td>375</td>
<td>3</td>
</tr>
<tr>
<td>Lightning2</td>
<td>637</td>
<td>60</td>
<td>61</td>
<td>2</td>
</tr>
<tr>
<td>Lightning7</td>
<td>319</td>
<td>70</td>
<td>73</td>
<td>7</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>84</td>
<td>20</td>
<td>1252</td>
<td>2</td>
</tr>
<tr>
<td>OliveOil</td>
<td>570</td>
<td>30</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>Plane</td>
<td>144</td>
<td>105</td>
<td>105</td>
<td>7</td>
</tr>
<tr>
<td>PtNDeviceGroups</td>
<td>720</td>
<td>1750</td>
<td>1750</td>
<td>5</td>
</tr>
<tr>
<td>PtNDevices</td>
<td>720</td>
<td>1750</td>
<td>1750</td>
<td>14</td>
</tr>
<tr>
<td>RefrigerationDevices</td>
<td>720</td>
<td>375</td>
<td>375</td>
<td>3</td>
</tr>
<tr>
<td>ScreenType</td>
<td>720</td>
<td>375</td>
<td>375</td>
<td>3</td>
</tr>
<tr>
<td>SmallKitchenAppliances</td>
<td>720</td>
<td>375</td>
<td>375</td>
<td>3</td>
</tr>
<tr>
<td>SonyAIBORobotSurface</td>
<td>70</td>
<td>20</td>
<td>601</td>
<td>2</td>
</tr>
<tr>
<td>SonyAIBORobotSurface II</td>
<td>65</td>
<td>27</td>
<td>953</td>
<td>2</td>
</tr>
<tr>
<td>StarLightCurves</td>
<td>1024</td>
<td>1000</td>
<td>8236</td>
<td>3</td>
</tr>
<tr>
<td>Trace</td>
<td>275</td>
<td>100</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>wafer</td>
<td>152</td>
<td>1000</td>
<td>6164</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.4: Summary of human sensor-reading datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Orig. length</th>
<th>Size train</th>
<th>Size test</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CinC_ECG_torso</td>
<td>1639</td>
<td>40</td>
<td>1380</td>
<td>4</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>136</td>
<td>23</td>
<td>861</td>
<td>2</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax1</td>
<td>750</td>
<td>1800</td>
<td>1965</td>
<td>42</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax2</td>
<td>750</td>
<td>1800</td>
<td>1965</td>
<td>42</td>
</tr>
<tr>
<td>TwoLeadECG</td>
<td>82</td>
<td>23</td>
<td>1139</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 4.5: Summary of simulated datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Orig. length</th>
<th>Size train</th>
<th>Size test</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBF</td>
<td>128</td>
<td>30</td>
<td>900</td>
<td>3</td>
</tr>
<tr>
<td>MALLAT</td>
<td>1024</td>
<td>55</td>
<td>2345</td>
<td>8</td>
</tr>
<tr>
<td>SimulatedSet</td>
<td>500</td>
<td>100</td>
<td>1000</td>
<td>2</td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>60</td>
<td>300</td>
<td>300</td>
<td>6</td>
</tr>
<tr>
<td>TwoPatterns</td>
<td>128</td>
<td>1000</td>
<td>4000</td>
<td>4</td>
</tr>
</tbody>
</table>

restricting the experiments to these datasets is usually one of speed: the full shapelet transform with ensemble classifier (see Chapter 5) is slow to transform and train, and we restrict ourselves to 50 tractable datasets, while searching for methods that will allow us to use the larger datasets (for example, dimensionality reduction, see Chapter 5).

### 4.2.2 Unsupervised data mining

In Chapter 7, we consider the problem of finding approximately repeated patterns in longer time series. For these experiments, we use data described in Sections 4.4.9 and 4.4.10.

### 4.3 UCR repository

Most of the datasets we experiment upon can be found on the UCR Time-series Classification/Clustering Page [165]. They are standard benchmark time-series datasets used in the literature, and where possible, we compare our methods to rival methods on these datasets. We use the existing train/test splits, and do not clean or modify the data in any way prior to shapelet transformation.

### 4.4 Contributed datasets

We provide a number of new datasets that we make freely available to researchers. We have selected these datasets to study because we feel they will lend themselves
well to data mining using local-shape-based similarity. The datasets are available from [85].

4.4.1 Classification problems

We provide 13 new image-outline problems: ten bone-outline classification problems, (Section 4.4.3), two image-processing outline-classification problems derived from the MPEG-7 dataset [21] (Section 4.4.5), and an outline-classification problem involving classifying herring based on their otoliths (Section 4.4.6). We also provide seven datasets derived from sensor readings used for electrical device profiling, derived from the Powering the Nation project (Section 4.4.7), and two motion classification problems from behavioural genetics involving classifying worm movements (Section 4.4.8). Finally, we provide a novel simulated dataset designed to be optimal for the shapelet approach (Section 4.4.4).

4.4.2 Data for unsupervised data mining

We provide two novel datasets for unsupervised mining of approximately repeated patterns: a synthetic problem designed to test the efficacy of pattern-discovery algorithms (Section 4.4.9), and an electrical device disambiguation problem derived from smart-metering systems (Section 4.4.10).

4.4.3 Bone outlines

The bone datasets (DistalPhalanxOutlineAgeGroup, DistalPhalanxOutlineCorrect, DistalPhalanxTW, MiddlePhalanxOutlineAgeGroup, MiddlePhalanxOutlineCorrect, MiddlePhalanxTW, PhalangesOutlinesCorrect, ProximalPhalanxOutlineAgeGroup, ProximalPhalanxOutlineCorrect, and ProximalPhalanxTW) consist of image outlines from hand x-rays, where the three bones from the middle finger have been converted into 1D series by measuring the distance to each point on the outline from the centre
point of the phalanx/epiphysis (Figure 4.1). The original images can be found at [96].

The distal, middle, and proximal phalanges are three different bones of the finger (Fig. 4.1 Left). There are three classification problems for each finger bone, forming nine datasets, and one more dataset formed from the full set of bones.

![Image of finger x-ray with annotations](6)

Figure 4.1: Left: a hand x-ray from [96], annotated to show the three bones of interest. Middle: a bone outline with mapping. Right: bone outline rendered as 1D series. Middle and right images from [6].

The ‘Correct’ problems are two class, corresponding to the following: 0 - bad segmentation, 1 - good segmentation (Figure 4.2). A hand x-ray has been segmented well if the different bones have been picked out correctly.

![Correct and Incorrect Segmentation](7)

Figure 4.2: Left: an example of correct bone outline segmentation from the DistalPhalanxOutlineCorrect dataset. Right: an example of incorrect bone outline segmentation from the DistalPhalanxOutlineCorrect dataset.

The ‘Age Group’ problems are three class, corresponding to the following groups:
Table 4.6: Bone-outline dataset class labels.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Class labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>0-6 (1), 7-12 (2), 13-19 (3)</td>
</tr>
<tr>
<td>DistalPhalanxOutlineCorrect</td>
<td>Bad segmentation (0), Good segmentation (1)</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>0-6 (1), 7-12 (2), 13-19 (3)</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineCorrect</td>
<td>Bad segmentation (0), Good segmentation (1)</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>0-6 (1), 7-12 (2), 13-19 (3)</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineCorrect</td>
<td>Bad segmentation (0), Good segmentation (1)</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>PhalangesOutlineCorrect</td>
<td>Bad segmentation (0), Good segmentation (1)</td>
</tr>
</tbody>
</table>

0-6 years old, 7-12 years old, and 13-19 years old (Figure 4.3). The task is to predict the age group of the patient at the time of the x-ray given just the bone outline.

Figure 4.3: Example 1D bone image outlines from the DistalPhalanxOutlineAgeGroup and DistalPhalanxTW datasets. From left to right: Age group 0 - 6, TW 3; Age group 7 - 12, TW 4; Age group 13 - 19, TW 8.

The ‘TW’ problems are eight class, corresponding to the Tanner-Whitehouse bone age classification system (Figure 4.3).

The PhalangesOutlineCorrect problem is a much larger (1800 instances) two-class problem; the task is to classify whether the bones have been segmented correctly.

A list of the class labels for each problem is given in Table 4.6. For more information, see [41, 42, 40].

4.4.4 Synthetic data

Our synthetic dataset is intended to be optimal for classification using shapelets. The SimulatedSet dataset consists of 100 training series and 1000 test series. The series
are divided into two classes. Series of class 0 are designated \textit{Spike} series. Series of class 1 are designated \textit{Triangle} series. The training and tests sets are evenly split into Spike series and Triangle series.

The basis of each series is normally-distributed ($\mathcal{N}(0, 1)$) random noise of length 500, to which we add one of two shapes (see Fig. 4.4). For each Spike series, we select a random location in the range [0,471] and add a spike shape to the white noise. For each Triangle series, we select a random location in the range [0,471] and add a triangle shape to the white noise. The shapes are of length 29 (a value selected to be small enough that the shape does not dominate the series), with an underlying amplitude of 4, and a minimum value of -2.

We define a triangle shape as an ordered set of 29 real values, Triangle = \langle -2, -1.714, -1.429, -1.143, -0.857, -0.571, -0.286, 0, 0.286, 0.571, 0.857, 1.143, 1.429, 1.714, 2, 1.714, 1.429, 1.143, 0.857, 0.571, 0.286, 0, -0.286, -0.571, -0.857, -1.143, -1.429, -1.714, -2 \rangle. The triangle shape begins at point -2, increases in equal increments to a value of 2 at the central point, then decreases in equal intervals to -2 at the end point.

We define a spike shape as an ordered set of 29 real values, Spike = \langle 0, -0.286, -0.571, -0.857, -1.143, -1.429, -1.714, -2, -1.714, -1.429, -1.143, -0.857, -0.571, -0.286, 0, 0.286, 0.571, 0.857, 1.143, 1.429, 1.714, 2, 1.714, 1.429, 1.143, 0.857, 0.571, 0.286, 0 \rangle. The spike shape begins at 0, decreases in equal increments to -2 before increasing in equal increments to 0 at the central index. It then increases in equal increments to 2, before decreasing in equal increments back to 0.

The SimulatedSet dataset is difficult to classify because the discriminating features are small relative to the lengths of the series, the features are very noisy (see Fig. 4.4), and the features occur at random places in the series. Such data should show great improvements in accuracy over standard time-domain classifiers when classified using
shapelets.

4.4.5 MPEG-7 shapes

MPEG-7 CE Shape-1 Part B [21] is a database of binary images developed for testing MPEG-7 shape descriptors, and is available free online. It is used for testing contour/image and skeleton-based descriptors [108]. Classes of images vary broadly, and include classes that are similar in shape to one another. There are 20 instances of each class, and 60 classes in total. We have extracted the outlines of these images and mapped them into 1D series. We have created two time-series classification problems from the series, Beetle/Fly and Bird/Chicken. Figure 4.5 shows some of the images from the two problems. Figure 4.6 shows a beetle image rendered as a 1D series.

Figure 4.5: Five beetle images (top left) and five fly images (top right) from the Beetle/Fly problem. Five bird images (bottom left) and five chicken images (bottom right) from the Bird/Chicken problem. There is considerable intra-class variation, as well as inconsistent size and rotation.
4.4.6 Otoliths

Otoliths are calcium carbonate structures present in many vertebrates, found within the sacculus of the *pars inferior*. Otoliths vary markedly in shape and size between species, but are of similar shape to other stocks of the same species (Figure 4.7). Otoliths contain information that can be used by ‘expert readers’ to determine several key factors important in managing fish stock. Analysis of otolith boundaries may allow estimation of stock composition, including whether the samples are from one stock or multiple stocks [53, 31, 47], allowing management decisions to be made [159]. We consider the problem of classifying herring stock (either North Sea or Thames) based on a 1D series derived from the image outline (Figure 4.8).

4.4.7 Powering the Nation

The seven PtN datasets (Computers, LargeKitchenAppliances, PtNDeviceGroups, PtNDevices, RefrigerationDevices, ScreenType, and SmallKitchenAppliances) are electricity consumption classification problems. The datasets are derived from domestic
electricity consumption within the United Kingdom, as part of government sponsored study [137] to help reduce the UK’s carbon footprint.

The data were created by smart meters as part of an £11.1 billion project to reduce consumer energy consumption by alerting people to their real-time spending [137]. The original data are readings from 251 households, sampled in two-minute intervals over a month.

The classification problem for each PtN dataset in Table 4.7 is to classify each series as an example of the use of a particular device (see Figure 4.9). For the five datasets listed in Table 4.7, there are two distinct types of problem: problems with similar usage patterns (RefrigerationDevices, Computers, and ScreenType) and problems with dissimilar usage patterns (SmallKitchenAppliances and LargeKitchenAppliances).

Electricity consumption patterns, such as those shown in Figure 4.9, can appear
at any point in a single series of that class, and can appear at multiple points. They
are not identical across households, and are unlikely to be identical across different
uses of the same device (for example, the power used by a kettle will vary depending
on how recently it has been boiled). Further, they are short compared to the length
of a series.

The device types for the five datasets are shown in Table 4.7. The two remaining
datasets, PtNDevices and PtNDeviceGroups, contain each series from the the other
five datasets. The classification problem for PtNDevices is to classify by the class
labels given in Table 4.7; the classification problem for PtNDeviceGroups is to classify
each example by the dataset it is drawn from.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Class labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers</td>
<td>Desktop, laptop</td>
</tr>
<tr>
<td>Large Kitchen Appliances</td>
<td>Dishwasher, tumble dryer, washing machine</td>
</tr>
<tr>
<td>Refrigeration</td>
<td>Fridge/freezer, refrigerator, upright freezer</td>
</tr>
<tr>
<td>Screen</td>
<td>CRT TV, LCD TV, computer monitor</td>
</tr>
<tr>
<td>Small Kitchen Appliances</td>
<td>Kettle, microwave, toaster</td>
</tr>
</tbody>
</table>

Figure 4.9: From left to right, electricity consumption time series for a dishwasher,
monitor, and tumble drier.

4.4.8 Classifying mutant worms

The two worm datasets (Worms and WormsTwoClass) are classification problems
based on data from behavioural genetics. *Caenorhabditis elegans* is a roundworm
used as a model organism in behavioural genetics. Brown *et al.* [27] describe a system
for measuring the motion of worms on an agar plate in terms of a range of human-defined features [182]. The space of shapes Caenorhabditis elegans adopts can be represented by combinations of four base shapes, or eigenworms. Once the worm outline is extracted, each frame of worm motion can be captured by four scalars representing the amplitudes along each dimension when the shape is projected onto the four eigenworms (see Figure 4.10).

Figure 4.10: (A) a worm on an agar plate. (B) four representative eigenworms. (C) example time series. Images from [27].

Using data collected by Brown et al. [27] and extracted from the C. elegans behavioural database [1], we create two classification problems by generating 1D series based on the first eigenworm, down-sampled to second-long intervals. Each worm is labelled as either wild-type (the N2 reference strain - 109 cases) or one of four mutant types: goa-1 (44 cases), unc-1 (35 cases), unc-38 (45 cases), and unc-63 (25 cases).

The classification problem for the Worms dataset is to classify each series as coming from a wild-type worm or a specific type of mutant. The problem for the WormsT-twoClass dataset is to classify each series as coming from a wild-type or mutant (any
Figure 4.11: Left: a time series representing the movement of a wild-type worm. Right: a time series representing the movement of a mutant worm.

Figure 4.11 shows one time series derived from the movements of a wild-type worm (left) and one time series derived from a mutant worm (right).

4.4.9 Synthetic data space for unsupervised data mining

For the synthetic data, we specify a parameterised data space from which datasets are drawn, and randomly generate independent datasets for a given set of parameters. The simulated data is white noise (observations of i.i.d. normally-distributed random variables with $\mu = 0$ and $\sigma = 1$) with shapes added to the noise at random intervals. Figure 4.12 shows the five shapes used to create the datasets.

The minimum and maximum time series length, number of distinct shapes, and instances of each shape, are fixed parameters of the data, as are the length and amplitude of each instance. To generate a dataset, we randomly select one or two different shapes, and a number of instances for each shape. The shapes are added to the white noise at random locations, and do not overlap. An example of this distorted motif data is shown in Figure 4.13.

The dataset SimulatedSet (Section 4.4.4) contains instances drawn from this parameterised data space.
Figure 4.12: The five shapes inserted into our synthetic datasets. They are: (a) Triangle, (b) Wave, (c) Spikes, (d) Head and Shoulders, (e) Step. The shapes are shown here undistorted; in the synthetic data, they have added noise.

Figure 4.13: An example simulated motif problem, with two motif sets, a Spike set (highlighted in red), and a Step set (highlighted in green).

4.4.10 Electricity-usage data for unsupervised data mining

The electrical device data originates from a trial of smart meters in 187 homes across the United Kingdom (see [118, 7]). Smart meters were used to monitor the electricity consumption of each household in Watt Hours (Wh) at 15-minute intervals. Each series corresponds to the entire consumption of a household over the duration of the trial. The UK government has mandated that all households must be equipped with smart metering equipment by 2020. As a consequence, there will be very large quantities of data that must be processed in an efficient manner. Figure 4.14 shows the typical consumption of a number of device types.

One confounding factor is that devices of a similar nature have very similar usage profiles. Devices such as fridges and freezers, or computers and televisions, are very difficult to distinguish. In addition, the device-specific data is user-orientated. There is no central control over the devices that are monitored; the consumers have direct access to the monitoring equipment and all device labels are user-specified. Hence, labelling is potentially unreliable. Because of these confounding factors, it would be
beneficial to have a reliable, automated method of detecting and identifying specific device use. The algorithms we propose in Chapter 7 are a first step in this direction.

4.5 Conclusions

We have discussed 75 classification datasets that will be used for experimentation in Chapters 5 and 6, and a synthetic data space and electricity-usage profiles that will be used for unsupervised mining of approximately repeated patterns in Chapter 7.

We begin our experiments in the next chapter.
Chapter 5

Time-series Classification using Shapelet-transformed Data

The work in this chapter is published in a number of papers.

Results from the preliminary implementation of the shapelet transform were published in:

J. Lines, L. Davis, J. Hills, and A. Bagnall

A Shapelet Transform for Time Series Classification


The results from this paper are not included in this thesis, as they were created using a legacy version of the shapelet transform implemented by the lead author of [119].

The accuracy results in this thesis for the shapelet transform with 10N shapelets are to be published in:

A. Bagnall, J. Lines, J. Hills, and A. Bostrom
Time-Series Classification with COTE: The Collective of Transformation-Based Ensembles

https://ueaeprints.uea.ac.uk/id/eprint/49614

This paper is currently under review; all shapelet-related work in the paper is my own.

Some of the work on extensions to the shapelet transform, and some of the results and analysis, is published in:

J. Hills, J. Lines, E. Baranauskas, J. Mapp, and A. Bagnall
Classification of Time Series by Shapelet Transformation

As lead author, I made the largest contribution to this paper, modifying the original implementation of the shapelet transform, running experiments, extending the transform, analysing results, and writing the paper.
5.1 Introduction

Shapelets are time-series subsequences used for classification. They are intended to provide accurate classification and insight into the problem domain. Our novel contribution to the field is the shapelet transform. The shapelet transform (Section 5.2) improves upon both the accuracy and insight aspects of the shapelet approach.

We improve classification accuracy by dissociating the shapelet-discovery algorithm from the classification algorithm; we use the discovered shapelets to transform the original data into a space of shapelet features. Rather than being anchored to a decision tree (the standard format, see Chapter 3), we employ a diverse ensemble of classifiers on the shapelet-transformed data. Our accuracy results (Section 5.3) are significantly better than any other shapelet-based approach, and significantly better than using 1NN with DTW distance, which is a benchmark for time-series classification [51].

Shapelets can offer considerable insight into the problem domain (see Section 5.4). We aim to optimise the shapelet approach for providing insight along with classification accuracy.

We improve upon the ability of shapelets to offer insight into the problem domain in a number of ways. First, we eliminate the tree classifier, and its difficult to interpret hierarchy of binary splits on shapelets. Second, we focus on increasing interpretability by reducing dimensionality through filtering (Section 5.5) and clustering (Section 5.6) the shapelets. We compare a number of different hierarchical clustering methods to a novel form of clustering based on using the Minimum Description Length measure as a parameterless stopping criterion for the clustering. Our third contribution is to discretise the clustered shapelet data into a set of binary features representing the presence or absence of a particular shapelet in a given series. Combined with a dictionary of shapelets, this approach is entirely interpretable, and could be deployed
in environments such as medicine or finance, where professionals must be able to justify the decisions they make to their customers and stakeholders (we explore this issue in more detail in Chapter 6).

The shapelet transform improves accuracy and interpretability over rival TSC algorithms, offering a solution to TSC problems that is both effective and comprehensible to non-experts.

5.2 Shapelet transform

The shapelet transform finds the best $k$ shapelets in a dataset, then transforms each series into a set of features that represent the distances between the shapelets and the series. The intuition behind the shapelet transform is that classification and representation are two different stages of the TSC process, which can be separated to improve classification accuracy. Bagnall et al. [7] demonstrate the importance of separating the transformation from the classification algorithm with an ensemble approach, where each member of the ensemble is constructed on a different transform of the original data. They show two things: first, on problems where the discriminatory features are not in the time domain, operating in a different data space produces greater performance improvement than designing a more complex classifier. Second, a basic ensemble on transformed datasets can significantly improve simple classifiers. We apply this intuition to shapelets, and separate the transformation from the classifier.

Our transformation processes shapelets in two distinct stages. First, the algorithm performs a single scan of the data to extract the best $k$ shapelets. $k$ is a cut-off value for the maximum number of shapelets to store, and has no effect on the quality of the individual shapelets that are extracted. Second, a new transformed dataset is created, where each attribute represents a shapelet, and the value of the attribute is the
distance between the shapelet and the original series. Transforming the data in this way disassociates finding the shapelets from classification, allowing the transformed dataset to be used in conjunction with any classifier.

5.2.1 Shapelet generation

The process to extract the best $k$ shapelets is defined in Algorithm 7.

**Algorithm 7 shapeletCachedSelection(T, min, max, k)**

1: $k$Shapelets $\leftarrow \emptyset$
2: for all series $T_i$ in $T$ do
3:   $shapelets \leftarrow \emptyset$
4:   $W_i = \text{generateCandidates}(T_i, min, max)$
5:   for all $W_{i,l}$ in $W_i$ do
6:     for all candidates $S$ in $W_{i,l}$ do
7:       $D_S \leftarrow \text{findDistances}(S, T)$
8:       $quality \leftarrow \text{assessCandidate}(S, D_S)$
9:       $shapelets \leftarrow shapelets \cup <S, quality>$
10:  $shapelets \leftarrow \text{sortByQuality}(shapelets)$
11:  $shapelets \leftarrow \text{removeSelfSimilar}(shapelets)$
12:  $k$Shapelets $\leftarrow \text{merge}(k, k$Shapelets, shapelets)
13: return $k$Shapelets

The algorithm processes data in a manner similar to the original shapelet algorithm [181] (See Algorithm 4; we retain the notation from that chapter). For each series in the dataset, all subsequences of lengths between $min$ and $max$ are examined. Unlike Algorithm 4, however, where all candidates are assessed and the best is stored, our caching algorithm stores all candidates for a given time series, along with their associated quality measures (line 9). Once all candidates of a series have been assessed, they are sorted by quality, and self-similar shapelets are removed. Self-similar shapelets are taken from the same series and have overlapping indices. We merge the set of non-self-similar shapelets from a series with the current best shapelets and retain the top $k$, iterating through the data until all series have been processed. We do not store all candidates indefinitely; after processing each series, we retain only
those that belong to the best \( k \) so far, and discard all other shapelets. Thus, we avoid the large space overhead required to retain all candidates.

When handling self-similarity between candidates, it is necessary to store temporarily and evaluate all candidates from a single series before removing self-similar shapelets. This prevents shapelets being rejected incorrectly. For example, in a given series, candidate \( A \) may be added to the \( k \)-best-so-far. If candidate \( B \) overlaps with \( A \) and has higher quality, \( A \) will be rejected. If a third candidate of higher quality, \( C \), is identified that is self-similar to \( B \), but not to \( A \), \( C \) would replace \( B \), and the deleted \( A \) would be a valid candidate for the \( k \)-best. We overcome this issue by evaluating all candidates for a given series before deleting those that are self-similar (line 9 in Algorithm 7). Once all candidates for a given series have been assessed, they are sorted into descending order of quality (line 10). The sorted set of candidates can then be assessed for self-similarity in order of quality (line 11), so that the best candidates are always retained, and self-similar candidates are safely removed.

### 5.2.2 Length parameter approximation

Both the original algorithm and our caching algorithm require two length parameters, \( \text{min} \) and \( \text{max} \). These values define the range of candidate shapelet lengths. Smaller ranges improve speed, but may compromise accuracy if they prevent the most informative subsequences from being considered. To accommodate running the shapelet filter on a range of datasets without any specialised knowledge of the data, we define a simple algorithm for estimating the \( \text{min} \) and \( \text{max} \) parameters.

The procedure described in Algorithm 8 [119] randomly selects ten series from dataset \( \mathbf{T} \) and uses Algorithm 7 to find the best ten shapelets in this subset of the data. For this search, \( \text{min} = 3 \) and \( \text{max} \) is set to \( m \), the length of the series in \( \mathbf{T} \). The selection and search procedure is repeated ten times in total, yielding a set of 100
Algorithm 8 estimateMinAndMax(T)

1: \textit{shapelets} $\leftarrow \emptyset$
2: $m \leftarrow T_1.length$
3: \textbf{for} $i \leftarrow 1$ to $10$ \textbf{do}
4: \hspace{1em} $T \leftarrow \text{randomiseOrder}(T)$
5: \hspace{1em} $T' \leftarrow \{T_1, T_2, ..., T_{10}\}$
6: \hspace{1em} \textit{currentShapelets} $\leftarrow \text{shapeletCachedSelection}(T', 3, m, 10)$
7: \hspace{1em} \textit{shapelets} $\leftarrow \textit{shapelets} \cup \textit{currentShapelets}$
8: \hspace{1em} \textit{shapelets} $\leftarrow \text{orderByLength}(\textit{shapelets})$
9: \hspace{1em} \textit{min} $\leftarrow \textit{shapelets}_{25}.length$
10: \hspace{1em} \textit{max} $\leftarrow \textit{shapelets}_{75}.length$
11: \textbf{return} \textit{min}, \textit{max}

The \textit{shapelets} are sorted by length, with the length of the 25th \textit{shapelet} returned as \textit{min} and the length of the 75th \textit{shapelet} returned as \textit{max}. While this does not necessarily result in the optimal parameters, it does provide an automatic approach to approximate \textit{min} and \textit{max} across a number of datasets. Table 5.1 shows the minimum and maximum \textit{shapelet} lengths we used to create \textit{shapelet} transforms for all 75 datasets.

### 5.2.3 F-statistic

Unlike the \textit{shapelet} tree, our \textit{shapelet} transform does not require an explicit split point to be found by the quality measure. IG introduces extra time overhead and may not be optimal for multi-class problems, since it is restricted to binary splits.

In [88], we investigate alternative \textit{shapelet} quality measures based on hypothesis tests of differences in distribution of distances between class populations. We look at three alternative ways of quantifying how well the classes can be split by the list of distances $D_S$: Kruskal-Wallis [103], F-statistic (F-Stat), and Mood’s Median [128]. We find that classification on \textit{shapelet} data transformed using the F-Stat is significantly more accurate on synthetic data, and has the most wins of any measure over 29 datasets, though the difference is not significant. We also find the F-Stat to be faster on average.
Table 5.1: Minimum and maximum length parameters for 75 datasets, found using Algorithm 8, and used to create all of our shapelet transforms.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Min. Length</th>
<th>Max. length</th>
<th>Dataset</th>
<th>Min. Length</th>
<th>Max. length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>3</td>
<td>10</td>
<td>MiddlePhalanxOutlineCorrect</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>ArrowHead</td>
<td>17</td>
<td>90</td>
<td>MiddlePhalanxTW</td>
<td>7</td>
<td>31</td>
</tr>
<tr>
<td>Beef</td>
<td>8</td>
<td>30</td>
<td>MoteStrain</td>
<td>16</td>
<td>31</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>30</td>
<td>101</td>
<td>NonInvasiveFataltECG_Thorax1</td>
<td>5</td>
<td>61</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>30</td>
<td>101</td>
<td>NonInvasiveFataltECG_Thorax2</td>
<td>12</td>
<td>58</td>
</tr>
<tr>
<td>Car</td>
<td>16</td>
<td>57</td>
<td>OliveOil</td>
<td>8</td>
<td>27</td>
</tr>
<tr>
<td>CBF</td>
<td>46</td>
<td>90</td>
<td>OSULeaf</td>
<td>141</td>
<td>330</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>7</td>
<td>20</td>
<td>PhalangesOutlinesCorrect</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>697</td>
<td>814</td>
<td>Plane</td>
<td>18</td>
<td>109</td>
</tr>
<tr>
<td>Coffee</td>
<td>18</td>
<td>30</td>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>7</td>
<td>31</td>
</tr>
<tr>
<td>Computers</td>
<td>15</td>
<td>267</td>
<td>ProximalPhalanxOutlineCorrect</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>120</td>
<td>255</td>
<td>ProximalPhalanx TW</td>
<td>9</td>
<td>31</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>132</td>
<td>262</td>
<td>PtNDeviceGroups</td>
<td>51</td>
<td>261</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>118</td>
<td>257</td>
<td>PtNDevices</td>
<td>100</td>
<td>310</td>
</tr>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>7</td>
<td>31</td>
<td>RefrigerationDevices</td>
<td>13</td>
<td>65</td>
</tr>
<tr>
<td>DistalPhalanxOutlineCorrect</td>
<td>6</td>
<td>16</td>
<td>SimulatedSet</td>
<td>25</td>
<td>35</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>17</td>
<td>31</td>
<td>SmallKitchenAppliances</td>
<td>31</td>
<td>443</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>7</td>
<td>16</td>
<td>SimulatedSet</td>
<td>25</td>
<td>35</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>24</td>
<td>112</td>
<td>SonyAIBORobotSurface</td>
<td>15</td>
<td>36</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>24</td>
<td>76</td>
<td>SonyAIBORobotSurfaceII</td>
<td>22</td>
<td>57</td>
</tr>
<tr>
<td>FaceAll</td>
<td>70</td>
<td>128</td>
<td>StarLightCurves</td>
<td>68</td>
<td>650</td>
</tr>
<tr>
<td>FaceFour</td>
<td>20</td>
<td>120</td>
<td>SwedishLeaf</td>
<td>11</td>
<td>45</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>47</td>
<td>128</td>
<td>Symbols</td>
<td>52</td>
<td>155</td>
</tr>
<tr>
<td>fiftywords</td>
<td>170</td>
<td>247</td>
<td>SyntheticControl</td>
<td>20</td>
<td>56</td>
</tr>
<tr>
<td>fish</td>
<td>22</td>
<td>60</td>
<td>ToeSegmentation1</td>
<td>39</td>
<td>153</td>
</tr>
<tr>
<td>FordA</td>
<td>50</td>
<td>298</td>
<td>ToeSegmentation2</td>
<td>100</td>
<td>248</td>
</tr>
<tr>
<td>FordB</td>
<td>38</td>
<td>212</td>
<td>Trace</td>
<td>62</td>
<td>232</td>
</tr>
<tr>
<td>GunPoint</td>
<td>24</td>
<td>55</td>
<td>TwoLeadECG</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>Haptics</td>
<td>21</td>
<td>103</td>
<td>TwoPatterns</td>
<td>20</td>
<td>71</td>
</tr>
<tr>
<td>Herrings</td>
<td>30</td>
<td>101</td>
<td>UWaveGestureLibrary_X</td>
<td>113</td>
<td>263</td>
</tr>
<tr>
<td>InLineSkate</td>
<td>750</td>
<td>896</td>
<td>UWaveGestureLibrary_Y</td>
<td>122</td>
<td>273</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>7</td>
<td>14</td>
<td>UWaveGestureLibrary_Z</td>
<td>135</td>
<td>238</td>
</tr>
<tr>
<td>LargeKitchenAppliances</td>
<td>13</td>
<td>374</td>
<td>wafer</td>
<td>29</td>
<td>152</td>
</tr>
<tr>
<td>Lightning2</td>
<td>47</td>
<td>160</td>
<td>WordSynonyms</td>
<td>137</td>
<td>238</td>
</tr>
<tr>
<td>Lightning7</td>
<td>20</td>
<td>80</td>
<td>Worms</td>
<td>93</td>
<td>382</td>
</tr>
<tr>
<td>MALAT</td>
<td>52</td>
<td>154</td>
<td>WormsTwoClass</td>
<td>46</td>
<td>377</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>9</td>
<td>35</td>
<td>yoga</td>
<td>12</td>
<td>132</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>8</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
than the other measures, and significantly faster than Kruskal-Wallis or IG. Hence, we use the F-Stat, rather than IG, as our shapelet quality measure.

The F-Stat for analysis of variance is used to test the hypothesis of difference in means between a set of \( C \) samples. The null hypothesis is that the population mean from each sample is the same. The test statistic for this hypothesis is the ratio of the variability between the groups to the variability within the groups. The higher the value, the greater the between-group variability compared to the within-group variability. A high-quality shapelet has small distances to members of one class and large distances to members of other classes; hence, a high-quality shapelet yields a high F-stat. To assess a list of distances \( D = \langle d_1, d_2, \ldots, d_n \rangle \), we first split them by class membership, so that \( D_i \) contains the distances of the candidate shapelet to time series of class \( i \). The F-Stat shapelet quality measure is:

\[
F = \frac{\sum_{i=1}^{C} (\bar{D}_i - D)^2 / (C - 1)}{\sum_{i=1}^{C} \sum_{d_j \in D_i} (d_j - \bar{D}_i)^2 / (n - C)}, \tag{5.2.1}
\]

where \( C \) is the number of classes, \( n \) is the number of series, \( \bar{D}_i \) is the average of distances to series of class \( i \) and \( \bar{D} \) is the overall mean of \( D \).

### 5.2.4 Data transformation

The main motivation for our shapelet transform is to allow shapelets to be used with a diverse range of classification algorithms, rather than the decision tree used in previous research. Our algorithm uses shapelets to transform instances of data into a new feature space; the transformed data can be viewed as a generic classification problem. The transformation process is defined in Algorithm 9.

The transformation is carried out using the subsequence distance calculation described in Chapter 3. A set of \( k \) shapelets, \( S \), is generated from the training data. For each instance of data \( T_i \) in the full dataset, \( T \), the subsequence distance is computed between \( T_i \) and shapelet \( S \). The resulting \( k \) distances are used to form a new instance
Algorithm 9 shapeletTransform(Shapelets S, T)

1: \( T' \leftarrow \emptyset \)
2: for all \( T \) in \( T \) do
3: \( T' \leftarrow <> \)
4: for all shapelets \( S \) in \( S \) do
5: \( \text{dist} \leftarrow \text{sDist}(S, T) \)
6: \( T' \leftarrow \text{append}(T', \text{dist}) \)
7: \( T' \leftarrow \text{append}(T', T.class) \)
8: \( T' \leftarrow T' \cup T' \)
9: return \( T' \)

of transformed data, where each attribute corresponds to the distance between a shapelet and the original time series. When using data partitioned into training and test sets, the shapelet extraction is carried out on the training data to avoid bias.

5.2.5 Experimental parameters

For all of our experiments, we set the value of \( k \), the maximum number of shapelets to cache, equal to \( 10N \), where \( N \) is the size of the training set. We aim to create as varied a set of shapelets as possible. In many cases, it is not possible to generate the full set of \( 10N \) shapelets, because the time series are relatively short compared to the shapelet lengths, or compared to the number of series, and self-similar (overlapping) shapelets are discarded. Table 8.4 (see appendix) shows, for each dataset, the maximum number of shapelets searched for, and the number found and used for the shapelet transform.

5.2.6 Classifier performance

In [88], we test the shapelet transform on a small number of datasets. Our findings are summarised in Figure 5.1, which shows the difference in accuracy of seven classifiers trained on the raw data against the same classifiers trained on the shapelet-transformed data. A positive value indicates that the classifier is more accurate on the transformed data, a negative value the converse.

As can be seen, the change in accuracy is strongly indexed to the dataset, as well
as to the classifier. Some datasets, for example Adiac, are classified less accurately when transformed into the shapelet space. Others, like Beef and Coffee, are classified more accurately. These differences occur because not all classification problems are best classified using local similarity of shape. Such data might better be classified using models based on autocorrelation or the Fourier transform.

The best way to judge suitability of a dataset for a shapelet-based approach is by calculating a cross-validation accuracy on the training data and comparing it to the cross-validation accuracies of the other approaches (see, for example [141]). If the cross-validation accuracy is much worse in the shapelet space than in the original space, it suggests that using global similarity is a more appropriate way to classify the data. Similarly, if the cross-validation accuracy of a classifier trained on the autocorrelation space is much greater than that of a classifier trained on the shapelet space, it suggests that similarity in change is the appropriate paradigm in which to classify the data.

As well as using cross-validation accuracy, visual inspection of a few instances of different classes of the data can aid in the selection of an appropriate transform. It may be obvious for certain datasets that classification based on local shapes would be ineffective, but transformation into the Fourier space would be beneficial. In most cases, however, visual inspection is unlikely to show definitively which transformation will allow for the most accurate classification. Perhaps the best way to ensure good classification accuracy is to ensemble different transforms, a method explored at length in [7, 9].

There are broad similarities between the accuracies of the different classifiers on each dataset, but there are cases, such as Rotation Forest on the FaceFour dataset, where the change in accuracy is very different to that of the other classifiers. We conclude from this that an ensemble approach could benefit classification accuracy,
as the different classifiers vary considerably in their predictions for particular datasets; rather than using a single classifier to assess the performance of the shapelet transform, we use an ensemble of classifiers. We discuss the ensemble in the next section, and in Section 5.3.2, we report experimental results for the ensemble classifier on 75 datasets, comparing it to accuracies reported by other leading approaches.

Figure 5.1: Change in classification accuracy between raw data and shapelet-transformed data. Each point is the median difference in accuracy of 7 classifiers; the bar shows the minimum and maximum change in classifier accuracy for that dataset. The figure is taken from [88].

5.2.7 Shapelet ensemble classifier

In [119], we show that the C4.5 decision tree used on the shapelet space has the same accuracy as the original shapelet decision tree from [181]. Several classifiers are significantly stronger than C4.5 on problems transformed into the shapelet space [88]. We can take advantage of the dissociation of transform and classifier to maximise the
accuracy of our classification by ensembling a set of classifiers. In general, an ensemble of classifiers will outperform a single classifier [19].

We ensemble eight classifiers: C4.5, $k$NN with Euclidean distance ($k$ is set using cross-validation, with 50 as the maximum value), Naive Bayes, Bayesian network, Random Forest with 200 trees, Rotation Forest with 10 forests, and two support vector machines, one with a linear kernel, the other with a quadratic kernel. This gives us a variety of different types of classifiers: three tree-based classifiers (C4.5, Random Forest, Rotation Forest), two probabilistic classifiers (Naive Bayes and Bayesian Network), and three instance-based classifiers ($k$NN and the linear and quadratic support vector machines). Ensembling a variety of different types of classifier maximises the performance of the ensemble [19]. All eight classifiers are implemented in the WEKA machine learning tool kit [78], which makes ensembling them straightforward.

In our ensemble, each classifier is given a weighted vote for each test set instance, based on the classifier’s cross-validation accuracy on the training set. Each of the eight classifiers makes a prediction, the weighted votes are summed, and the prediction with the highest sum is returned as the prediction of the ensemble classifier.

In the next sections we report the accuracy of the ensemble classifier on 75 datasets, and compare it to other leading TSC approaches.

5.3 Shapelet transform results

We compare the accuracy of the ensemble classifier to the accuracy of the benchmark TSC algorithm, 1NN with dynamic time warping distance (1NNDTW), over 75 datasets. We also compare our approach to the previous best shapelet-based algorithms.

The previous state-of-the-art shapelet algorithms are the Fast Shapelet algorithm [141] and the Logical Shapelets algorithm [130]. The major weakness of both
is that they are limited to an embedded decision-tree classifier (see Chapter 3 for discussion of the shapelet decision tree. In theory, the Fast Shapelets approach could be implemented as a transform; as it stands, it exists only as a tree classifier).

5.3.1 Comparison with 1NNDTW

The 1NNDTW algorithm has proved to be effective at accurately classifying time-series data [51]. Time series are classified significantly more accurately by 1NNDTW than by 1NN with Euclidean distance [117], assuming that the width of the warping window, $R$, is set using cross validation.

Our first experiment compares the ensemble classifier on shapelet-transformed data to 1NNDTW on the raw data. We set $R$, the width of the DTW warping window, using cross validation. We compare accuracies over all 75 datasets, and test the differences using a Wilcoxon Signed Rank test at a significance level of 0.01.

The results of our test show that the ensemble classifier on shapelet-transformed data is significantly more accurate than 1NNDTW. The $p$ value is $3.92 \times 10^{-3}$. Table 8.1 in the appendix presents the complete set of results. The accuracy results are displayed graphically in Figure 5.2.

Table 5.2 shows the results broken down by problem type. For all problem types but Image, the ensemble classifier on shapelet-transformed data strongly outperforms 1NNDTW. On the Image problems, 1NNDTW marginally outperforms the ensemble, but the difference is not statistically significant. It seems plausible that this is a case of 1NNDTW performing better on Image problems than it does on the other problem types, rather than the ensemble classifier in the shapelet space performing worse. Intuitively, 1NNDTW is well suited to the Image problems we use, as the start and end points of the series are fixed in most cases, and the unrestricted warping window
Figure 5.2: Comparison of accuracy over 75 datasets between ensemble classifier on shapelet-transformed data and 1NN with DTW distance, warping window size set by cross validation. The ensemble classifier on shapelet-transformed data is better on 44 datasets, 1NN with DTW is better on 27.

can correct for rotation in the other cases (at least to some extent). The image-outline datasets we use also tend to be less noisy and involve less variation than, for example, the motion-classification datasets. The motion-classification datasets have noise in both indexing and in measurement, and have greater variation between series of the same class. These factors diminish the classification accuracy of the 1NNDTW classifier much more than they affect the accuracy of the ensemble classifier in the shapelet space, as the shapelet space intrinsically corrects for noise in indexing, is more robust to noise in measurement (because the local features are shorter, and therefore have less total noise than the whole series), and is less affected by global within-class variation. Hence, the performance of 1NNDTW on image-classification problems is comparable to that of the ensemble classifier on the shapelet space because those problems have fewer of the factors that diminish the accuracy of the 1NNDTW classifier.
Table 5.2: Counts of wins broken down by problem type for ensemble classifier on shapelet-transformed data and 1NNDTW with warping window size set by cross validation.

<table>
<thead>
<tr>
<th>Problem type</th>
<th>Wins shapelet</th>
<th>Wins DTW</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>12</td>
<td>15</td>
<td>27</td>
</tr>
<tr>
<td>Motion</td>
<td>8</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>Sensor</td>
<td>17</td>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td>Human sensor</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Simulated</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>44</strong></td>
<td><strong>27</strong></td>
<td><strong>71</strong></td>
</tr>
</tbody>
</table>

5.3.2 Comparison with Logical Shapelets

The Logical Shapelets algorithm [130] is the current best-performing shapelet-based classifier. It finds exact shapelets and deploys them in a more sophisticated variant of the shapelet tree. We compare the accuracies of the ensemble classifier on shapelet-transformed data to that of the Logical Shapelets algorithm on raw data.

We compare over the 31 datasets used in [141]. We have used every dataset from [141], except for ECG200 and Cricket(Small). Cricket(Small) is not in the UCR Repository [165], and ECG200 is a broken dataset that should no longer be included in such comparisons [7]. The datasets, and the accuracies and ranks, are shown in Table 8.5 (see appendix).

We test the differences in accuracy using a Wilcoxon Signed Rank test at a significance level of 0.01. The test shows that the ensemble classifier is significantly more accurate than the Logical Shapelets algorithm. The p value is $1.875 \times 10^{-6}$. Figure 5.3 displays the results graphically.

5.3.3 Comparison with Fast Shapelets

The Fast Shapelets algorithm [141] is a development of the original shapelet algorithm [181] that speeds up the shapelet extraction process by discretising the time
series using Symbolic Aggregate Approximation (SAX) [115]. The Fast Shapelets algorithm, in contrast to the Logical Shapelets algorithm, does not find exact shapelets. This results in a large increase in speed, which makes experiments with the Fast Shapelets algorithm more tractable than with Logical Shapelets; hence, accuracy results are available on a wider variety of datasets.

We compare the accuracy of the ensemble classifier on shapelet-transformed data to that of the Fast Shapelets algorithm on raw data over 44 datasets. The datasets, accuracies, and ranks are listed in Table 8.6 (see appendix). We test the differences in accuracy using a Wilcoxon Signed Rank test at a significance level of 0.01. The test shows that the ensemble classifier is significantly more accurate than the Fast Shapelets algorithm. The p value is $4.522 \times 10^{-8}$. The results are displayed graphically in Figure 5.4.

Figure 5.3: Comparison of accuracy over 31 datasets between ensemble classifier on shapelet-transformed data and Logical Shapelets. The ensemble classifier on shapelet-transformed data is better on 28 datasets, Logical Shapelets is better on 3.
Figure 5.4: Comparison of accuracy over 44 datasets between ensemble classifier on shapelet-transformed data and Fast Shapelets. The ensemble classifier on shapelet-transformed data is better on 39 datasets, Fast Shapelets is better on 5.

5.4 Interpretability and insight

As we have seen in the previous sections, the ensemble classifier on shapelet-transformed data is a more accurate way to classify time-series data than any of the other leading approaches. For many TSC problems, however, accuracy must be accompanied by interpretability. For example, medical professionals may be reluctant to deploy and take ownership of systems they do not fully understand or cannot interpret. Similarly, in finance, fund managers responsible for large accounts must be able to understand and explain the models they use. Machine-learning techniques can solve problems in industry, but only if they are deployed and trusted by professionals.

Interpretability is one of the key reasons for the initial proposal of shapelets [180]. Shape-based approaches are intuitive, and can offer insight into the problem domain that goes beyond their use in accurate classification. In this section, we offer qualitative examples of this insight, drawn from the fields of behavioural genetics, motion
5.4.1 Classifying *Caenorhabditis elegans* locomotion

In Chapter 4, we described two worm movement problems: Worms and WormsTwoClass. In each case, the problem is to classify the type of worm using a time-series representing its movements on an agar plate. We focus here not on the accuracy of this classification, but on the insight into the problem domain that can be extracted as a by-product of the shapelet transformation.

![Figure 5.5: Best shapelets for wild-type (left) and mutant worms (right) for the WormsTwoClass dataset.](image)

Figure 5.5 shows the top wild-type shapelet (left) and the top mutant shapelet (right) from the WormsTwoClass problem. A non-expert can immediately see the difference between the two shapelets: the wild-type worm’s movement is highly regular, approximating a sine wave (this is referred to as the eigenworm1 shape, see [27]). The mutant worm’s movement is much more erratic. It still roughly approximates a wave-like motion, but there are multiple, apparently random deviations that make the shapelet appear more random.

Figure 5.6 shows the best shapelet for each of the five classes (wild type and four mutant types). The shapelets representing the four types of mutant worm are very different under visual inspection, both from one another, and from the regular pattern of the wild-type worm. The shapelets give us an interpretable, visually meaningful, and immediate insight into the problem domain.
Figure 5.6: Best shapelets for the Worms dataset.
5.4.2 Classifying human motion: the GunPoint dataset

The GunPoint dataset consists of time series representing an actor appearing to draw a gun; the classification problem is to determine whether or not the actor is holding a prop (the Gun/NoGun problem). In [180], the authors identify that the most important shapelet for classification occurs when the actor’s arm is lowered; if there is no gun, a phenomenon called ‘overshoot’ occurs, and causes a dip in the time-series data. This is summarised in Figure 5.7, taken from [180].

![Figure 5.7: An illustration of the Gun/NoGun problem taken from [180]. The shapelet that they extract is highlighted at the end of the series.](image)

The shapelet decision tree trained in [180] contains a single shapelet at the end of the series corresponding to the arm being lowered. We shapelet transform the GunPoint dataset using the length parameters specified in the [180]. The top five shapelets are shown in Figure 5.8, along with the shapelet reported in [180].

Figure 5.8 shows that each of the top five shapelets from our transform is closely matched with the shapelet from [180]. Figure 5.9 shows that the best ten shapelets form two distinct clusters. The shapelets to the right of the figure correspond to the moments where the arm is lifted, and are instances where there is a gun. These shapelets correspond to the subtle extra movements required to lift the prop, providing insight into the problem domain.

As a proof of concept, and to explore our findings further, we hierarchically cluster the shapelets extracted from the GunPoint dataset. We cluster by merging the shapelets that are most similar in terms of $sDist$, terminating the clustering when
Figure 5.8: An illustration of the five best shapelets extracted by our filter and the shapelet found by Ye and Keogh. The graph to the right shows how closely they match.

Figure 5.9: The 10 best shapelets for the Gun/NoGun problem. The shapelets form two distinct clusters. The graph on the left shows shapelets 1-6. They represent the ‘overshoot’ motion identified in [180]. The graph on the right shows shapelets 7-10. They represent the extra movement necessary to lift the prop gun when the arm is raised.

five clusters remain (the value is arbitrary; we explore clustering in more detail in Section 5.6). The main benefit of clustering the shapelets is improved interpretability. The top shapelets in the GunPoint dataset form two distinct clusters (Fig. 5.9). When we cluster the shapelets into 5 clusters, we find that the best shapelets in each of the top two clusters represent the two shapelets we found by visual inspection of the full set. This is an encouraging result for clustering as a means to improve interpretability.

5.4.3 Image outline analysis: Beetle/Fly and Bird/Chicken

We apply the simple clustering method we used on the GunPoint dataset to the Beetle/Fly and Bird/Chicken problems. Figure 5.10 shows the top five clustered
shapelets from the Beetle/Fly dataset.

Figure 5.10: The five best clustered shapelets from the Beetle/Fly dataset. The shapelets are highlighted on the outline in blue.

In Figure 5.10, the first two shapelets distinguish members of the beetle class, and the remaining three distinguish members of the fly class. By clustering down to five shapelets, we gain insight into the problem that would be less obvious from the original 256 shapelets. The beetle class is distinguished by a relatively simple angle between the legs and body; the only feature is a knee joint on the leg. The fly class is distinguished by a more complex shapelet, related to the more intricate features of the fly images.

Figure 5.11 shows the top five clustered shapelets for the Bird/Chicken dataset. As is the case with the shapelets from the Beetle/Fly data, it is not obvious a priori that the clustered shapelets we have found are the distinguishing features of the two images. Hence, we have discovered something about the problem that would not have been known prior to the shapelet transform. Both Beetle/Fly and Bird/Chicken are toy problems, but the clustered shapelets show how useful the approach could be for analysing image outlines. Shapelets have the potential to provide accurate classification, but also surprising insights into the problem domain. Hence, having demonstrated superior classification accuracy, we shift our focus to improving interpretability.
5.4.4 Interpretability

The main difficulty with attempting to gain insight into the problem domain via examining shapelets is the sheer quantity of shapelets. Many shapelets in a set will be matching instances of the same underlying shape; what we are interested in are the underlying shapes that are associated with series of a given class. Finding these shapes manually can involve a long process of visual examination of different shapelets. The two shapelet transforms for the NonInvasiveFetalECG_Thorax datasets, for example, both have 18000 shapelets; examining this number of shapelets manually would be extremely time-consuming, and also very difficult, as the analyst would have to pick out the shapelets that represent repeated instances of the same shape.

We propose an automated system for increasing the insight that can be gleaned from the shapelet transform. The first part of this process involves reducing dimensionality. We do this in two stages. First, we remove any poor shapelets using a filter based on the statistical F test. This is described in Section 5.5. The second stage involves clustering the shapelets (Section 5.6). We cluster with two related aims: we aim to reduce dimensionality, making it easier to inspect the shapelets visually, and we aim to combine shapelets that are instances of the same underlying shape, again making the task of gleaning insight from shapelets easier.
The second part of the process for increasing interpretability involves transforming
the shapelet distances into more interpretable binary features, where each binary
feature indicates the presence or absence of a shapelet. We see this as the optimum
in interpretable shapelet-based classification, see Section 5.8.

5.5 Filtering the shapelet-transformed data using
the F-stat

We generate a large number of shapelets to ensure that a varied set is produced (see
Table 8.4 in the appendix). Generating 10 shapelets for every series in the training
set has the potential to produce very poor shapelets, which are retained because of
the high value of $k$. Such shapelets do not necessarily reduce classification accuracy;
rather, they reduce interpretability by increasing the number of shapelets without
adding information. Our solution to this problem is to use the F-stat to filter poor
shapelets.

We have established a good case for using the F-stat quality measure for assessing
shapelets (Section 5.2.3). The measure is faster to compute than IG, particularly
on multi-class problems, and is no less accurate. Using the F-stat quality measure
has another advantage: shapelets with poor F-stat values can be eliminated using a
statistical test.

The basis of the F-stat quality measure for shapelets (see [88]) is the statistical F
test. The F-stat quality measure, as noted in Section 5.2.3, is calculated as follows:

$$F = \frac{\sum_{i=1}^{C} (\bar{D}_i - \bar{D})^2 / (C - 1)}{\sum_{i=1}^{C} \sum_{d_j \in D_i} (d_j - \bar{D}_i)^2 / (n - C)}, \quad (5.5.1)$$

where $C$ is the number of classes, $n$ is the number of series, $\bar{D}_i$ is the average of
distances to series of class $i$ and $\bar{D}$ is the overall mean of $D$, the set of distances.

We can use the F distribution to assess whether a given shapelet divides the
dataset into classes better than randomly. A good shapelet will have a high F-stat, indicating that it divides the dataset into the different classes very well. A poor shapelet will have a low F-stat, and it is these shapelets we aim to remove by filtering. Poor shapelets add little to the classification accuracy, and hinder interpretability by increasing the dimensionality of the transformed data.

Under the null hypothesis, the F-stat follows an F distribution with $C - 1$ and $N - C$ degrees of freedom ($C$ is the number of classes and $N$ the size of the training set). We consider a shapelet to have a low F-stat if the CDF of the F distribution for the shapelet’s F-stat value is lower than 0.9.

Shapelets that fall below the threshold are removed from the transform, on the grounds that their separation of the classes is no better than a random split. The threshold is set low to avoid removing potentially good shapelets, but other values could be used to make the filter more or less exacting.

Figure 5.12 shows the change in accuracy for the ensemble classifier if it is trained on filtered, rather than unfiltered, data. The filtered datasets are no less accurate than the original shapelet transformed datasets, where difference is tested using a Wilcoxon Signed Rank Test. The average reduction in the number of shapelets is approximately 4%, with no loss of accuracy; the datasets that have lost the greatest number of shapelets (WormsTwoClass, TwoLeadECG, MoteStrain, and CinC_ECG_torso) show only marginal losses in accuracy (less than 2% for CinC_ECG_torso, and less than a tenth of a percent for MoteStrain) or increased accuracy (approximately 2% for WormsTwoClass and approximately a tenth of a percent for TwoLeadECG) despite the removal of between 15% and 20% of the shapelets in the transform. These datasets contain many poor shapelets by our F-Stat criteria, and as such, have reaped the most benefit from filtering in terms of the number of shapelets removed. Table 8.2 (see appendix) presents accuracies for the filtered datasets; the number of shapelets in the
Figure 5.12: Histogram of difference in accuracy for the ensemble classifier before and after F-stat filtering (filtered accuracy - unfiltered accuracy). A positive value indicates that the ensemble is more accurate on filtered data.
filtered datasets is shown in Table 8.7.
5.6 Clustering shapelets

By definition, a shapelet that discriminates well between classes will be similar to a set of subsequences from other instances of the same class. A given shapelet has a high quality value because it has numerous matches throughout the set of instances of the same class. If the limit on the number of shapelets to find \( k \) is set to a high enough value, the transform will find all of these matches. It is very common for a given transform to include multiple shapelets that match one another. Each shapelet is an instance of the same underlying shape, a shape that occurs across different series of the same class. In terms of insight, what we care about is how a given shapelet represents the underlying shape, and about the shape itself, and what it tells us about the problem domain.

The maximum number of shapelets found using the transform is restricted to \( 10N \), where \( N \) is the number of instances in the training set. Clustering the shapelets offers a number of potential benefits. First, reducing the dimensionality of a dataset allows for faster classification, and may make tractable some techniques that do not scale well. Second, if the clustering sufficiently reduces the number of shapelets, interpretability is greatly increased. For example, a clustering that does not reduce accuracy and yields one shapelet per class provides highly interpretable data. This is the case when we cluster the FaceFour dataset, which goes from 174 shapelets to 4 shapelets with no loss of accuracy (see appendix, Tables 8.2 and 8.7). Third, clustering removes duplicate shapelets, and close duplicates decrease interpretability, as they are treated as different shapelets despite intuitively representing different instances of the same shapelet.

Hierarchical clustering based on shapelet distance \( (sDist) \) is an intuitive approach to selecting the best shapelets from a large initial set. Shapelets are defined in terms of their visual similarity, so it makes sense to use \( sDist \) to cluster them. The shapelets
are formed into clusters by combining the shapelets that are the most similar in terms of $sDist$. The most important design choice is choosing where to stop the clustering. We test four different methods, two that hierarchically cluster the set of shapelets by $sDist$ down to a single cluster and select the clustering that maximise some value (silhouette or cross-validation accuracy), one that clusters shapelets by creating clusters and adding shapelets to them using Minimum Description Length ($MDL$; this method does not use $sDist$), and another method that clusters shapelets hierarchically using $sDist$, but stops the clustering when there is no longer a saving to be made, judged using MDL.

5.6.1 Hierarchical clustering with quality measure

We use the form of clustering shown in Algorithm 10 to find clusters hierarchically, using the cross-validation accuracy or the silhouette clustering metric to find the optimum number of clusters. The algorithm is designed to find the clustering with the best value of the given metric, choosing fewer clusters where values are equal. The clusters are stored as a set of sets, $C$, where the original cardinality of $C$ is equal to the size of the original shapelet set $S$.

Algorithm 10 \texttt{hierarchicalClusteringWithAssessment}(S,T)

1: $C = \{\{S_1\}, \{S_2\}, \ldots, \{S_k\}\}$
2: $bestAccuracy = assessAccuracy(C)$
3: $bestClustering = C$
4: $M = createDistanceMap(C)$
5: \textbf{while} $|C| > 1$ \textbf{do}
6: \hspace{1em} $closestPair = searchDistanceMap(M)$
7: \hspace{1em} $C = cluster(C, closestPair)$
8: \hspace{1em} $accuracy = assessAccuracy(C,T)$
9: \hspace{1em} $M = createDistanceMap(C)$
10: \hspace{1em} \textbf{if} $accuracy \geq bestAccuracy$ \textbf{then}
11: \hspace{2em} $bestAccuracy = accuracy$
12: \hspace{2em} $bestClustering = C$
13: \hspace{1em} \textbf{return} convertClustersToShapelets(bestClustering)
The `createDistanceMap` method takes a set of clustered shapelets, \( C \), as input and returns a \(|C| \times |C|\) matrix of the distances between the clusters in \( C \). We take the distance between two clusters of shapelets to be the average \( sDist \) between the members of those clusters (average linkage). `searchDistanceMap` takes a distance map as an input and returns the indexes of the pair of clusters with the smallest average \( sDist \) between them. The `cluster` method takes the set of clusters, \( C \), and the indexes of the closest pair of clusters as input, merges the members of the closest pair into a new cluster, adds the new cluster to \( C \), deletes the clusters that formed the closest pair, and returns \( C \). `convertClustersToShapelets` takes a set of clusters, \( C \), as an input, and returns a set of shapelets of the same cardinality, where each cluster in \( C \) is represented by the best shapelet in that cluster (judged by the appropriate shapelet quality measure). We exclude full algorithmic descriptions of these methods.

We implement two different versions of the `assessAccuracy` method, one which uses cross-validation accuracy, the other the silhouette clustering metric.

**Hierarchical clustering using cross-validation accuracy**

For this type of clustering, we implement the `assessAccuracy` function (line 8 of Algorithm 10) by measuring the leave-one-out-cross-validation accuracy of a 1NN classifier with Euclidean distance on the training set. The procedure is shown in Algorithm 11.

This method will select the clustering with the best cross-validation accuracy on the training set. In practice, we do not perform the shapelet transform at line 2 of Algorithm 11; rather, we select the fields from the full transformed dataset that correspond to the shapelets in \( S \). The main weakness of this method is that it is time consuming, particularly if the training set is large, as the time complexity will be in the order of \( O(|S|^2|T|^2) \) where \(|T|\) is the size of the training set and \(|S|\) is the size of the set of shapelets in the original transformed dataset.
Algorithm 11 assessAccuracyCV(C,T)
1: $S = \text{convertClustersToShapelets}(C)$
2: $T_S = \text{shapeletTransform}(S, T)$
3: $totalCorrect = 0$
4: for all Records $T$ in $T_S$ do
5: build1NNClassifier($T_S - T$)
6: prediction = classifyInstance($T$)
7: if prediction $= T.\text{classValue}$ then
8: $totalCorrect++$
9: accuracy = $totalCorrect/|T_S|$
10: return accuracy

Hierarchical clustering using silhouette

The silhouette measure of the quality of a clustering is defined as the mean $S(i)$ over all data where:

$$S(i) = \frac{b(i) - a(i)}{\max(a(i), b(i))}. \quad (5.6.1)$$

$a(i)$ is the average distance (we use $sDist$, which is already computed as part of the clustering process) between data point $i$ and the other data in its cluster. $b(i)$ is the average distance between data point $i$ and the data points that belong to $i$’s neighbouring cluster. The neighbouring cluster for any data point is the cluster with the lowest average distance to that data point other than the cluster to which the data point belongs. For any clustering, $-1 \leq S(i) \leq 1$.

Silhouette is a standard measure of quality for clustering (see, for example, [169]). Using the silhouette measure is less time consuming than using the cross-validation accuracy, with a time complexity of $O(|S|^3)$ where $|S|$ is the set of shapelets in the original transformed dataset. It is still necessary to check every clustering from $|S| - 1$ clusters to 1, meaning that every use of the algorithm has the worst-case time complexity.
5.6.2 Hierarchical Clustering via Minimum Description Length

Clustering using silhouette or cross-validation accuracy is time consuming because it requires every clustering to be assessed. A more efficient method would be to stop the clustering at some estimated optimum number of clusters, mitigating the need to examine the clusterings beyond that point.

The Minimum Description Length (MDL) framework can be used to cluster time series [142], for dimensionality reduction [92], and for stopping in semi-supervised clustering [16].

Clustering by MDL is described in detail in [142]. The technique used is aimed at clustering time-series subsequences from a streaming time series. Their algorithm inspects each pair of subsequences and stores the bit save made by clustering the pair together. A bit save is the saving made by reducing the number of bits necessary to store the data. If two subsequences are similar, it should be possible to make a saving, judged in terms of MDL, by storing the centroid and the difference vectors of the two series (in fact, one series in every cluster need not be stored, as it can be recovered from the centroid and the other difference vectors). If the subsequences in the cluster are all similar to the centroid (as they should be in a good cluster) then the difference vectors will be close to straight lines with gradient 0. This is very cheap to store in terms of MDL, and hence represents a substantial saving over storing the subsequences separately.

The method proposed in [142] is for unsupervised clustering of time-series subsequences from a streaming time series. It is not designed for clustering shapelets, which have an associated class, and must visually resemble one another to be considered a good match. We make a number of modifications to Rakthanmanon et. al’s method to optimise the approach for clustering shapelets (see Sections 5.6.3 to 5.6.5).

The first stage in using MDL for clustering shapelets is to discretise the shapelets
to six-bit precision. Six bits is an arbitrary level of precision; experiments performed
by Hu et al. [92] on the UCR datasets showed that transforming to six-bit precision
from double precision made no substantial difference to classification accuracy. Once
the shapelets are clustered, we use the original shapelets, not the discretised shapelets,
further minimising any impact the discretisation might have.

We perform the discretisation using the procedure outlined in [92]. The minimum
and maximum values are found by examining every shapelet. The following formula
is used to discretise the series:

\[
\text{Discretisation}_b(T) = \text{round} \left( \frac{T - \min}{\max - \min} \cdot (2^b - 1) \right) - 2^b - 1. \tag{5.6.2}
\]

\(\max\) and \(\min\) are found over the entire set of shapelets, rather than found separately
for the individual shapelets; \(b\) is the number of bits we discretise the series to, in this
case, six.

Once the shapelets are discretised, we can define the description length of a
shapelet. The entropy of a time series is a lower bound on the average code length
from any encoding of that series [142]. Hence, we can use the entropy of the shapelet
as its description length.

To calculate the entropy of a discretised shapelet, \(S\), we create the set of unique
values that occur in that shapelet, \(V_S = \{v : v\text{ is the value of a point in } S\}\). Using \(V_S\)
and \(S\), we can define a probability, \(P(v)\) for each value \(v\) in \(V_S\). \(P(v)\) is the probability
that a point, \(s\) in the shapelet \(S\), takes the value \(v\); it is calculated as follows:

\[
P(v) = \frac{|\{s : s \in S \land s = v\}|}{|S|}. \tag{5.6.3}
\]

For each value \(v\) in the set \(V_S\), we calculate \(P(v)\). This allows us to calculate the
entropy, \(H(S)\), of the discretised shapelet \(S\):

\[
H(S) = - \sum_{v \in V_S} P(v) \cdot \log_2 P(v). \tag{5.6.4}
\]
We define the description length for a length $m$ Shapelet $S$ as follows [142]:

$$DL(S) = m \cdot H(S).$$  \hspace{1cm} (5.6.5)

In order to cluster shapelets using MDL, we must define the description length of a cluster. To do this, we calculate the description length of the centroid of the cluster using the formula above. For each member of the cluster, we create a difference vector, which is equal to the difference between each point in the member and the centroid. The total description length of the cluster is equal to the description length of the centroid plus the sum of the description lengths of the difference vectors of the members, minus the difference vector of the member with the largest description length (as this information can be recovered from the centroid and the other members). For a cluster, $C$, with a centroid, $C_{cent}$, we denote the difference vector between a member of the cluster, $c$, and the centroid as $C_{cent} - c$. The description length is calculated as follows:

$$DL(C) = DL(C_{cent}) + \left( \sum_{c \in C} DL(C_{cent} - c) \right) - \max_{c \in C} (DL(C_{cent} - c)).$$  \hspace{1cm} (5.6.6)

The shapelets we cluster may be of different lengths, which means that the centroid cannot be a simple point-by-point average. In [142], the authors allow any possible offset between the centroid and the members of the cluster. Figure 5.13 shows an example of this, using different offsets of shapelets from the GunPoint dataset. The approach in [142] makes sense for unsupervised clustering of subsequences from a streaming time series; it is possible for the algorithm to identify two separate parts of a longer series. For shapelets, however, the approach makes less sense. In Figure 5.13, only the centroid at offset = 0 closely resembles the members of the cluster. Given that matching shapelets are, by definition, visually similar, we should not allow such centroids to be created. Hence, we restrict the length of the centroid to the length
of the longest member, and select the offset by sliding the shorter shapelet along the longer shapelet.

When two shapelets are clustered (or a shapelet is added to an existing cluster, or two clusters are merged), all allowable offsets of the shapelets (or centroids for existing clusters) are tested, and the offset giving the smallest total description length is selected. For two shapelets, $S_i$ and $S_j$, of lengths $L_i$ and $L_j$ respectively, where $L_i \geq L_j$, the possible offsets range from 0 to $i - j$, where 0 indicates that the first indexes of the shapelets are aligned, and a positive integer indicates the index of $S_i$ aligned with the first point in $S_j$.

Figure 5.13: The effect of different offset values on the centroid formed by clustering two shapelets from the GunPoint dataset. The shapelets (blue and yellow) and the centroid (green) are offset on the z-axis for ease of presentation. Because the shapelets represent two instances that belong to the same cluster, the centroid is very similar to the members of the cluster at offset=0. As the offset moves away from zero in either direction, the centroid becomes less like the members of the cluster. This is accompanied by an increase in the description length of the cluster, allowing the algorithm to select the appropriate offset.

A good cluster will contain members that are very similar to one another, and
hence very similar to the centroid. If all members of a cluster are very similar to
the centroid of that cluster, the difference vectors will approximate straight lines of
0 gradient. In this situation, the total description length of the cluster will be small,
as the difference vectors will have very small description lengths.

A *bit save* is achieved when storing shapelets in a cluster results in a smaller total
description length than storing the shapelets individually.

We adopt the basic MDL framework, and use it to create two novel shapelet
clustering methods.

### 5.6.3 Hierarchical clustering using MDL

Our first MDL-based clustering method uses the greedy algorithm described in [142]
to cluster the shapelets exactly as time-series subsequences are clustered in that paper
(barring our restrictions on offsets). The algorithm operates as follows:

- Each shapelet and cluster is tested against every other shapelet and cluster.
The best bit save is recorded.

- If the best bit save is greater than 0, the operation with that bit save is carried
  out: two shapelets are merged to form a new cluster, a shapelet is merged into
  an existing cluster, or two clusters are merged. After performing the operation,
  the algorithm returns to the previous step. If the best bit save is 0 or less, the
  algorithm terminates.

One issue with using this form of clustering for shapelets is that the centroid need
not be visually similar to the members of the cluster for the clustering to achieve
a high bit save. Consider Fig 5.14 left, which shows two shapelets from the Italy-
PowerDemand dataset that are clustered together by MDL clustering. Visually, they
are opposites. The blue shapelet has a local maximum in the middle, whereas the
yellow shapelet has a local minimum. The centroid, which is the average of the two shapelets, has a horizontal line in the same position; it resembles neither member of the cluster. This is a problem, because shapelets that match are different instances of the same shape, and should, therefore, be similar under visual inspection. The following example demonstrates how such pathological clusterings can occur during the first stage of the algorithm.

Suppose we test the bit save offered by merging two shapelets, $S_1$ and $S_2$, into a cluster $C$. They are a perfect match, so the centroid will be identical to the two shapelets; because of this, $DL(C_{cent}) = DL(S_1) = DL(S_2)$. The shapelets are identical to the centroid, meaning the difference vectors are horizontal lines; hence $DL(C_{cent} - S_1) = DL(C_{cent} - S_2) = 0$. The overall bit save offered by clustering $S_1$ and $S_2$ is:

$$DL(S_1) + DL(S_2) - DL(C_{cent}) - DL(C_{cent} - S_1) - DL(C_{cent} - S_2) + \max_{i=1,2}(DL(C_{cent} - s_i)),$$

which is equal to the description length of one of the shapelets, or that of the centroid.
Now suppose we test the bit save offered by merging $S_1$ with its mirror opposite, $S_{inv}$. $DL(S_{inv}) = DL(S_1)$ as they are mirror opposites. $C_{cent}$ will be a horizontal line; $DL(C_{cent}) = 0$. Because the centroid stores no information, the difference vectors must store the entire shapelet, and $DL(C_{cent} - S_1) = DL(C_{cent} - S_{inv}) = DL(S_1) = DL(S_{inv})$. In this case, the bit save is:

$$DL(S_1) + DL(S_{inv}) - DL(C_{cent}) - DL(C_{cent} - S_1) - DL(C_{cent} - S_2) + \max(\{DL(C_{cent} - S_1), DL(C_{cent} - S_{inv})\}) \quad (5.6.8)$$

Here we find exactly the same bit save as in the previous example; the bit save offered by clustering mirror opposites is the same as that offered by clustering perfect matches. The same is true for approximate matches and approximate mirror opposites.

We conclude that the clustering proposed in [142] can produce clusters that are not appropriate for shapelets, which require visual similarity to be considered a match. We aim to mitigate this problem by proposing a different form of clustering that makes use of MDL as a stopping criterion, but does not use it for the clustering.

### 5.6.4 Hierarchical clustering based on $sDist$ with MDL stopping criterion

To mitigate the problems that may occur from using the clustering by MDL method presented in [142] to cluster shapelets, while keeping the key intuition that MDL is a principled way to select the correct number of clusters, we modify the algorithm to create a new form of clustering, $MDLStop$.

$MDLStop$ proceeds in the same fashion as the hierarchical clustering proposed in Section 5.6.1. The distance map of the $sDists$ between each pair of shapelets or cluster of shapelets is searched, and the shapelet or cluster with the smallest (average) distance to another shapelet or cluster is tested. The test ascertains the bit save made from merging the shapelets or clusters in question. If the bit save is positive, the merge
is enacted, and the algorithm loops and resumes. If the bit save is zero or less, the algorithm terminates.

The time complexity of MDLStop in the worst case is $O(L^2|S|)$, where $L$ is the shapelet length and $|S|$ is the size of the set of shapelets. In the best case, the algorithm will terminate after a single check requiring $O(L)$ operations. In contrast, both the silhouette and CV assessment methods have the same time complexity in every case: silhouette is $O(|S|^3)$ where $|S|$ is the size of the set of shapelets, and the CV method is $O(|S|^2|T|^2)$ where $|T|$ is the size of the training set. Hence, in the average case, MDLStop is faster than the other two methods. In the worst case, MDLStop and silhouette are both of cubic complexity; however, the number of shapelets is less than the maximum shapelet length in only 8 out of 75 datasets, and the difference is an order of magnitude in only one (Cin.C.ECG.torso). For the majority of datasets, the number of shapelets is much larger than the maximum shapelet length, meaning that MDLStop will be faster than silhouette, even in the worst case. We conclude that, in the vast majority of cases, MDLStop offers a substantial speed up over the silhouette and CV assessment methods. Our experience of using the different clustering methods confirms this, as MDLStopCE is able to complete on all 75 datasets; the silhouette and cross-validation methods would not finish for the largest datasets within a reasonable period of time (five days, which is the default limit on the high-performance computing facility we use for our experiments).

### 5.6.5 Class enforcement for MDL techniques

The MDL-based clustering proposed in [142] is intended for the unsupervised task of finding repeated time-series patterns in a long time series; MDL provides a parameter-free method for clustering similar subsequences. A pair of subsequences (or a subsequence and a centroid) may be clustered if doing so offers a positive bit save. This
creates a problem when we use bit save as a stopping criterion for hierarchical clustering of shapelets: clustering will continue for as long as a positive bit save can be found. If the shapelets of different classes are sufficiently similar, they will be clustered.

Consider the shapelets shown in Fig. 5.15. The shapelets of different classes are distinguishable only by minor differences. Such differences are enough to prevent them being clustered together until very late in the clustering process. With silhouette or CV as the assessment measure, there will be a sharp drop in the relevant metric when the clustering begins to merge shapelets of different classes, enabling us to select an earlier clustering in the hierarchy. If MDL is used, however, we may still achieve a positive bit save, resulting in a very poor clustering. Dissimilarities between the shapelets of different classes may be pronounced in terms of $sDist$, but small enough to allow the bit save from clustering them to be positive.

To mitigate this problem, we further adapt MDL-based clustering for shapelets by allowing two shapelets to be clustered only if they come from series of the same class. In the next section, we test whether class enforcement significantly improves the accuracy of the ensemble on data clustered using the MDL and MDLStop clustering methods.
Figure 5.15: Shapelets from the filtered SonyAIBORobotSurfaceII dataset, arranged on the $x$-axis by where they appear in their respective series, and on the $y$-axis by the ID of the series they are taken from. The quality of the shapelet is indicated by the thickness of the lines, the class by the colour.
5.7 Clustering results

We compare the different clustering methods over 50 time-series datasets in terms of the accuracy of the ensemble on that data. First, we show that class enforcement significantly improves our novel clustering approach, MDLStop. Then we show that MDLStop with class enforcement is superior to the MDL clustering with class enforcement. Finally, we show that MDLStop with class enforcement produces datasets on which the ensemble is no less accurate than on the unclustered data. The acronyms we use are shown in Table 5.3.

5.7.1 Effects of class enforcement for MDL-based clustering

Our first experiment is a pairwise test of the effect of class enforcement on the MDL-based clustering methods. We hypothesise that enforcing the class distinction for the MDL and MDLStop clustering methods will improve their accuracy. We use a Wilcoxon Signed Rank test with a significance level of 0.01 on the accuracies of the ensemble on fifty datasets.

For MDL clustering, we find that there is no significant difference between MDL and MDLCE. Class enforcement has a strong effect on MDLStop, however; the shapelet ensemble is significantly more accurate on shapelet-transformed data clustered with MDLStopCE than that clustered with MDLStop. The p-value is $5.55 \times 10^{-5}$. Table 8.3 (see appendix) presents the full set of results.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unclustered</td>
<td>Ensemble classifier on shapelet-transformed data.</td>
</tr>
<tr>
<td>CV</td>
<td>Hierarchical clustering with assessment by cross-validation accuracy.</td>
</tr>
<tr>
<td>Sil</td>
<td>Hierarchical clustering with assessment by silhouette.</td>
</tr>
<tr>
<td>MDL</td>
<td>Hierarchical clustering based on bit save with MDL-based stopping criterion.</td>
</tr>
<tr>
<td>MDLStop</td>
<td>Hierarchical clustering based on $sDist$ with MDL-based stopping criterion.</td>
</tr>
<tr>
<td>MDLCE</td>
<td>MDL with class enforcement.</td>
</tr>
<tr>
<td>MDLStopCE</td>
<td>MDLStop with class enforcement.</td>
</tr>
</tbody>
</table>

Table 5.3: Acronyms used for clustering methods.
We select the class-enforced versions of the MDL-based clustering methods. Class enforcement makes no significant difference to the performance of MDL clustering, so we do no harm to the method by using it, and offers a significant improvement for MDLStop clustering. We feel that enforcing class is sensible with regard to the way shapelets are found and used, and that it represents a move away from the unsupervised roots of MDL-based clustering, and toward the supervised task of time-series classification, which is our area of interest.

5.7.2 MDLStopCE vs MDLCE

Our next experiment is a pairwise comparison of the two MDL-based clustering methods. We test the differences using a Wilcoxon Signed Rank test with a significance level of 0.01 on the accuracies of the ensemble classifier on 50 datasets.

Our experiment shows that the ensemble classifier is more accurate on shapelet-transformed data clustered using MDLStopCE. The p-value is $2.138 \times 10^{-3}$. We display these results graphically in Figure 5.16.

MDLStopCE is, therefore, our preferred MDL-based clustering method. This result makes intuitive sense, as MDLStopCE is engineered for the shapelet approach, and is very different to the original method proposed in [142] for unsupervised clustering of subsequences from streaming time series.

5.7.3 Comparison of clustering methods

We compare the three clustering methods (silhouette, cross-validation, and MDLStopCE) to the unclustered shapelet-transformed data by measuring the accuracy of the ensemble classifier over 50 datasets transformed using each method. The results are presented in the form of a critical-difference diagram in Figure 5.17, which is based on the Friedman test.

As can be seen from Figure 5.17, there is no significant difference in the ensemble’s
Figure 5.16: Comparison of accuracy over 50 datasets between the ensemble classifier on MDLCE-clustered shapelet-transformed data and MDLStopCE-clustered shapelet-transformed data. MDLStopCE is better on 28 datasets, MDLCE is better on 14.

The ensemble is significantly less accurate if the number of clusters is selected using the silhouette method.

Classification using MDLStopCE-clustered data is no less accurate than classification on the unclustered shapelet-transformed data or the CV-clustered data. MDLStopCE also offers faster clustering than using CV, and better interpretability than using the unclustered shapelet-transformed data.

The time complexity of MDLStopCE ($O(L^2|S|)$ in the worst case; much faster in the average case) is better than that of cross validation ($O(|S|^2|T|^2)$ in every case). MDLStopCE is viable on all 75 datasets, whereas the cross-validation method cannot be used on the largest datasets in a reasonable time frame.
MDLStopCE-clustered datasets are also more interpretable than those with 10N shapelets, as, in the general case, there are fewer shapelets, and fewer repeated instances of the same shaplet. An example of this increase in interpretability comes from SimulatedSet, our data created to be optimal for the shapelet approach (see Chapter 4). The shapelet transform finds 1000 shapelets in SimulatedSet. Using the full 1000, the accuracy of the ensemble is 0.913. After clustering with MDLStopCE, only two shapelets remain (Figure 5.18), and the accuracy of the ensemble is 0.88. There is an enormous reduction in dimensionality, and the data are much more interpretable, as each series is represented by two distances, one to each shapelet; the only cost is a small reduction in accuracy.

Table 8.7 (see appendix), shows the number of shapelets in each dataset before and after MDLStopCE clustering.

Our next step in increasing the interpretability of shapelet-transformed data is to replace the distances that make up the features of the transformed data with binary values reflecting the presence or absence of a given shapelet.
Figure 5.18: The two shapelets selected from the SimulatedSet shapelet transform by MDLStopCE clustering. Left: a spike from class 0. Right: a triangle from class 1. These shapelets are the highest-quality members of their clusters.

5.8 Binary discretisation

Shapelet-transformed data, including the data we create using the MDLStopCE clustered shapelets, encodes each instance of a time-series dataset as a set of real-valued distances. These distances are the $sDist$ between each shapelet and the instance in question, with a smaller distance indicating a closer match between the series and the shapelet. The intuition is that, given the shapelets have been selected from the training set to be maximally discriminative of class, those instances with smaller $sDist$ to a shapelet from a training instance of class $c_1$ are more likely to be of class $c_1$.

We use IG to find the optimum distance at which a given shapelet splits the training data by class, then transform each set of shapelet-transformed data into binary data by assessing whether a given $sDist$ is lower or higher than the optimum splitting distance. For instance $i$ and shapelet $S$, if the information gain optimum splitting point of $S$ is found to be $S_{sp}$ on the training data, and $S_i < S_{sp}$, in the binary-transformed data, the equivalent attribute, $B_i$, will be given the value 0. If $S_i \geq S_{sp}$, $B_i$ will be given the value 1.

$$B_i = \begin{cases} 
0 & \text{if } S_i < S_{sp} \\
1 & \text{if } S_i \geq S_{sp} 
\end{cases}$$
The benefits offered by binary-transformed data include increased interpretability and faster classification. Interpretability is increased because each value indicates the presence or absence of the shapelet in the series, rather than a real-valued distance. Classification is faster because calculations are faster on binary values than on real values.

We would expect the accuracy of our ensemble classifier to decrease, as the classifiers have less information available after the binary transformation. The results of our experiments to assess this effect are shown in Section 5.9. We compare two different methods of performing the binary transform, a method based on finding the best binary split point, and a novel method that transforms the class labels before finding the split, motivated by the idea that a shapelet discriminates only a single class from the other classes.

5.8.1 Standard binary transform

We refer to the straightforward identification of a binary splitting point for each shapelet as the Standard Binary Transform.

The weakness of this approach is evident when we consider multi-class problems. A given shapelet is selected because it discriminates one class from every other class. When we find the split point for a shapelet in a dataset with more than two classes, the split can end up in what is intuitively the wrong place for that shapelet.

Consider Figure 5.19, which shows data from the CBF training set, plotted by distance from shapelet 0 (x-axis) and shapelet 1 (y-axis). Shapelet 0 best discriminates instances of class 1, and shapelet 1 best discriminates instances of class 2. The optimum splitting point for each shapelet is represented with a dotted line along the appropriate axis (vertical for shapelet 0, Fig. 5.19 left, horizontal for shapelet 1, Fig. 5.19 right).
Intuitively, we can see from Fig. 5.19 right that the correct splitting point has been selected for shapelet 1. The blue points, which represent instances of class 2, have been cleanly delimited from the other points. Fig. 5.19 left, however, shows that the optimum splitting point for shapelet 0 does not match our intuition. Shapelet 0 is the shapelet that best discriminates training instances of class 1, represented by the red points, from those of classes 2 and 3 (blue and green points respectively). The optimum splitting point does not linearly separate the red points from the others. Instead, it separates the blue points from the other points. This occurs because the information gain method for selecting a binary split will find the optimum split to be the one that gives the highest information gain. In this case, a clean split can be made between the blue points and the other points, giving a greater information gain to an incorrect (as we would see it intuitively) split, especially as instances of class 2 are slightly more numerous in the training data.

The optimum splitting point for shapelet 2 (excluded to avoid redundancy) also separates the blue points from the other points. Hence, from a starting point of having three shapelets after clustering, we are left with three binary shapelets that all split the data in the same way, which results in three attributes that are perfectly correlated. Not only is the incorrect to visual inspection, it also destroys information, as all three shapelets become capable only of distinguishing class 2 from classes 1 and 3. This greatly decreases the predictive power of the shapelets. We address this problem in the next section.

5.8.2 Class transform

To mitigate this weakness we transform the class labels prior to searching for the optimum split point. This process is detailed in Algorithm 12.

For each shapelet, Algorithm 12 uses the training set to estimate which class the
Algorithm 12 binaryTransformClass(D)

1: let $\text{listOfSplits} \leftarrow <>$
2: for all Shapelets $S$ in $D$ do
3:   let $\text{bestRank} \leftarrow \infty$
4:   let $\text{bestClass} \leftarrow \emptyset$
5:   let $D_{\text{copy}} \leftarrow \text{sort}(D, S)$
6:   for all Classes $C$ in $D$ do
7:     let $\text{rank} \leftarrow \text{rank_avg_test}(D, S, C)$
8:     if $\text{rank} < \text{bestRank}$ then
9:       let $\text{bestRank} \leftarrow \text{rank}$
10:      let $\text{bestClass} \leftarrow C$
11:   for all Instances $I$ in $D_{\text{copy}}$ do
12:     if $I\.\text{class} \leftarrow \text{bestClass}$ then
13:       $I\.\text{class} \leftarrow 0$
14:     else
15:       $I\.\text{class} \leftarrow 1$
16:   let $\text{bestGain} \leftarrow -\infty$
17:   let $\text{bestSplit} \leftarrow \text{null}$
18:   for $i \leftarrow 2$ to $|D_s|$ do
19:     let $\text{split} \leftarrow (D_{s,i} + D_{s,i-1})/2$
20:     let $\text{gain} \leftarrow \text{calculateGain}(D_s, \text{split})$
21:     if $\text{gain} > \text{bestGain}$ then
22:       let $\text{bestGain} \leftarrow \text{gain}$
23:       let $\text{bestSplit} \leftarrow \text{split}$
24:   let $\text{listOfSplits}.\text{add}(\text{bestSplit})$
25: return $\text{listOfSplits}$
shapelet discriminates using a rank average test. This is performed as follows. The class labels of the training set are sorted by the distance between the corresponding instance and the shapelet, from smallest to largest. The average position of each set of class labels is calculated, and the class label with the lowest average rank is taken to be the class label that particular shapelet discriminates. Instances of that class have their label transformed into 0; all other instances have their class label transformed into 1 (this is only for the purposes of finding the appropriate splitting point).

The intuition behind transforming the data in this way prior to finding the split point is that shapelets discriminate one class from the other classes. They do not necessarily make a multi-class split. By emphasising the target class and pooling the data in the non-target classes, we should find a split that better reflects the way the shapelet divides the data.

Referring back to the graphical example given in Section 5.8.1, on the CBF dataset, finding the split points using the naive method results in each shapelet having the
same splitting point relative to the data, as the (marginally) larger class 2 is split from classes 1 and 3. By performing the class transform, we find that each shapelet now splits the data in a way that is both more congruent with our intuitions about the data, and that gives us three different splits. The optimum splitting points for shapelets 0 and 1, found using the class transform method, are shown in Fig. 5.20. In each of the two graphs, the instances identified as being of the target class by the class transform algorithm are shown in red, while all other points are shown in blue.

As can be seen from Fig. 5.20, the split for shapelet 1 (Fig. 5.20 right) is the same as that found using the naive method. The split for shapelet 0, however, now matches where we would place the split intuitively, as it separates the red points (those of class 1) from all but one of the points of other classes (we exclude the graph for shapelet 2; it shows that the splitting point is different to that found by the standard method, and distinguishes the instances of class 3).

The class transform algorithm allows us to find optimum splitting points that more closely match our intuitions, and that take advantage of the innate structure of the shapelet space (i.e. that shapelets distinguish one class only).

We compare the two methods of transforming the data against one another in Section 5.9. Before we test them, we use a simple filter to remove attributes that are highly correlated after being transformed into binary data. This filter is described in the next section.

5.8.3 Correlation filtering

After performing the binary transform, we use a simple filter to remove shapelets (i.e. attributes) that are entirely positively or negatively correlated. Such correlations occur because the binary transform can smooth out differences between shapelets. Correlated attributes can result in less accurate classification, depending on the type
Figure 5.20: Data from the CBF training set, distributed by $sDist$ from shapelets 0 and 1. The different coloured points represent the newly transformed two classes of data. The dotted line shows the optimum splitting point by IG, using the class transform algorithm. The left graph shows the optimum splitting point for shapelet 0 (points of class 1 are shown in red, points not of class 1 in blue). The right graph shows the optimum splitting point for shapelet 1 (points of class 2 are shown in red, points not of class 2 in blue).

of classifier. The process used to filter binary-shapelet-transformed data is shown in Algorithm 13.

**Algorithm 13** simpleCorrelationFilter(S,D)

1: for $i \leftarrow 1$ to $|S|$ do
2: for $j \leftarrow i + 1$ to $|S|$ do
3: if checkCorrelation($i, j, D$) then
4:    $S \leftarrow S - S_j$
5:    $j --$
6: return $S$

We remove only those attributes that have an entirely positive correlation (1) or entirely negative correlation (-1). Such attributes add no information, and can lower classification accuracy. Once the training set has been transformed, our filtering algorithm searches the attributes in order, removing attributes that are entirely correlated with an earlier attribute. For many of the datasets we use, the training set is much smaller than the test set. This suggests that it could compromise accuracy if
Algorithm 14 checkCorrelation($i, j, D$)

1: $positive \gets \text{FALSE}$
2: $negative \gets \text{FALSE}$
3: for all Records $r$ in $D$ do
4: if $r_i = r_j$ then
5: $positive \gets \text{TRUE}$
6: else
7: $negative \gets \text{TRUE}$
8: if $positive \land negative$ then
9: return $\text{FALSE}$
10: return $\text{TRUE}$

we removed attributes that have any correlation other than 1 or -1. A difference in a single record in the training set could be much more prevalent in the test set; hence, we restrict correlation filtering to perfect positive and negative correlations.

Table 8.7 (see appendix) shows the number of shapelets for each dataset and each transform.

5.9 Binary results

For the first two experiments, we use the same fifty datasets we use for the clustering experiments. For the remaining experiments in this chapter, we use the same datasets used in the initial testing of the shapelet transform (Section 5.3).

5.9.1 Comparison of standard binary transform to binary class transform

Our first experiment is a pairwise comparison of the accuracy of the ensemble classifier on binary shapelet data transformed with either the standard binary transform or the binary class transform. Our alternative hypothesis is that the ensemble’s accuracy will be higher on the class-transformed data. We test the hypothesis using a Wilcoxon Signed Rank test at a significance level of 0.01 on the accuracies of the ensemble over fifty datasets.
The results of the test show that the ensemble is significantly more accurate on the class-transformed binary data than on the standard binary data. The p value is 0.00828. We proceed using the class-transformed data. Figure 5.21 displays the results graphically.

![Comparison of accuracy over 50 datasets between ensemble classifier on binary-class-transformed shapelet data and standard binary-transformed data. The ensemble on binary-class-transformed shapelet data wins 21 times, the ensemble on standard binary-shapelet data 9 times.](image)

Figure 5.21: Comparison of accuracy over 50 datasets between ensemble classifier on binary-class-transformed shapelet data and standard binary-transformed data. The ensemble on binary-class-transformed shapelet data wins 21 times, the ensemble on standard binary-shapelet data 9 times.

### 5.9.2 Comparison to clustered data

Our next experiment compares the ensemble’s performance on the class-transformed binary data to its performance on the MDLStopCE clustered data. We use a Wilcoxon Signed Rank test at a significance level of 0.01 on the accuracies of the ensemble over fifty datasets.

The p-value is 0.00272; the ensemble’s accuracy is significantly worse on the binary data than on the clustered data.
5.9.3 Analysis

Examining the differences in the ensemble’s accuracy on the two types of data reveals that for 40 of the 50 datasets, the difference in accuracy is 0.1 or less. We summarise these results in Figure 5.22. For these datasets, the differences in accuracy are relatively small; the ensemble appears to be slightly more accurate on the clustered data, but the effect is not a strong one.

![Figure 5.22: Difference in accuracy of the ensemble classifier on forty datasets before and after transformation using the binary-class transform. Positive differences indicate that accuracy was higher before transformation, negative differences that it was higher after transformation.](image)

The problem for the binary data arises with the remaining ten datasets, where the binary transform has caused a large reduction in the ensemble’s accuracy. This suggests that there are certain problems for which the binary transform is unsuitable. We believe there are three main reasons why the binary transform may be unsuitable for a dataset.
First, it may be the case that the binary transform smooths away some important differences, destroying information. This can be detected using the correlation filter; if a large number of shapelets are being removed, it suggests that information that was preserved over clustering is being destroyed. An example of this is the Bird/Chicken dataset, which loses over forty percent of its shapelets in the correlation filter (note that the information is lost over the binary transform, not during correlation filtering - the filter merely removes redundant shapelets).

Second, if the training set is very much smaller than test set, then the small amount of information lost over the binary transform may scale up to a large loss of accuracy on the test set. The CBF training set is 30 instances; the test set is 900 instances. By sacrificing a small amount of information to increase interpretability, we greatly reduce accuracy on the much larger test set.

The third reason that the binary transform may be unsuitable for a dataset is if there are a large number of classes. There is a strong correlation between the datasets where the accuracy loss has been large and those with a large number of classes (Figure 5.23). Out of fifty datasets, ten suffer from severe accuracy loss after binary transformation. Seven of these ten are members of the ten datasets with the highest number of classes. The binary transform is not unsuitable for all problems with numerous classes: three of the top ten do not show large accuracy losses, including the datasets with the first and third highest number of classes (fiftywords and SwedishLeaf). There is a correlation, however; in Chapter 6, we explore nugget discovery as a way to improve accuracy on problems with poorly predicted classes. We believe that the binary transform can reduce the accuracy of the ensemble in cases with many classes because it destroys information that can be used by the classifiers to distinguish more than one class from a single shapelet. The greater the number
of classes in a dataset, the more likely it is that the shapelet distances will interact in complex ways to identify the different classes. When we perform the binary transform, we destroy any multi-class features that may have been present in the shapelet distances. The facility to make use of such information is a strength of the shapelet transform; care is needed when deciding whether to use the binary transform on problems with many classes.

Figure 5.23: Loss of accuracy from binary transformation by number of classes. Two points are excluded from the graph to aid visual comprehension: (25,0.155) and (50,0.0527).

5.9.4 Comparison to 1NNDTW

1NNDTW is the benchmark for TSC; as such we compare the accuracy of the ensemble on binary-class-transformed data to that of 1NNDTW on the raw data over 75 datasets. We use a Wilcoxon Signed Rank test at a significance level of 0.01. According to the test, there is no significant difference in accuracy between the two
classification methods. This result is shown graphically in Figure 5.24.

![Figure 5.24: Comparison of accuracy over 75 datasets between ensemble classifier on binary-class-transformed shapelet data and 1NNDTW. 1NNDTW wins 41 times, the ensemble classifier 31 times.](image)

Discretising the shapelet-transformed data reduces classification accuracy, but the ensemble is still as accurate as the benchmark method, as well as providing highly interpretable results.

### 5.9.5 Comparison to Logical Shapelets

We compare the accuracy of the ensemble on binary-class-transformed data to the accuracy of the Logical Shapelets algorithm over 31 datasets using a Wilcoxon Signed Rank test at a significance level of 0.01. The ensemble on binary-class-transformed data is significantly more accurate than the Logical Shapelets algorithm. The p value is $6.60 \times 10^{-3}$.

Despite the loss of accuracy that occurs when the shapelet data is discretised, the ensemble is still more accurate than the Logical Shapelets algorithm. This result is shown graphically in Figure 5.25.
Figure 5.25: Comparison of accuracy over 31 datasets between ensemble classifier on binary-class-transformed shapelet data and Logical Shapelets. The ensemble wins on 22 datasets, Logical shapelets on 8.

### 5.9.6 Comparison to Fast Shapelets

We compare the accuracy of the ensemble on binary-class-transformed data to the accuracy of the Fast Shapelets algorithm over 44 datasets. We test for significant difference using a Wilcoxon Signed Rank test at a significance level of 0.01. The test reveals that there is no significant difference in accuracy between the two methods.

### 5.9.7 Assessment

The appropriate transform depends on the goal of the data-mining project. If accuracy is the only concern, we recommend using the shapelet transform with filtered data. If a blend of accuracy and interpretability is required, MDLStopClustered data is the preferred option. If interpretability is the prime goal, we recommend using binary-class transformed data; the analyst must be careful when applying this to problems with very small training sets, with a very large number of classes (though this can be mitigated with nugget discovery, see Chapter 6), or where the correlation
filter removes many shapelets. In these cases, you may lose a lot of classification accuracy; however, the approach is no less accurate than two other leading TSC algorithms, 1NNDTW and Fast Shapelets, and is more accurate than Logical Shapelets. The accuracy of the ensemble on binary data is low only when compared to its highly accurate performance on the clustered and unclustered shapelet-transformed data.

5.10 Conclusions

We have made several novel contributions to TSC. The shapelet transform uses shapelets in a way that allows for more accurate classification than previous shapelet-based algorithms, and which is significantly more accurate than the benchmark algorithm, 1NNDTW. We have proposed a novel method for parameterless clustering of shapelets, which uses MDL as a stopping criterion for hierarchical clustering based on $sDist$. The ensemble is no less accurate on this data, and many datasets show a substantial reduction in the number of duplicate shapelets, in some cases down to one shapelet per class, which makes them highly interpretable. Our third contribution maximises the interpretability of the shapelet-transformed data by using a bespoke algorithm to discretise the data into a series of binary features indicating the presence or absence of a given shapelet. We have identified the types of problems for which the binary data might not be suitable. The binary-shapelet-transformed data is highly interpretable, and can provide insight into the problem domain while still offering good accuracy on most datasets.

Other research groups have referenced the shapelet transform in recently published papers, including [75, 5, 83].
Chapter 6

Rule Induction from Binary Shapelets

The work presented in this chapter on the BruteSuppression algorithm is published in:

J. Hills, A. Bagnall, B. De La Iglesia, and G. Richards

BruteSuppression: a Size Reduction Method for Apriori Rule Sets

6.1 Introduction

The ensemble classifier on shapelet-transformed data is the most accurate way of using the shapelet approach. It is also competitive with the best approaches to TSC. One weakness, however, is that it can often perform poorly for certain classes on multi-class problems. This is not a weakness specific to our ensemble classifier on shapelet-transformed data, but one that afflicts classification in general. Our proposed solution is tailored to the shapelet approach, and involves using association rules to improve classification accuracy on poorly predicted classes.

We use Apriori [3], to discover association rules between shapelets that target a particular class of interest. This process is called nugget discovery or partial classification [43]. We focus on predicting classes on which the ensemble performs poorly. Association rules are highly interpretable, and can also predict the occurrence of a class of interest with significantly better accuracy (measured using F1) than the ensemble, in cases where the ensemble performs poorly on a particular class.

Rule sets can contain tens of thousands of rules. This makes the rule sets incomprehensible, and can also be detrimental to classification accuracy. We propose a novel algorithm, BruteSuppression, that reduces the size of rule sets by deleting overlapping rules (Section 6.3). We show that using BruteSuppression can greatly reduce the number of rules in a rule set (Section 6.3) without compromising predictive accuracy (Section 6.5), or removing potentially interesting rules (Section 6.7).

Apriori is exponentially complex in the number of shapelets, which necessitates some form of dimensionality reduction, even after the clustering described in Chapter 5. We test a variety of different methods to reduce the dimensionality of the data. Dimensionality reduction decreases the effectiveness of nugget discovery. This suggests that the number of shapelets found using MDLStopCE clustering is approximately correct for that data, as reducing the size substantially reduces accuracy.
We conclude (Section 6.8) that nugget discovery significantly increases accuracy for shapelet data with twenty or fewer shapelets, for classes where the ensemble has performed very poorly. It can be used for higher-dimensional data, but the accuracy improvement is dependent on the dataset; it is best used where the accuracy of the ensemble is very low. It can also be used for exploratory data analysis, as the suppressed rule sets are generally small enough to be comprehensible.

6.2 Nugget discovery

The ensemble classifier performs well on the various shapelet-transformed datasets. One weakness of the approach can be seen by examining the confusion matrices for some multi-class problems. For example, consider Table 6.1, which shows the confusion matrix for the ensemble classifier on the Cricket_Y dataset. For some classes, the count of instances for which predicted = actual (the diagonal, shown in bold) approaches the total number of instances of that class, for example class 1, where 26 of the 31 instances are predicted correctly. The performance for some other classes is much worse; for example class 5, where only 4 of the 33 instances are predicted correctly. Situations like this are fairly common for multi-class classification.

This is potentially a problem for data-mining tasks that focus on one particular class of interest, or where we require accurate prediction of all instances. We mitigate this problem using rule-based nugget discovery. Nugget discovery is the discovery of classification rules that apply to a single target class [43].

6.2.1 Motivation

Nugget discovery involves mining association rules that concern one particular class of interest, then using those rules to classify the test data. Nugget discovery is particularly suited for shapelet-transformed data for two reasons. First, nugget discovery
Table 6.1: Confusion matrix for the ensemble classifier on Cricket_Y dataset. The diagonal values (in bold) show the counts for each class where the predicted class matches the actual class.

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>37</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>26</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>7</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>27</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>72</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td>2</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>11</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>20</td>
<td>31</td>
<td>390</td>
</tr>
</tbody>
</table>

allows us to use the existing shapelets to target the class of interest, as shapelets are class specific. Rule discovery in time-series data (e.g. [39]) generally requires that the time series be represented in terms of their subsequences (the success of this approach, particularly with regard to a failure to prevent trivial matching, is discussed in [100]). The shapelet transform already represents time series in terms of subsequences, negating any need for pre-processing before rule induction.

The second reason that nugget discover is suited to shapelet-transformed data is interpretability. Rule-based approaches are interpretable, which coheres well with the shapelet approach, and with our highly interpretable shapelet-transformed binary data. If...then rules that operate on binary shapelet data are highly comprehensible to non-experts.

An alternative approach to improve performance on a given class would involve transforming the data into a two-class problem where the instances of the class of interest are distinguished from the other instances. This approach has a number of weaknesses. First, it requires the shapelet transform to be applied for each class of interest. To ensure that each class in a multi-class problem is classified accurately,
we may have to perform the transform many times, greatly increasing the time complexity of the classification process. This effect is magnified if we use the ensemble, as each new problem requires all eight classifiers to be trained, and cross-validation accuracies to be obtained. The time overhead for this may be feasible in cases where we know in advance that we are only interested in one class, but if we aim to improve accuracy on poorly predicted classes post classification, it is much more time efficient to use rule-based nugget discovery with the existing shapelets. The second weakness is that minority classes may still be predicted poorly by the ensemble classifier, especially very small minority classes. Such classes are common among those that are difficult to predict.

6.2.2 $F_1$

We calculate classification performance for individual classes using the $F_1$ measure.

$$F_1 = 2 \times \frac{precision \times recall}{precision + recall}, \quad (6.2.1)$$

where

$$Precision = \frac{TP}{TP + FP} \quad (6.2.2)$$

$$Recall = \frac{TP}{TP + FN} \quad (6.2.3)$$

![Confusion matrix for class 0](image)

Figure 6.1: Confusion matrix for class 0; TP, FP, FN and TN stand for true positive, false positive, false negative, and true negative respectively.
Precision and recall are calculated via a confusion matrix (Figure 6.1). We assign class 0 to our class of interest, and class 1 to all other classes, and sum the predictions that fall in each of the four sections of the matrix. Where the number of true positives is zero, we take $F_1$ to be zero.

We use $F_1$ rather than accuracy because it can provide a nuanced assessment of the performance of a classifier on a single class. $F_1$ takes into account false positives as well as false negatives. False positives can be a serious problem for certain tasks, especially if only one class is of interest.

6.2.3 Data

Table 6.2 shows the datasets and classes we use for nugget discovery. We select those classes for which the highly accurate ensemble classifier on shapelet-transformed data performs relatively poorly. We calculate the $F_1$ score of the ensemble for each class, and then select the classes where $F_1$ is low relative to the best $F_1$ of the ensemble on any class of that dataset, and to the overall $F_1$ of the ensemble on that dataset. Two of the classes we select, ToeSegmentation2 class 1 and MiddlePhalanxOutlineAgeGroup class 2, are not minority classes. The ensemble performs poorly on these classes, however, so we include them in our experiments.

We recognise that our selection is biased; however, we consider it to be a more accurate representation of how nugget discovery should be used: as a support routine alongside the ensemble classifier. For completeness, we also examine the performance of nugget discovery over all classes of the lower-dimensionality data.

6.2.4 Rule induction approach

Our nugget-discovery approach uses the Apriori association rule algorithm [2]. We generate rule sets with a minimum confidence equal to the incidence of the class of interest in the training data, a minimum support of one record, and a fixed consequent
Table 6.2: Datasets and classes used for nugget discovery with F1 score of ensemble for that class, and the proportion of records of that class in the dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Target Class</th>
<th>F1</th>
<th>Proportion in training set</th>
</tr>
</thead>
<tbody>
<tr>
<td>ToeSegmentation2</td>
<td>1</td>
<td>0.537</td>
<td>0.500</td>
</tr>
<tr>
<td>WormsTwoClass</td>
<td>0</td>
<td>0.531</td>
<td>0.420</td>
</tr>
<tr>
<td>CBF</td>
<td>2</td>
<td>0.530</td>
<td>0.267</td>
</tr>
<tr>
<td>FaceFour</td>
<td>2</td>
<td>0.700</td>
<td>0.125</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>5</td>
<td>0.077</td>
<td>0.075</td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>2</td>
<td>0.622</td>
<td>0.167</td>
</tr>
<tr>
<td>MALLAT</td>
<td>7</td>
<td>0.000</td>
<td>0.127</td>
</tr>
<tr>
<td>MALLAT</td>
<td>0</td>
<td>0.394</td>
<td>0.109</td>
</tr>
<tr>
<td>MALLAT</td>
<td>2</td>
<td>0.417</td>
<td>0.109</td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>5</td>
<td>0.050</td>
<td>0.124</td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>4</td>
<td>0.154</td>
<td>0.142</td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>0</td>
<td>0.255</td>
<td>0.066</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>9</td>
<td>0.151</td>
<td>0.082</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>5</td>
<td>0.182</td>
<td>0.082</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>6</td>
<td>0.264</td>
<td>0.082</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>5</td>
<td>0.057</td>
<td>0.092</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>11</td>
<td>0.342</td>
<td>0.092</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>9</td>
<td>0.371</td>
<td>0.079</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0</td>
<td>0.069</td>
<td>0.097</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>5</td>
<td>0.146</td>
<td>0.087</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>11</td>
<td>0.146</td>
<td>0.082</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>10</td>
<td>0.204</td>
<td>0.020</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>3</td>
<td>0.454</td>
<td>0.110</td>
</tr>
<tr>
<td>FaceAll</td>
<td>5</td>
<td>0.271</td>
<td>0.071</td>
</tr>
<tr>
<td>FaceAll</td>
<td>10</td>
<td>0.273</td>
<td>0.071</td>
</tr>
<tr>
<td>FaceAll</td>
<td>12</td>
<td>0.227</td>
<td>0.071</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>5</td>
<td>0.241</td>
<td>0.124</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>3</td>
<td>0.326</td>
<td>0.123</td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>0</td>
<td>0.604</td>
<td>0.125</td>
</tr>
<tr>
<td>Symbols</td>
<td>3</td>
<td>0.727</td>
<td>0.120</td>
</tr>
<tr>
<td>OliveOil</td>
<td>2</td>
<td>0.667</td>
<td>0.133</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Z</td>
<td>3</td>
<td>0.380</td>
<td>0.123</td>
</tr>
<tr>
<td>Beef</td>
<td>2</td>
<td>0.667</td>
<td>0.200</td>
</tr>
<tr>
<td>Beef</td>
<td>3</td>
<td>0.667</td>
<td>0.200</td>
</tr>
<tr>
<td>Worms</td>
<td>3</td>
<td>0.333</td>
<td>0.177</td>
</tr>
<tr>
<td>Lightning7</td>
<td>0</td>
<td>0.571</td>
<td>0.114</td>
</tr>
<tr>
<td>PtNDevices</td>
<td>10</td>
<td>0.178</td>
<td>0.071</td>
</tr>
<tr>
<td>PtNDevices</td>
<td>9</td>
<td>0.187</td>
<td>0.071</td>
</tr>
<tr>
<td>Herrings</td>
<td>0</td>
<td>0.465</td>
<td>0.391</td>
</tr>
<tr>
<td>Car</td>
<td>3</td>
<td>0.667</td>
<td>0.283</td>
</tr>
<tr>
<td>PtNDeviceGroups</td>
<td>0</td>
<td>0.489</td>
<td>0.143</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>1</td>
<td>0.154</td>
<td>0.070</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>4</td>
<td>0.182</td>
<td>0.045</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>6</td>
<td>0.203</td>
<td>0.110</td>
</tr>
<tr>
<td>RefrigerationDevices</td>
<td>2</td>
<td>0.486</td>
<td>0.333</td>
</tr>
<tr>
<td>Haptics</td>
<td>0</td>
<td>0.268</td>
<td>0.116</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>2</td>
<td>0.389</td>
<td>0.203</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>0</td>
<td>0.000</td>
<td>0.040</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>4</td>
<td>0.000</td>
<td>0.043</td>
</tr>
</tbody>
</table>
Table 6.2: Datasets and classes used for nugget discovery with F1 score of ensemble for that class, and the proportion of records of that class in the dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Target Class</th>
<th>F1</th>
<th>Proportion in training set</th>
</tr>
</thead>
<tbody>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>0</td>
<td>0.200</td>
<td>0.075</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>3</td>
<td>0.167</td>
<td>0.075</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>0</td>
<td>0.500</td>
<td>0.180</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>7</td>
<td>0.000</td>
<td>0.016</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>3</td>
<td>0.057</td>
<td>0.042</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>1</td>
<td>0.054</td>
<td>0.180</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>0</td>
<td>0.681</td>
<td>0.058</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>1</td>
<td>0.420</td>
<td>0.195</td>
</tr>
<tr>
<td>PhalangesOutlinesCorrect</td>
<td>0</td>
<td>0.604</td>
<td>0.349</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>6</td>
<td>0.000</td>
<td>0.015</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>10</td>
<td>0.000</td>
<td>0.022</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>14</td>
<td>0.000</td>
<td>0.015</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>19</td>
<td>0.000</td>
<td>0.026</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax1</td>
<td>2</td>
<td>0.474</td>
<td>0.025</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax2</td>
<td>16</td>
<td>0.333</td>
<td>0.029</td>
</tr>
<tr>
<td>Adiac</td>
<td>30</td>
<td>0.000</td>
<td>0.023</td>
</tr>
<tr>
<td>Adiac</td>
<td>21</td>
<td>0.000</td>
<td>0.026</td>
</tr>
<tr>
<td>Adiac</td>
<td>4</td>
<td>0.000</td>
<td>0.010</td>
</tr>
<tr>
<td>fiftywords</td>
<td>49</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>fiftywords</td>
<td>48</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>fiftywords</td>
<td>47</td>
<td>0.000</td>
<td>0.011</td>
</tr>
<tr>
<td>fiftywords</td>
<td>43</td>
<td>0.000</td>
<td>0.013</td>
</tr>
<tr>
<td>fiftywords</td>
<td>42</td>
<td>0.000</td>
<td>0.009</td>
</tr>
<tr>
<td>fiftywords</td>
<td>41</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>fiftywords</td>
<td>40</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>fiftywords</td>
<td>34</td>
<td>0.000</td>
<td>0.013</td>
</tr>
<tr>
<td>fiftywords</td>
<td>29</td>
<td>0.000</td>
<td>0.013</td>
</tr>
<tr>
<td>fiftywords</td>
<td>24</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>fiftywords</td>
<td>20</td>
<td>0.000</td>
<td>0.016</td>
</tr>
<tr>
<td>fiftywords</td>
<td>16</td>
<td>0.000</td>
<td>0.016</td>
</tr>
</tbody>
</table>
of the class of interest. We assess the performance of the rule sets in terms of F1. A rule set has a number of different rules that have been found on the training set, and a target class, which is the class of interest.

As an example, the following rule is found by using Apriori on the CBF dataset, with class 3 as the target class: \textbf{IF} Shapelet$_2$ = \{True\} \textbf{THEN} Class = \{3\}. Figure 6.2 shows Shapelet$_2$ alongside three series from CBF of class 3. As indicated by the rule above, the presence of Shapelet$_2$ is a predictor of membership in class 3.

### 6.2.5 Rule set size

A major weakness of Apriori is that it generates rule sets that may contain hundreds, thousands, or even tens of thousands of rules. A rule set of this size is difficult to interpret, and interpretability is a key feature of our approach. There can also be significant overlap between rules, which may compromise classification accuracy for a large rule set. It is important, therefore, to minimise the size of the rule sets where it can be done without a deterioration in performance.

The standard approach to reducing association rule set size (for example [3]) involves eliminating rules with parameter values (such as support and confidence)
that are below certain thresholds. This form of rule set size reduction has two major drawbacks. First, deleting rules purely because, for example, they do not cover enough instances, can mean that interesting rules describing niches in the space of possible cases are removed. The second disadvantage is that the structure of the rule set is highly dependent on the parameter thresholds, and the user has no \textit{a priori} guidance on which values to choose. Recent research has focused on finding other methods to reduce rule set size, either by adjusting the rule induction algorithm [156, 177], incorporating new interestingness measures [153], or by pruning the rule set [120]. We propose and test an algorithm, \textit{BruteSuppression} (Section 6.3), for reducing rule set size by eliminating overlapping rules. By using BruteSuppression on our rule sets, we aim to increase interpretability and improve the performance of our nugget discovery.

6.2.6 Classification

Algorithm 15 \textbf{classifyByRuleSet}(Instance $I$, Rule set $R$)

\begin{verbatim}
\begin{algorithm}
fired ← 0
unfired ← 0
for all rules $R$ in $R$ do
    if $R$.fires($I$) then
        fired ← fired + $R$.conf
    else
        unfired ← unfired + $R$.conf
    if fired > unfired then
        return True
    else
        return False
\end{algorithm}
\end{verbatim}

Algorithm 15 shows the procedure by which we classify an instance using a rule set. For each rule in the rule set, we test whether the rule fires for that instance. A rule, $R$, fires for an instance, $I$, if the antecedent conditions of the rule are satisfied by the instance, that is, if the conjunction of attribute tests in the antecedent of $R$ is true of the instance $I$. 
If $R$ fires for $I$, the confidence of the rule is added to the variable $fired$. If $R$ does not fire, the confidence is added to $unfired$. If the value of $fired$ is greater than the value of $unfired$, the algorithm returns true, indicating that the instance is of the class that the rule set targets. Otherwise, it returns false, indicating that the instance is not of the target class.

6.3 The BruteSuppression algorithm

We propose a novel algorithm for reducing the size of rule sets by deleting rules that overlap with other rules. The intuition is that if two rules are very similar in the cases they cover, then it is safe to delete one of them. In contrast, a rule that uniquely covers a set of cases is worth retaining even if it has lower support and confidence than other rules in the rule set.

We assess the overlap between rules using a measure based on suppression [68]. We construct the reduced rule set through a specifically tailored comparative enumeration of the rules in the original set.

We evaluate our algorithm in three stages. First, we show that BruteSuppression substantially reduces rule set size for rule sets generated on a wide variety of problems and with a wide range of sizes. Second, we apply the algorithm to the rule sets we use for nugget discovery, and compare the performance of the suppressed sets to that of the original sets (Section 6.6). Finally, to demonstrate that the approach is applicable to a variety of cases, we use qualitative analysis to show that using BruteSuppression to reduce rule set size yields a rule set much more similar to the original, larger rule set than if the confidence or support parameter settings are used.
6.3.1 Redundancy of rules

Our algorithm requires a measure to assess the redundancy of a rule. Trivially, if $A \Rightarrow C$ and $A \land B \Rightarrow C$ have the same confidence, the second rule is redundant with relation to confidence, as the extra AT adds no predictive power to the rule. Equally (see [10]), the rule $A \land B \Rightarrow C$ is redundant with respect to rule $A \Rightarrow B \land C$ and also rule $A \land B \Rightarrow C \land D$ (assuming equivalent levels of confidence). Apriori allows the user to set minimum support and minimum confidence thresholds; rules that fall below these thresholds do not appear in the rule set. This form of rule set size reduction does not take into account any information about the records that the rules cover, only the support and confidence counts for each rule. Hence, rules covering a unique set of records may be eliminated, while rules that cover very similar sets of records may be retained.

Here, we take redundant rules to be those rules that overlap to a large degree, in terms of the records they cover, with rules of greater confidence. That is, if two rules cover the same records (to some specified degree), then the rule with lower confidence is redundant. This is an instance-based form of redundancy, in contrast to the count-based method used to eliminate rules in Apriori. There are a number of measures proposed in the literature to calculate this form of redundancy; see, for example, [68, 37, 147]. An intuitive measure of the overlap of two rules ($R$ and $Q$) in terms of the records they cover ($D_R$ and $D_Q$) is:

$$O(R, Q) = \frac{|D_R \cap D_Q|}{|D_R \cup D_Q|}.$$  \hspace{1cm} (6.3.1)

This represents the size of the intersection of the two sets of records divided by the size of the union of the two sets.

The suppression function [68] calculates whether one rule is redundant relative to
another rule. Rule $R$ suppresses rule $Q$ if:

$$V(Q) < (1 + \epsilon) \times [S(R, Q)] \times V(R).$$  \hfill (6.3.2)

The function requires some measure of rule interestingness (denoted $V$), a parameter for determining the intensity of the suppression (denoted as $\epsilon$), and some affinity function (denoted $S(R, Q)$) to measure the similarity of the rules. We use 0.1 for $\epsilon$ (this is the most intense suppression recommended in [68]), and $O(R, Q)$ as our affinity function, as we wish to measure similarity in terms of overlapping coverage of records. We use confidence for $V$, as it is the standard measure of the quality of a rule (see Section 2.10). Our suppression function is as follows. Rule $R$ suppresses rule $Q$ if:

$$Conf(Q) < (1 + 0.1) \times \frac{|D_R \cap D_Q|}{|D_R \cup D_Q|} \times Conf(R),$$  \hfill (6.3.3)

where $|D_R \cap D_Q|$ is the number of records covered by both rule $R$ and rule $Q$, and $|D_R \cup D_Q|$ is the number of records covered by either rule $R$ or rule $Q$.

The algorithm we use to apply the suppression function and indicate redundant rules is given in the next section. Although we test the algorithm on rule sets generated by Apriori, it can be adapted to other association rule mining algorithms such as Dense Miner ([14]) and All Rules Algorithm ([148]).

### 6.3.2 BruteSuppression

The BruteSuppression algorithm is shown below as Algorithm 2. The algorithm iterates through a rule set, testing pairs of rules with the suppression function and removing rules deemed to be redundant. Due to the nature of the suppression function, a given rule need only be checked against unsuppressed rules of higher confidence. Hence, the sooner a given rule is suppressed, the fewer total comparisons are required. It is important for efficiency to suppress redundant rules as early as possible. In the
worst case, where no rules are suppressed, a rule set of \( n \) rules requires \( \frac{n(n-1)}{2} \) comparisons (this is lower than the computational complexity of the Apriori algorithm itself). As rules are not tested against suppressed rules, however, in many cases far fewer comparisons are required than in the worst case. In practice, we may achieve a high level of suppression (e.g. 90+% of the rules are suppressed in most cases, see Table 6.3); we have implemented the algorithm to maximise the saving from suppressed rules. This is achieved as follows. The BruteSuppression algorithm iterates through a rule set ordered by confidence, beginning at rule \( r_2 \), and comparing each \( r_i \) against rule \( r_{i-1} \), then \( r_{i-2} \), and so on, until \( r_i \) is suppressed or has been compared to \( r_1 \). At this point the algorithm moves to the rule after the current rule. If \( r_i \) is suppressed, it will be removed from the rule set; the indexing updates accordingly.

Our implementation checks whether \( r_i \) is suppressed, rather than what \( r_i \) suppresses, on the following grounds. Empirically, we have observed that rules in Apriori rule sets are most often suppressed by the rules immediately preceding them in the confidence ordering, as overlapping rules tend to have very similar confidence values. It is more common for \( r_i \) to be suppressed by, say, \( r_{i-3} \), than for it to be suppressed by \( r_{i-200} \). If the overlapping rules in a rule set are distributed randomly, there is no benefit to any specific ordering. However, for the rule sets we have observed, there is a clear reduction in the number of comparisons if the rules immediately preceding a rule in the confidence ordering are the first rules to which that rule is compared.

Consider the following illustrative example. Assume we have a rule set with 50% suppression, where rule 1 suppresses rule 2, rule 3 suppresses rule 4, etc. If there are ten rules in the rule set, our approach requires 15 comparisons; testing the rules in descending order of confidence against \( r_i \) requires 25 comparisons (with no suppression, 45 comparisons are required). This reduction in the number of comparisons scales to larger rule sets where the overlapping rules cluster together, resulting in a
substantial saving.

Algorithm 16 bruteSuppression(R, D)

\[ i \leftarrow 2 \quad // \text{Begin the process from the second rule} \]
\[ \epsilon \leftarrow 0.1 \]
\[ \textbf{while} \ i \leq |R| \ \textbf{do} \]
\[ j \leftarrow i - 1 \quad // \text{The first rule compared to rule } i \text{ is the previous unsuppressed rule} \]
\[ \text{suppress} \leftarrow \text{FALSE} \]
\[ \textbf{while} \ j > 0 \ & \ !\text{suppress} \ \textbf{do} \]
\[ \textbf{if} \ \text{Confidence}(r_j) \cdot |D_{r_j} \cap D_{r_i}| \cdot (1 + \epsilon) \geq \text{Confidence}(r_i) \ \textbf{then} \]
\[ R \leftarrow R - r_i \quad // \text{Rule } i \text{ is removed from the rule set} \]
\[ \text{suppress} \leftarrow \text{TRUE} \]
\[ j \leftarrow - \]
\[ \textbf{if} \ !\text{suppress} \ \textbf{then} \]
\[ i \leftarrow + \quad // \text{The index is increased only if the previous rule was not suppressed} \]
\[ \textbf{return} \ R \]

6.4 Rule set size

We begin by assessing the effect of BruteSuppression on rule sets generated from binary-shapelet data. We do this in two ways. In this section, we assess how strongly BruteSuppression reduces rule set size. In Section 6.6, we test how well the suppressed sets have retained the predictive power of the original rule sets by measuring their performance at nugget discovery.

To assess how strongly BruteSuppression reduces rule set size for rule sets built on binary shapelet data, we suppress rule sets of a number of different sizes: 10 rules, 100 rules, 1,000 rules, and 10,000 rules. The results are shown in Table 6.3.

The results for datasets such as WormsTwoClass, ToeSegmentation2, and CBF do not vary as the maximum rule set size increases because Apriori cannot discover more than 10 rules regardless of the maximum size parameter. Hence, there is the same degree of suppression in each column. This is also the case for other datasets, for example FaceFour and OSULeaf, where the number of rules that can be generated
Table 6.3: Proportion of rules suppressed for each class of interest over variation in the maximum number of rules.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Class</th>
<th>10 Rules</th>
<th>100 Rules</th>
<th>1,000 Rules</th>
<th>10,000 Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>ToeSegment2</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>WormsTwoClass</td>
<td>0.4444</td>
<td>0.4444</td>
<td>0.4444</td>
<td>0.4444</td>
<td></td>
</tr>
<tr>
<td>FaceFour</td>
<td>0.7</td>
<td>0.4667</td>
<td>0.4667</td>
<td>0.4667</td>
<td></td>
</tr>
<tr>
<td>OSULeaf</td>
<td>0.1</td>
<td>0.59</td>
<td>0.4569</td>
<td>0.4569</td>
<td></td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>0.9</td>
<td>0.8481</td>
<td>0.8481</td>
<td>0.8481</td>
<td></td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.9</td>
<td>0.89</td>
<td>0.7618</td>
<td>0.7618</td>
<td></td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.4</td>
<td>0.75</td>
<td>0.8195</td>
<td>0.8195</td>
<td></td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.7</td>
<td>0.77</td>
<td>0.8517</td>
<td>0.8517</td>
<td></td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>0.41</td>
<td>0.7117</td>
<td>0.7117</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>0.58</td>
<td>0.8676</td>
<td>0.8676</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>0</td>
<td>0.6747</td>
<td>0.6747</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.86</td>
<td>0.863</td>
<td>0.9853</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.7</td>
<td>0.573</td>
<td>0.887</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.84</td>
<td>0.854</td>
<td>0.9844</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.64</td>
<td>0.997</td>
<td>0.9736</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.82</td>
<td>0.77</td>
<td>0.9328</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.75</td>
<td>0.997</td>
<td>0.9542</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.68</td>
<td>0.582</td>
<td>0.9857</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.84</td>
<td>0.544</td>
<td>0.9195</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.83</td>
<td>0.456</td>
<td>0.9654</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9619</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.82</td>
<td>0.831</td>
<td>0.6246</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.71</td>
<td>0.707</td>
<td>0.6305</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.66</td>
<td>0.673</td>
<td>0.9955</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.86</td>
<td>0.779</td>
<td>0.9368</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9971</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>0.94</td>
<td>0.926</td>
<td>0.9979</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symbols</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OliveOil</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UWaveGestureLibrary_Z</td>
<td>0.5</td>
<td>0.618</td>
<td>0.9999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beef</td>
<td>0.98</td>
<td>0.932</td>
<td>0.9999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beef</td>
<td>0.97</td>
<td>0.977</td>
<td>0.9967</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worms</td>
<td>0.99</td>
<td>0.999</td>
<td>0.998</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lightning7</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PtNDevices</td>
<td>0.92</td>
<td>0.627</td>
<td>0.462</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PtNDevices</td>
<td>0.89</td>
<td>0.637</td>
<td>0.4889</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Herrings</td>
<td>0.55</td>
<td>0.523</td>
<td>0.978</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6.3: Proportion of rules suppressed for each class of interest over variation in the maximum number of rules.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Class</th>
<th>10 Rules</th>
<th>100 Rules</th>
<th>1,000 Rules</th>
<th>10,000 Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>PtNDeviceGroups</td>
<td>0</td>
<td>0.4</td>
<td>0.53</td>
<td>0.571</td>
<td>0.4985</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>1</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9996</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>4</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>6</td>
<td>0.7</td>
<td>0.96</td>
<td>0.964</td>
<td>0.9885</td>
</tr>
<tr>
<td>RefrigerationDevices</td>
<td>2</td>
<td>0.2</td>
<td>0.81</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>Haptics</td>
<td>0</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>2</td>
<td>0.8</td>
<td>0.98</td>
<td>0.998</td>
<td>0.9998</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>0</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>4</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>0</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>4</td>
<td>0.8</td>
<td>0.94</td>
<td>0.994</td>
<td>0.9994</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>3</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>0</td>
<td>0.9</td>
<td>0.99</td>
<td>0.994</td>
<td>0.9996</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>7</td>
<td>0.9</td>
<td>0.99</td>
<td>0.998</td>
<td>0.9998</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>3</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>1</td>
<td>0.0</td>
<td>0.01</td>
<td>0.018</td>
<td>0.8008</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>0</td>
<td>0.9</td>
<td>0.99</td>
<td>0.993</td>
<td>0.9747</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>1</td>
<td>0.9</td>
<td>0.99</td>
<td>0.995</td>
<td>0.9975</td>
</tr>
<tr>
<td>PhalangesOutlinesCorrect</td>
<td>0</td>
<td>0.1</td>
<td>0.99</td>
<td>0.996</td>
<td>0.99</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>6</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>10</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>14</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>19</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax1</td>
<td>2</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax2</td>
<td>16</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>Adiac</td>
<td>30</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>Adiac</td>
<td>21</td>
<td>0.9</td>
<td>0.99</td>
<td>0.993</td>
<td>0.9993</td>
</tr>
<tr>
<td>Adiac</td>
<td>4</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>49</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>48</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>47</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9997</td>
</tr>
<tr>
<td>fiftywords</td>
<td>43</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>42</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>41</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>40</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>34</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>29</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>24</td>
<td>0.9</td>
<td>0.99</td>
<td>0.999</td>
<td>0.9999</td>
</tr>
<tr>
<td>fiftywords</td>
<td>20</td>
<td>0.9</td>
<td>0.99</td>
<td>0.998</td>
<td>0.9998</td>
</tr>
<tr>
<td>fiftywords</td>
<td>16</td>
<td>0.8</td>
<td>0.98</td>
<td>0.998</td>
<td>0.9998</td>
</tr>
</tbody>
</table>
is greater than ten but less than 100 for FaceFour, or 1,000 for OSULeaf, causing the suppression values to stabilise at that point. UWaveGestureLibrary\_Z has no value where the maximum rule set size is 10,000 due to insufficient RAM. A particular characteristic of that dataset is that many, many rules can be generated when the parameter is set to a high value. We believe the missing value would be in line with the other results, as the proportion of suppressed rules increases with each increase in maximum rule set size.

The BruteSuppression algorithm generally performs consistently across different sizes of rule set. In most cases, it removes at least 90\% of the rules in a rule set; for the larger sets, this reduction is much greater. We conclude that BruteSuppression is useful for reducing rule set size where rule sets have been found in binary-shapelet data.

### 6.4.1 Initial maximum rule set size

Before proceeding to analyse the effectiveness of nugget discovery, we must make a design decision: how many rules should be included in the original rule set. The issue is that Apriori discovers rules by lowering the support threshold until it reaches the maximum number of rules. The rules, however, are sorted by confidence, rather than support. Rules with higher support and lower confidence can be eliminated in large rule sets if lowering the support threshold creates many more rules than the maximum number. Hence, the larger rule sets tend to contain many rules with low support, whereas the smaller rule sets contain rules with higher support.

From our initial investigations, it appears that smaller rule sets with higher support rules are more predictive. This is not necessarily surprising; a rule with higher support is more likely to generalise than one with low support. The other problem for the larger rule sets is that they tend to make fewer positive predictions, simply
because there are very many rules all picking out different specific niches. Hence, it is unlikely that any case will cause enough rules to fire to allow for a positive classification. For example, half of the rule sets containing 10,000 rules make no positive predictions for the 28 low-dimensionality datasets (see Section 6.5.1). In contrast, the rule sets with only ten rules make positive predictions for all 28 datasets (and provide very good accuracy, see Section 6.5.1).

The problems presented by the large rule sets are almost entirely mitigated by using BruteSuppression. For the large rule sets, the suppressed rule sets easily outperform the unsuppressed rule sets, as well as being very much smaller and far more interpretable. While it would be easy for us to use the larger rule sets to make a strong case for BruteSuppression, we feel this would be misleading, as someone using our method would simply reduce the rule set size until the sets performed well. Any comparison of the suppressed rule sets to the large rule sets would not reflect how the tools we have developed would be deployed. We use the best-performing rule sets, the sets with ten rules, for our experiments, though these are the rule sets for which BruteSuppression adds the least value. The suppressed sets tend to perform very similarly, regardless of the initial number of rules, and this way, we get a fair comparison against the original rule sets.

6.5 Performance of nugget discovery

We present the results for a number of different experiments, divided into two stages: first, testing the effectiveness of nugget discovery; second, testing the effect of using BruteSuppression to reduce rule set size.

We begin by comparing the performance of the rule set against the performance of the ensemble classifier on poorly predicted classes, for datasets where there are 20 or fewer shapelets (we refer to these datasets as low-dimensionality datasets). We
then present results for all classes of these datasets.

Our next experiment compares three different methods of reducing dimensionality for problems with more than twenty shapelets. We compare truncation, clustering, and class-specific truncation, and conclude that, for poorly-predicted classes, there is no significant difference between the methods. We select truncation as it is simpler.

We compare the performance of the rule set on truncated data against that of the ensemble on poorly predicted classes, and conclude that there is no significant difference, though nugget discovery can offer substantial improvements in some cases.

Finally, we compare our nugget-discovery approach to the ensemble on poorly-predicted classes for datasets with more than twenty classes, using a modified form of truncation to reduce the dimensionality. We find that there is no significant difference.

For the second stage of our experiments, we compare the rule sets we have used for the previous experiments with rule sets that have been suppressed using Brute-Suppression. We compare the suppressed rule sets to the original rule sets on: low-dimensionality data poorly predicted classes, low-dimensionality data all classes, truncated data poorly predicted classes, and high-dimensionality data poorly predicted classes. We find no significant differences between the suppressed rule sets and the unsuppressed rule sets, and conclude that suppression can be used to reduce rule set size substantially without compromising performance.

### 6.5.1 Low-dimensionality experiments on poorly predicted classes

Our first experiment compares the performance of the rule set against that of the ensemble for those classes where the ensemble predicts poorly. This is the most obvious use of nugget discovery - it performs a supplemental role to the overall classifier in cases where the classifier performs poorly for some class of interest. We restrict our investigation to datasets with twenty or fewer shapelets in the binary-transformed,
correlation-filtered datasets. We experiment with higher-dimensionality data in Sections 6.5.3 and 6.5.4.

We test the difference in $F_1$ score between the ensemble and the rule set using a Wilcoxon Signed Rank test at a significance level of 0.01; there are 28 poorly predicted classes with 20 or fewer shapelets.

Our test shows that nugget discovery is significantly better than the ensemble, in terms of $F_1$, for poorly predicted classes. The p value is $1.349 \times 10^{-3}$. Where one or more classes have lower $F_1$ than the other classes with the ensemble classifier, and there are twenty or fewer shapelets, nugget discovery is significantly better than the ensemble. We illustrate this in Figure 6.3.

![Figure 6.3: Comparison of $F_1$ score between rule set and ensemble on poorly predicted classes. Points above the dotted line represent classes where the rule set outperforms the ensemble. Points below the dotted line represent classes where the ensemble outperforms the rule set. The rule set is better on 19 classes, the ensemble is better on 6.](image-url)
6.5.2 Low-dimensionality experiments on all classes

Our second experiment examines the performance of nugget discovery over all classes of the low-dimensionality data, rather than just those on which the ensemble predicts poorly. Nugget discovery is generally used to improve predictive accuracy on specific classes where predictions have been poor, but for completeness, it is worthwhile to examine the general performance of the rules against the ensemble classifier.

We use a Wilcoxon Signed Rank test with a significance level of 0.01 to test the differences in $F_1$ between the ensemble and the rule set over all classes of all datasets with 20 or fewer shapelets.

The test shows that there is no significant difference between the $F_1$ scores of the ensemble classifier and the rule set, considered over every class of the low-dimensionality data. This is an interesting discovery; as the accuracy of the nugget discovery is not significantly worse than the ensemble, the rule sets discovered for any class may be useful, interpretable ways of understanding how to predict that class.

Figure 6.4 displays this result graphically.

The main problem with the Apriori-based nugget-discovery approach is that it is intractable for high-dimensionality data; the Apriori algorithm is exponentially complex in the attribute space. In the next section, we explore ways to reduce dimensionality to make the datasets with more than 20 shapelets tractable.

6.5.3 Medium-dimensionality experiments

For this set of experiments, we focus on poorly predicted classes for datasets with twenty or fewer classes but more than twenty shapelets. The reason for restricting our interest to datasets with twenty or fewer classes is the relationship between the number of shapelets and the number of classes. With twenty or fewer classes, we can retain at least one shapelet from each class, whereas we must lose shapelets
Figure 6.4: Comparison of $F_1$ score between rule set and ensemble classifier on all classes of low-dimensionality data. The ensemble is better on 59 of the 100 classes, the rule set is better on 41.

representing some classes if there are more than twenty classes. We examine such cases in Section 6.5.4.

The traditional way to make Apriori tractable on larger datasets is to increase the minimum confidence and support constraints. We use a single record as the minimum support, and the base incidence rate of the class of interest in the training set as the minimum confidence. As shown in Section 6.7, using a higher minimum confidence and support alters the character of the rule set, and can eliminate rules that may be of interest, such as high confidence, low support exception rules. Such rules are particularly important for nugget discovery, as rules that target a minority class are very likely to be exception rules, simply because the number of records of that class is low. Prima facie, this method does not seem appropriate for our approach, as we are interested in classes that are difficult to predict. By using higher minimum support and confidence values, we may miss the rules we are looking for (see Section 6.7). Regardless, as a comparison method, we attempt to use the built-in constraints of
Apriori to create rule sets on higher-dimensional data by adjusting the parameter settings.

The first problem we encounter is that there appears to be no principled way to set a minimum support value, beyond trying a range of values. Different datasets have different itemsets for different classes; a support value that works for one class of a dataset may not work for another. Finding parameter settings that work is a time-consuming process, and one that may not result in the best rule set.

The second problem is that there is very little difference between parameter settings that will create an empty rule set, and settings that will deliver an explosion in time or space usage by the algorithm. Apriori was not designed to work with very high-dimensionality data, and small changes in the minimum support can have large effects on how the algorithm operates. For example, the DistalPhalanxTW dataset has 912 shapelets. If the minimum support is set to 19 records, no rules are generated. If the minimum support is decreased by one record, the smallest granularity possible, there is an explosion in the space requirement, and the software crashes due to inadequate RAM. This is the case even when the minimum confidence is set to 1. It may be possible to produce a rule set on the DistalPhalanxTW dataset by taking advantage of high-performance computing facilities with much greater quantities of RAM, but it seems likely that time would be a factor even with sufficient space. This is a consequence of the Apriori algorithm being exponentially complex in the attribute space.

Because of these problems, we do not make use of Apriori’s built-in constraints to deal with high-dimensionality data. Instead, we experiment with three methods of reducing the dimensionality of the data: truncation, class-specific truncation, and clustering. For each of these methods, we reduce the dimensionality to 20 shapelets, a size that is tractable for every problem we use.
The first dimensionality-reduction method is based on truncating the shapelet data to the first 20 shapelets. The attributes in the binary shapelet data are ordered, with the first shapelet being the most discriminative. To create the truncated data, we first ensure that at least one shapelet from each class is included. Then we add those shapelets that are higher in the order until 20 shapelets have been included.

The second dimensionality-reduction method we test involves keeping only those shapelets that correspond to the class we are attempting to predict. Again, we restrict the data to 20 shapelets.

The final approach we try uses our existing clustering method to reduce the dimensionality of the data. The datasets are clustered using MDLStopCE clustering (see Section 5.6.2), a method that does not require any parameters. To reduce the dimensionality of the datasets with more than 20 shapelets, we enforce hierarchical clustering until there are twenty clusters, and select the best shapelet from each cluster to represent the cluster. We perform the binary transform on the data using the class transform approach, and use the correlation filter to remove any attributes that are entirely positively or negatively correlated.

We compare the three dimensionality-reduction methods using a Friedman test at a significance level of 0.01. The results are shown in Figure 6.5. There is no significant difference between the three methods of reducing dimensionality. We continue our experiments and evaluation using truncation, as it is the simplest of the three methods.

We test the performance of nugget discovery on truncated data by comparing the $F_1$ values with those of the ensemble (the classes we use are all poorly predicted by the ensemble). We use a Wilcoxon Signed Rank test with a significance level of 0.01. The test shows that there is no significant difference between the performance of the ensemble and the performance of the rule set.
Figure 6.5: Critical-difference diagram comparing three methods of reducing dimensionality in terms of the $F_1$ score of the ensemble on the medium-dimensionality datasets reduced using each method. There is no significant difference between the methods.

Figure 6.6 shows the differences sorted by the original $F_1$ score of the ensemble on that class. We see that nugget discovery performs better than the ensemble (indicated by negative values) where the initial $F_1$ score is very poor. As the performance of the ensemble increases, the performance of nugget discovery on truncated data decreases. Interestingly, the relationship is stronger when the absolute performance of the ensemble is considered, rather than the performance of the ensemble relative to the base incidence of the class in the training data.

These findings suggest that nugget discovery on truncated data, despite not being significantly better than the ensemble, may still be useful in situations where performance is especially poor. A good example of this is the Earthquakes dataset, where the ensemble performs very poorly on class 1, achieving an $F_1$ score of only 0.0541, while nugget discovery performs very well, scoring 0.444. In cases like this, nugget discovery may be a useful way to improve predictive accuracy on a minority class, even where the dimensionality of the shapelet data has been severely restricted (in the case of Earthquakes, from 2807 shapelets to 20).

The best course of action for using nugget discovery for medium-dimensionality
Figure 6.6: Differences in F1 between ensemble and nugget discovery on poorly predicted classes of medium-dimensionality data, sorted by the F1 of the ensemble on that class.

Shapelet data is to restrict it to cases where the performance of the ensemble is very poor in absolute terms, as nugget discovery is unlikely to offer any greater accuracy than the ensemble if the accuracy is not very low, even if the ensemble is performing poorly relative to the incidence of the class in the training data. For the datasets we examine, no classes on which the ensemble has an F1 greater than 0.5 benefit from nugget discovery, and the general trend is an increasing improvement offered by nugget discovery as the ensemble F1 score decreases.
6.5.4 High-dimensionality experiments

Our final nugget discovery experiment targets those datasets with more than twenty classes. The MDLStopCE clustered data has a minimum number of shapelets equal to the number of classes in the data. Five datasets have more than 20 classes (see Chapter 4), which means that we cannot retain a shapelet of every class and still have the data tractable to Apriori. For these datasets, we adapt the truncation method. We truncate the data first by selecting the best shapelet from each class, as determined by quality measure. The weakest shapelets are eliminated until 20 shapelets remain. The shapelet from the class of interest is excluded from the elimination.

Truncation yields mixed results. For the WordSynonyms dataset, which has only 25 shapelets in MDLStopCE clustered form, nugget discovery offers an improvement over the ensemble for every class we examine. It seems likely that this success stems from the low number of shapelets that have been eliminated. Almost all of the information has been retained, and that is reflected in the performance of the rule set. On the fiftywords dataset, only two of the 12 classes show improvement from nugget discovery. Fiftywords has over 350 shapelets in the clustered data, so many shapelets have been eliminated that might have benefited the nugget discovery process. The results are even worse for the other three datasets: nugget discovery offers no improvement in these cases. A huge number of shapelets have been eliminated, making nugget discovery very difficult. This trend is much less evident with the truncated data with fewer than 20 classes. This may be because, where there is a wide variety of shapelets for each class, as is the case for the larger datasets, eliminating whole classes makes discrimination much more difficult. We are forced to eliminate shapelets of some classes, and they might be necessary to distinguish instances of our class of interest from instances of another class, especially if we have multiple shapelets for each class that are no longer included in the data.
One conclusion we may draw from our investigation into nugget discovery is that MDLStopCE clustering is latching onto some feature of the data for its parameterless shapelet clustering. In many cases, nugget discovery performs poorly where there are many shapelets, and the dimensionality of the data must be reduced further to make Apriori tractable. It performs very well in cases where the number of shapelets naturally clusters (according to MDLStopCE) to fewer than 20 shapelets. This suggests that MDLStopCE clustering is finding an appropriate number of clusters without requiring parameterisation.

6.6 Results: comparing suppressed rule sets to unsuppressed rule sets

Our final experiments compare the performance of the rule set to the performance of the same rule set after it has been suppressed using the BruteSuppression algorithm.

6.6.1 Rule set performance

We perform four experiments to measure the effects of suppression on $F_1$. The experiments mirror those used in the previous section to compare the performance of nugget discovery to that of the ensemble. The experiments are as follows:

1. Comparison of $F_1$ between original rule set and suppressed rule set on poorly predicted classes from datasets with 20 or fewer shapelets.

2. Comparison of $F_1$ between original rule set and suppressed rule set on all classes from datasets with 20 or fewer shapelets.

3. Comparison of $F_1$ between original rule set and suppressed rule set on poorly predicted classes from truncated datasets where the original number of shapelets is greater than 20, and the number of classes is fewer than 20.
4. Comparison of $F1$ between original rule set and suppressed rule set on poorly predicted classes from truncated datasets where the number of classes is greater than 20.

For each experiment, we compare the $F1$ values using a Wilcoxon Signed Rank test at a significance level of 0.01. The four tests all have the same result: there is no significant difference in $F1$ score between the suppressed rule sets and the original rule sets. We illustrate this in Figure 6.7. The suppressed rule sets perform almost identically to the original rule sets, despite the large reduction in the number of rules (Table 6.3).

Figure 6.7: Comparison of $F1$ score between original rule set and suppressed rule set on all classes of low-dimensionality data. Points above the dotted line represent classes where the suppressed rule set outperforms the original rule set. Points below the dotted line represent classes where the original rule set outperforms the suppressed rule set.
6.6.2 Analysis

The BruteSuppression algorithm produces rule sets that are very much smaller than the original rule sets (see Table 6.3), and hence more interpretable and comprehensible. This reduction in size causes no loss in $F_1$. The greater the size of the original rule set, the more marked the reduction in size (Table 6.3). The results shown in this section compare the suppressed rule sets to the best performing original rule sets, those with ten rules. As the maximum number of rules in the rule set increases, the performance of the original rule sets deteriorates; the performance of the suppressed rule sets remains consistent. We conclude the using BruteSuppression to reduce rule set size is a worthwhile step in the nugget discovery process, particularly if the original rule sets are very large.

In the next section, we show that BruteSuppression can be applied effectively to rule sets other than our binary-shapelet transformed data. Rather than assess the performance of BruteSuppression in terms of $F_1$, we take a broader view, showing qualitatively that BruteSuppression can reduce rule set size without negatively affecting the distribution of the rules in the rule set.

6.7 Qualitative analysis of performance of Brute-Suppression on different data

In this section, we perform detailed qualitative analysis of the performance of Brute-Suppression on data other than our binary-shapelet transformed data. We show that BruteSuppression can be applied to the general problem of reducing rule set size without negatively affecting particular types of rule by examining in detail how the algorithm affects the Adult [164] dataset.

We analyse rule sets discovered from the Adult dataset, which represents United States census data. We use Adult because it is a large, well-known dataset that has
been studied extensively in machine learning (details are available at [164]), and use it to demonstrate that our method to reduce the size of rule sets is applicable in the general case, not just to rule sets discovered from binary shapelet data. We have performed similar analysis with three other datasets; the results are very similar, and we exclude them for brevity. Details can be found in [86].

We analyse the rule sets in terms of confidence, support, and two novel interestingness measures, swing, and swing surprisingness. We show that suppression removes only redundant rules, leaving the intrinsic structure of the rule set intact.

### 6.7.1 Assessing rule set character: novel interestingness measures

For our qualitative analysis of the effects of using BruteSuppression, we propose two novel interestingness measures: swing (an adaptation of relative surprisingness [93] and confidence gain [160]) and swing surprisingness (an adaptation of attribute surprisingness [58]).

For any rule $R$, let $AT_i \Rightarrow C$ be the rule where the antecedent is the $i$th AT of $R$, and the consequent ($C$) is the consequent of $R$.

We define swing as follows:

$$Swing(R) = \frac{Conf(R) \times n}{\sum_{i=1}^{n} Conf(AT_i \Rightarrow C)},$$  \hspace{1cm} (6.7.1)

where rule $R$ has $n$ ATs. Swing focuses on the difference in confidence between the ATs in the antecedent taken singly and the rule taken as a whole.

We define swing surprisingness, $SS$, as follows:

$$SS(R) = \frac{n}{\sum_{i=1}^{n} Conf(AT_i \Rightarrow C)},$$  \hspace{1cm} (6.7.2)

where rule $R$ has $n$ ATs. Swing surprisingness is inversely proportional to the mean confidence of the ATs that make up the antecedent of the rule. The measure assigns
rules a higher value if they have less predictive ATs, irrespective of the confidence of the rule.

Swing and swing surprisingness are closely related measures; as can be seen,\[ Swing(R) = SS(R) \times Conf(R) \]. Hence, a rule of moderate confidence will have lower swing than a more confident rule composed of equivalently good predictors. This is not the case with swing surprisingness.

The particular intuition we wish to capture with these measures is that good rules are rules that improve on the individual predictive power of the ATs in their antecedent. If such rules are being eliminated, then we know that the BruteSuppression algorithm is not working to preserve the predictive power of the rule set, regardless of its effect on confidence and support.

We use these measures because BruteSuppression uses confidence as a measure of rule quality; as we demonstrate in Chapter 2, many commonly used interestingness measures are monotonic with respect to confidence, so there is no benefit in using any of them rather than confidence. We want to ensure, however, that we are not eliminating rules that may have other qualities useful for prediction.

We do not test the effects of suppression merely in terms of confidence or support, as this is a relatively narrow definition of interestingness that may not capture what makes a rule predictive. We examine the effect of suppression with confidence and support, and also in terms of swing and swing surprisingness; our aim is to identify whether BruteSuppression deletes rules that may be interesting or predictive in a way that might not be obvious in terms of count-based interestingness measures.

6.7.2 Methodology

We compare three reduced rule sets with the original rule set generated from the Adult dataset (for brevity, we focus on Adult; see [86] for qualitative analysis of a number
of other datasets). We reduce them to approximately the same size using either the minimum confidence parameter, the minimum antecedent support parameter, or the BruteSuppression algorithm. The effects of reduction are assessed in two ways. First, we compare the distribution of rules using a chi-squared test. We take it that a reduced rule set should have a similar distribution of rules to the original set, as this suggests that no particular classes of potentially predictive rules are being removed. Second, we examine the distribution of rules visually. This enables us to discover which rules are being eliminated when the rule set is reduced. We take it that a good reduction should leave the same shaped distribution but with fewer rules, rather than a completely different shaped distribution.

The Adult dataset has 30,162 records in the training set and 12,435 records in the test set. It has 14 attributes, of which six are continuous. The target class is $> 50K$; the base incidence rate of this class is 0.249 in the training data and 0.236 in the test data. We generate the original rule set using a minimum support of 2% and minimum confidence of 0.25. The minimum confidence is the base incidence rate of the target class (we assume that rules with lower confidence than this are uninteresting). The minimum support is selected to allow Apriori to generate the rule set in a reasonable time frame. We feel that this has not compromised the results, as the setting is what a user might select, giving us a more realistic idea of the effectiveness of our algorithm. We have tested the algorithm on a single unconstrained rule set with similar results to the constrained rule sets.

We select the parameter settings for the increased minimum confidence and increased minimum antecedent support rule sets to produce rule sets similar in size to the suppressed set. This way, a fair comparison can be made between the effects of the BruteSuppression algorithm and the effects of the same degree of reduction from
the parameter settings. We use a minimum confidence of 0.69 for the increased minimum confidence rule set, and a minimum support of 8% for the increased minimum support rule set (in each case, the other parameter remains unchanged). All of the rule sets are assessed on previously unencountered test sets; the various measures we use are assessed on the rules’ performance on the test set, rather than the training set.

We initially investigate the effect of the reduction methods on the distribution of rules in a rule set using the chi-squared statistic. If two sets of values are drawn from the same distribution, the chi-squared statistic obtained by comparing them is likely to be small. Large chi-squared values are indicative of the rule sets having different distributions of the qualities in question. We rank the different methods by their chi-squared values (see Table 6.4) for rule confidence, coverage, swing, and swing surprisingness.

We also visually examine how suppression affects the distribution of rules in terms of coverage (see Chapter 2), confidence, swing, and swing surprisingness. In particular, we are interested in whether certain classes of rules are eliminated by suppression. We can divide rules into four classes: strong (high coverage and high confidence), general (high coverage, low confidence), exception (low coverage, high confidence, see [121, 93]), and weak (low coverage, low confidence). We do not discuss the effect of suppression on weak rules, as these are unlikely to be of interest, but the other three classes should be reduced equally to yield a rule set that is likely to be predictive. We are also interested in rules with high swing/swing surprisingness; eliminating these rules is likely to compromise the predictiveness of the rule set.
Table 6.4: Chi-squared values for the suppressed rule set, rule set reduced using increased minimum confidence, and rule set reduced using increased minimum antecedent support. A lower chi-squared value indicates a more similar distribution of rules relative to the original rule set.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Suppressed</th>
<th>Min. Confidence</th>
<th>Min. Antecedent Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence</td>
<td>43.643 (1)</td>
<td>360.815 (3)</td>
<td>105.867 (2)</td>
</tr>
<tr>
<td>Coverage</td>
<td>9.133 (1)</td>
<td>66.599 (2)</td>
<td>234.239 (3)</td>
</tr>
<tr>
<td>Swing</td>
<td>5.098 (1)</td>
<td>309.183 (3)</td>
<td>63.489 (2)</td>
</tr>
<tr>
<td>Swing Surprisingness</td>
<td>24.653 (2)</td>
<td>150.697 (3)</td>
<td><strong>18.431 (1)</strong></td>
</tr>
<tr>
<td>Avg. Rank</td>
<td><strong>1.25</strong></td>
<td>2.75</td>
<td>2</td>
</tr>
</tbody>
</table>

6.7.3 Comparing rule distribution using the chi-squared statistic

A summary of the results of our chi-squared distribution tests is shown in Table 6.4. For each reduced rule set, we generate a chi-squared statistic for each of the four properties by comparing the reduced rule set to the original set. The lower the chi-squared statistic (for a given original rule set), the more closely the distribution of rules in the reduced set matches that of the rules in the original set for that property. For each original set, we ranked the three reduced rule sets by their chi-squared statistic, assigning rank one to the reduced rule set with the lowest chi-squared statistic, and hence the greatest resemblance to the original rule set. Table 6.4 shows the number of instances in which each type of reduced rule set is ranked first, second, and third, and the average rank.

As can be seen in Table 6.4, the suppressed rule sets have consistently lower chi-squared values when compared to the original rule set than rule sets reduced by the other two methods. In the single case where the suppressed rule set does not have the lowest chi-squared statistic (swing surprisingness), the value is very close to the lowest value. We take this as good evidence that suppressed rule sets retain the distribution of the original rule sets. To expand on this analysis, we visually examine...
the distribution of rules in the next section.

6.7.4 Visual analysis of rules from the Adult dataset

Coverage/confidence distribution

The suppressed rule set has maintained the shape of the original distribution (see Figure 6.8). The rule set constrained with increased minimum confidence has lost every general rule and a large number of exception rules, changing the distribution substantially. The rule set constrained with increased minimum antecedent support has lost all of the higher confidence rules (both exception rules and strong rules). The coverage/confidence distributions suggest that increasing the minimum confidence or antecedent support parameters to constrain rule set size negatively affects the rule set, relative to a suppressed set of similar size.

Confidence/swing distribution

The suppressed rule set maintains the shape of the confidence/swing distribution to a high degree (see Figure 6.9). This suggests that swing is unlikely to be negatively affected by suppression.

Neither of the sets constrained with the Apriori parameters have maintained the shape of the confidence/swing distribution. Many rules with high swing relative to their confidence have been eliminated, suggesting that the rule sets are compromised in terms of swing relative to the original set and the suppressed set.

Confidence/swing surprisingness

The suppressed rule set generated on Adult maintains the shape of the confidence/swing surprisingness distribution of the original rule set (Figure 6.10). The rule set constrained with increased minimum confidence has many rules of high swing surprisingness missing, relative to the original set. The rule set constrained with increased
minimum antecedent support is more similar to the original rule set, but has still lost many rules that have been retained in the suppressed rule set. This shows that using these measures to constrain rule set size may adversely affect rule sets.

6.7.5 Assessment

We have shown that BruteSuppression can be used to reduce rule set size without altering the distribution of the rule set in terms of a number of different interestingness measures. In contrast, using the minimum confidence or minimum antecedent support
parameters built into Apriori changes the distribution of the rules considerably. We take this as evidence that BruteSuppression is applicable to the general problem of reducing rule set size, as well as to the specific problem of reducing the size of our rule sets without harming the partial classification performance of the rule set.
6.8 Conclusions

Nugget discovery can be used to improve classification accuracy on a given class, as well as providing interpretable rules that can provide insight into the problem domain. It combines well with binary-shapelet data, which is designed to be interpretable.

We make two novel contributions: the use of nugget discovery with binary shapelet data to yield accurate, interpretable partial classification for classes where the ensemble performs poorly, and BruteSuppression, an algorithm for reducing rule set size.
to improve interpretability while retaining both the character of the rule set and classification performance.

We show that nugget discovery outperforms the ensemble on poorly predicted classes for shapelet data with 20 or fewer shapelets. Where there are more than 20 shapelets, there is no significant difference in accuracy, though in individual cases the rule sets may provide considerable increases in accuracy. We also show that there is no significant difference in accuracy between a suppressed rule set and an unsuppressed rule set, though in general the suppressed sets are very much smaller. As rule set size increases, performance of the suppressed sets remains constant, while performance of the unsuppressed rule sets degrades. Finally, we show qualitatively that BruteSuppression can be applied more generally as a method to reduce rule set size without affecting the character of the rule set.

We conclude that nugget discovery with BruteSuppression can be used to increase accuracy where dimensionality is low and the ensemble has performed poorly. We recommend its use as a supplement to the ensemble classifier. As well as accuracy, the suppressed rule sets combine well with the binary shapelet data to offer comprehensible partial classification that could provide insight into the problem domain.
Chapter 7

Unsupervised Learning with Localised Shapes

7.1 Introduction

Finding motifs (approximately recurring subsequences) in time series is an unsupervised data-mining problem that mirrors the supervised shapelet approach. Rather than finding the subsequences that are most discriminative of classes by mining a labelled dataset, the problem is to find sets of subsequences that approximately match in a longer time series. This represents a different application of the idea of local-shape-based similarity.

Two significant papers on exact discovery of motifs are [131, 132]. Their emphasis is on finding best-matching pairs of subsequences. Our contribution is directed at exact discovery of frequently occurring subsequences, rather than best-matching pairs. We propose three algorithms for this purpose. Scan MK and Cluster MK (Sections 7.2.1 and 7.2.2 respectively) use the Mueen-Keogh (MK) pair-matching algorithm (Section 3.5.3) as a subroutine (although any pair-finding algorithm could be used) for building motif sets, either by scanning and condensing the subsequences around the matching pairs (Scan MK), or by hierarchically clustering the subsequences and centroids. Our third algorithm, Set Finder, finds motif sets based on whole set quality,
Figure 7.1: A simulation of an electricity demand profile, with three motif sets. The red pattern represents a period of no usage, the blue pattern approximates the usage pattern of a dishwasher, and the green pattern approximates the usage pattern of an immersion heater.

rather than pair matching (Section 7.2.3). We assess their performance on both real and synthetic data, described in Chapter 4.

The real-world problem we study is finding motifs in household electricity-usage profiles. The problem is as follows: given a time series of household electricity usage, taken at 15-minute intervals over the study period, find repeating patterns of usage and relate these patterns to devices. If we can solve this problem, we can use the motifs in further analysis. For example, we can attempt to deconstruct the household usage into its constituent parts, disaggregating the data in terms of devices [64], or use the devices detected within a household to profile and cluster customers. Figure 7.1 shows a manufactured example of the type of time series in which we wish to find motifs.

The results, presented in Section 7.3, show that Set Finder and Cluster MK find motif sets more accurately than Scan MK on the synthetic data; however, Cluster MK is more sensitive to parameter settings and much slower than the other two algorithms. Scan MK and Cluster MK are faster than Set Finder on the electricity data. Our qualitative analysis, however (see Section 7.4), shows that Set Finder produces motif sets with more meaning in relation to the problem domain. In Section 7.5, we conclude that, for the type of problem we have studied, Scan MK does not find motif sets as accurately as Set Finder, although it is much faster on smoother data; the more
sophisticated approach of Cluster MK is promising in terms of accuracy, but is not suitable for noisy data in terms of speed.

7.2 Finding motif sets

7.2.1 Scan MK

Mueen et al. [132] define frequently occurring patterns as range motifs, and claim that once the best-matching pair is found with MK, finding the range motif is trivial through a linear scan. The process is not trivial, however, because of the necessity of avoiding trivial matching and ensuring that members of the motif set are a minimum distance apart. The linear scan discovers every matching subsequence to the original pair; the real difficulty lies in selecting the appropriate subsequences from that set to give the best motif set while satisfying the constraints.

Our contribution to solving this problem is extending the method for finding the range motif outlined in [132] to find approximate $K$-motif sets. We iterate the process of finding closest pairs and their matches, adding them to a motif set and removing members and their trivial matches from the list of candidates after each iteration. The algorithm is described in Algorithm 17. We assume a distance function $d(S_i, S_j)$ is defined (we use Euclidean distance for all experiments). $r$ is approximately the cluster radius; for Scan MK, $2r$ is the maximum distance permitted between two members of the same cluster.

MK is used to find the best-matching pair of subsequences in $S$ (line 6); if the distance between them is greater than $2r$, the algorithm terminates. Otherwise, the best-matching pair is added to a motif set, the trivial matches of the best-matching pair are removed from $S$ (lines 12-15), and the remaining subsequences are scanned. Any subsequences within $2r$ of both members of the best-matching pair are added to the motif set (lines 16-22).
The **condense** function operates as follows. For each set of contiguously-indexed subsequences, the non-trivial match is taken to be the subsequence with the smallest total distance between it and each of the members of the motif set. The contiguously-indexed subsequences are taken to be trivial matches, and are excluded from the motif set. The motif set is further condensed by removing one subsequence of any pair whose members are more than $2r$ apart. We choose which subsequence to exclude based on the number of clashes. For example, if a subsequence that clashes with three others is greater than $2r$ from a subsequence that clashes with two others, the first subsequence is removed, maximising the cardinality of the set. Ties are decided based on average linkage; the subsequence with the shortest total distance to the other members of the set is retained. Once the motif set is established, its members and their trivial matches are removed from the candidate set, and the process is repeated until no more subsequences are within $2r$ of each other.

### 7.2.2 Cluster MK

The second algorithm we propose is based on hierarchical clustering of best-matching pairs. Hierarchical clustering is a widely used clustering approach (see, for example, [100]), based on finding best-matching pairs of series. We use MK to find the pairs, and an adapted form of bottom-up hierarchical clustering described in Algorithm 18.

We find the closest pair of subsequences, then merge this pair to form a new cluster (motif set). The cluster is represented by a new subsequence found by averaging the input subsequences, weighted by the number of subsequences that have already been combined. This ensures the cluster centre accurately reflects the members of the cluster. The process is repeated until the distance between the best-matching pair is greater than $r$. At this point the subsequence set $S$ will contain the motifs, and the motif sets can be recovered from the clustering data structure.
Algorithm 17 \textbf{scanMK}(F, the set of all length $n$ subsequences, $r$)

1: \hspace{1em} M \leftarrow \emptyset
2: \hspace{1em} S \leftarrow F
3: \hspace{1em} k \leftarrow 0
4: \hspace{1em} \textbf{while} end = \text{FALSE} \hspace{1em} \textbf{do}
5: \hspace{2em} end \leftarrow \text{TRUE}
6: \hspace{2em} \{L_1, L_2\} \leftarrow \text{MK}(S) \{L_1 \text{ and } L_2 \text{ are indexes in } F\}
7: \hspace{2em} \textbf{if} \ d(F_{L_1}, F_{L_2}) \leq 2r \hspace{1em} \textbf{then}
8: \hspace{3em} end \leftarrow \text{FALSE}
9: \hspace{3em} k \leftarrow k + 1
10: \hspace{3em} M_k \leftarrow \{F_{L_1}, F_{L_2}\}
11: \hspace{3em} D \leftarrow \emptyset
12: \hspace{2em} \textbf{for} \ i \leftarrow 1 \hspace{1em} \textbf{to} \ |S| \hspace{1em} \textbf{do}
13: \hspace{3em} \textbf{if} \ \text{trivialMatch}(F_{L_1}, S_i) \lor \text{trivialMatch}(F_{L_2}, S_i) \hspace{1em} \textbf{then}
14: \hspace{4em} D \leftarrow D \cup S_i
15: \hspace{2em} \textbf{end} \hspace{1em} \textbf{for}
16: \hspace{2em} S \leftarrow S - D
17: \hspace{2em} \textbf{for} \ i \leftarrow 1 \hspace{1em} \textbf{to} \ |S| \hspace{1em} \textbf{do}
18: \hspace{3em} \textbf{if} \ d(F_{L_1}, S_i) \leq 2r \land d(F_{L_2}, S_i) \leq 2r \land S_i \notin D \hspace{1em} \textbf{then}
19: \hspace{4em} M_k \leftarrow M_k \cup S_i
20: \hspace{4em} \textbf{for} \ j \leftarrow 1 \hspace{1em} \textbf{to} \ |S| \hspace{1em} \textbf{do}
21: \hspace{5em} \textbf{if} \ \text{trivialMatch}(S_i, S_j) \hspace{1em} \textbf{then}
22: \hspace{6em} D \leftarrow D \cup S_j
23: \hspace{2em} \textbf{end} \hspace{1em} \textbf{for}
24: \hspace{2em} M_k \leftarrow \text{condense}(M_k, r)
25: \hspace{2em} \textbf{end} \hspace{1em} \textbf{for}
26: \hspace{1em} \textbf{if} \ k > 0 \hspace{1em} \textbf{then}
27: \hspace{2em} M \leftarrow \{M_1, ..., M_k\}
28: \hspace{1em} \text{sort}(M)
29: \hspace{1em} \textbf{return} \ M

Algorithm 18 \textbf{clusterMK}(F, r)

1: \hspace{1em} S \leftarrow F
2: \hspace{1em} \textbf{while} end = \text{FALSE} \hspace{1em} \textbf{do}
3: \hspace{2em} end \leftarrow \text{TRUE}
4: \hspace{2em} \{L_1, L_2\} \leftarrow \text{MK}(S)
5: \hspace{2em} \textbf{if} \ d(F_{L_1}, F_{L_2}) \leq r \hspace{1em} \textbf{then}
6: \hspace{3em} end \leftarrow \text{FALSE}
7: \hspace{3em} S \leftarrow S - \{F_{L_1}, F_{L_2}\}
8: \hspace{3em} c \leftarrow \text{merge}(F_{L_1}, F_{L_2})
9: \hspace{3em} S \leftarrow S \cup c
10: \hspace{1em} \textbf{return} \ S
7.2.3 Set Finder

We propose an algorithm to find the $K$-motif sets directly, based on counting and separating (Algorithm 19). Each subsequence is compared to every other subsequence, and the non-trivial matches are counted. The set of counts is sorted. The sorted set is then input to the function separate, which checks each subsequence with a non-zero count in order to ensure that it is at least $2r$ apart from subsequences with a greater number of matches. Subsequences that fail the test are removed from the set. An early abandon based on the value of $r$ is built into the distance function to speed up the algorithm.

Algorithm 19 setFinder($F, r$)

1. $C \leftarrow <0, \ldots, 0>$
   
   \{ $C$ is counts vector of length $|F|$ initialised to 0 \}
2. for $i \leftarrow 1$ to $|F|$ do
3.     for $j \leftarrow i + 1$ to $|F|$ do
4.         if $d(F_i, F_j) \leq r$ \& $\text{trivialMatch}(F_i, F_j) = \text{FALSE}$ then
5.             $C_i \leftarrow C_i + 1$
6.             $C_j \leftarrow C_j + 1$
7.     sort($C, F$)
8. $M \leftarrow \text{separate}(C, F)$
9. return $M$

The storing and recovery of the motif sets is omitted for clarity, but is easily achieved by retaining references to subsequences in addition to count data.

7.3 Synthetic data results

7.3.1 Timing experiments

Our primary aim is to assess how accurately the algorithms discover motif sets; for completeness, we also include timing comparisons. As can be seen in Figure 7.2, Cluster MK performs very poorly on the synthetic data; its times increase exponentially with the range parameter $r$. There is a relatively small difference between Set Finder
Figure 7.2: Time in seconds averaged over 100 runs for Set Finder, Scan MK, and Cluster MK for varying values of $r$ on synthetic data (left, Set Finder and Scan MK, right, all three algorithms).

and Scan MK, with noticeable increases in time taken by the latter when the MK algorithm must be called multiple times. The time taken by Set Finder increases linearly with the value of $r$ (this is true for both the synthetic and the electricity data), while the time taken by Scan MK remains constant until the increase in $r$ causes additional calls to the MK algorithm. It should be noted that the synthetic data we have used is a worst-case scenario for MK; we attribute the performance of Set Finder on this data to the aggressive early abandon it employs and that it performs only one pass through the data. Since the other two algorithms must call MK multiple times for higher values of $r$, they perform more slowly.

For the electricity data (Figure 7.3), Scan MK and Cluster MK are much more impressive. This data is well suited to the MK algorithm, and the times for both
Figure 7.3: Time in seconds averaged over 100 runs for Set Finder, Scan MK, and Cluster MK for varying values of $r$ on electricity data.

remain fairly constant, and lower than Set Finder, across all $r$ values. Scan MK is very fast on this data. Set Finder performs adequately, but is clearly the slowest of the three algorithms.

From our timing experiments, we conclude that Cluster MK may be infeasibly slow for large, noisy datasets; Scan MK and Set Finder take a roughly equivalent amount of time for this type of data, assuming the value of $r$ is not too high. Cluster MK is a better choice for smoother datasets such as our electricity-usage data; Scan MK is very fast and may be the best choice for very large, smooth datasets. Set Finder is the slowest of the three algorithms on this data, but its speed is more robust to increasing noise than that of the other two algorithms.

### 7.3.2 Performance evaluation

To assess performance, we measure how well the algorithms find labelled motif sets. The performance of the algorithms is assessed on two criteria: the proportion of the discovered motif set that is correct (precision) and the proportion of the labelled motif sets that are found by the algorithm (sensitivity). We calculate these as follows. An
index to a subsequence returned by an algorithm is considered a true positive (TP) if it is within $\frac{n}{2}$ of the index of the shape in the data. It is considered a false positive (FP) if it is not within $\frac{n}{2}$ of the index of any shape in the data. A false negative (FN) is any shape contained in the data with an index that is not within $\frac{n}{2}$ of any index returned by the algorithm. We calculate two measures of accuracy:

$$\text{Precision} = \frac{TP}{TP+FP},$$

and

$$\text{Sensitivity} = \frac{TP}{TP+FN}.$$  

For synthetic data containing two motif sets, the sets of indexes generated by the algorithm are paired with the indexes of the motif sets in the data, giving a combination we refer to as a matching. A score is calculated for each matching as follows. Each index that is not paired with another index adds the value of $n$ (the length of the shape in the data) to the score. In our experiments, $n$ is fixed at 29. For each pair of indexes, the absolute value of the difference between the two is calculated, with a ceiling fixed at the value of $n$. Hence, pairing an index of 13 with an index of 21 gives a score of 8. The scores are tallied for each possible combination of indexes within sets, and of matchings between sets. Our measure rewards close matches, and punishes false negatives and false positives equally. Thus, if the data contain two shapes, $A$ and $B$, with the associated index sets $A = \{13, 240, 500\}$ and $B = \{456, 708, 865\}$, and the algorithm has returned a single set of indexes $ALGO = \{447, 700, 870\}$, we tally scores for each of the two possible pairings of sets $\{A, ALGO\}$ and $\{B, ALGO\}$, by scoring each of the ways of pairing the indexes within those sets. The lowest score is the best match, and is returned as the score of the algorithm on that data.

To assess significance for differences between algorithms at a given value of $r$, we perform a two-sample T-test with an alpha value of 0.05.
We compare the algorithms on two problems: finding a single set of shapes inserted into random noise, and finding two sets of shapes inserted into random noise. The second problem is more complex, and more representative of real-life applications. We use a range of $r$ values for two reasons. First, we are interested in discovering the value of $r$ that is appropriate for various situations. Second, we are interested in how the algorithms compare to one another over a range of values; if we used a single value for $r$, our results might be misleading.

### 7.3.3 $r$ value

For the synthetic data, all algorithms perform best when $r$ is around $\frac{n^2}{2}$ for motif length $n$. We speculate that the high level of noise in the data prevents successful discovery of motifs with smaller values of $r$. For noisy data, we recommend setting $r$ at this level as a heuristic. If $r$ is higher than $\frac{n^2}{2}$ on our synthetic data, performance begins to degrade.

The electricity data is much less noisy than the synthetic data. On that data, we achieve good results with $r = \frac{n}{8}$. This equates to an $r$ value of 3.6 for the synthetic data, a value at which the sensitivity is 0. The synthetic data is too noisy to tolerate such a low value of $r$. As a general rule, we suggest indexing $r$ to $n$, and decreasing the value of $r$ as the level of noise in the data decreases.

### 7.3.4 Problems with a single motif set

We find the precision and sensitivity for a range of values of $r$. In the limit, we would expect precision to approach unity as $r$ decreases, and sensitivity to approach unity as $r$ increases (for example, an algorithm returning the indexes of all subsequences would have sensitivity 1 and precision approaching 0).

For the experiments using a single shape, we tested the three algorithms over 1000 datasets containing three to five instances of the shape, using different values
of $r$ in the range $r = [5, 25]$. Figure 7.4 shows the results of these experiments. The statistically significant differences are listed below.

In terms of sensitivity, the Set Finder algorithm outperforms the Scan MK algorithm significantly in the range $r = [10, 20]$. Cluster MK has better sensitivity than either of the other algorithms in the range $r = [9, 17]$. The sensitivity score for Cluster MK is the worst for values of $r$ greater than 20, suggesting that the algorithm requires accurate tuning to return useful results. For values of $r$ greater than 22, Scan MK outperforms Set Finder. However, this appears to be because the Scan MK algorithm returns many more results for $r$ in this range, and consequently has a greater number of both true and false positives, an inference that is supported by the precision results. For values of $r$ above 15, the Set Finder algorithm has significantly better precision than the Scan MK or Cluster MK algorithms. The precision of the
Scan MK algorithm diminishes more quickly than that of Set Finder because the algorithm generates more false positives for higher values of $r$. The precision of Cluster MK is the worst for values of $r$ greater than 16; although the algorithm generates many false positives, it also has low sensitivity at high values of $r$ because it misses true positives. Again, this is suggestive of a need for careful parameter setting when using Cluster MK.

We conclude that Cluster MK and Set Finder are more accurate than Scan MK; Cluster MK is better for finding motifs, and Set Finder is better for avoiding false positives. Cluster MK has the disadvantage that it is very sensitive to the value of $r$, and its performance degrades quickly outside of the optimum range. Scan MK is significantly more sensitive at high values of $r$, but the concomitant loss of precision suggests that it will give many false positives in this range, which may be unsuitable for certain tasks.

### 7.3.5 Problems with two motif sets

Finding multiple motif sets is more complex, not least because the algorithms must distinguish between the subsequences that belong to different sets (see Section 7.3.2). For the single shape problem, we permit multiple sets to be aggregated; for the two-shape problem, each set returned by the algorithm is assigned to at most one of the motif sets in the data. Hence, an output of a single set containing all of the instances of both shapes is rewarded only for finding one motif set, and punished for missing the other set and for false positives. Equally, if the algorithm finds all instances of both motif sets, but splits them into many different sets, it is punished accordingly.

The results of the two-shape experiments are shown in Figure 7.5.

The Set Finder algorithm performs significantly better than the Scan MK algorithm in the range $r = [11, 15]$. Outside of this range, there is no significant difference
between the two algorithms. For values of $r$ greater than 14, Set Finder outperforms Cluster MK; at lower values, there is no significant difference in performance. In the range $r = [9, 12]$, Cluster MK outperforms Scan MK; this result is reversed in the range $r = [16, 18]$, where Cluster MK has the worst performance of the three algorithms. In accordance with the results of the single-shape problem, it seems that Cluster MK is more sensitive to the value of $r$ than the other two algorithms. The best values for all of the algorithms occur in the range $r = [14, 16]$. This is also approximately the optimal range for precision and sensitivity in the single-motif problem.

It is our opinion that experiments performed with a greater number of datasets (say, 1000, rather than 100) would show Set Finder to be significantly better over a greater range of values, but would also show Cluster MK to be superior at lower values of $r$.

Our results suggest that Set Finder is the most accurate algorithm when $r$ is approximately $\frac{9}{2}$, which we suggest is an appropriate value for noisy data. Once again, Cluster MK is very sensitive to the value of $r$, which is a weakness of the algorithm, as small differences in $r$ (which is difficult to estimate precisely), can cause the algorithm’s performance to deteriorate.

Figure 7.5: The mean match score (as defined in Section 7.3.2) and standard error over a random sample of 100 instances of the two shape datasets for Scan MK, Cluster MK, and Set Finder with values of $r$ in the range 5 to 18. Lower scores indicate better performance.
7.4 Electricity-usage data

Figure 7.6: A household electricity-usage profile; the subsequences returned by the Set Finder algorithm as members of the two-motif set are highlighted in red, and represent the washing machine device.

In this section, we present qualitative analysis on the performance of Set Finder and Scan MK on household electricity-usage data. We use a window size of 4, as this represents one hour. Our results show that analysis in terms of motif sets is likely to be fruitful for profiling device usage.

We first analyse the performance of the Set Finder algorithm on a usage profile. The usage profile contains usage instances of three devices: a dishwasher, a washing machine, and an oven. Using the values $r = 0.5$ and $n = 4$, the algorithm returns two sets of indexes. Unsurprisingly, the larger set contains all instances of four consecutive zeros, representing the instances of no device usage. More interestingly, the other set consists of indexes that closely resemble the usage profile of the washing machine. Figure 7.6 shows the usage profile with the discovered motif set highlighted in red. The indexes are shown in Table 7.1. The 2-motif set found by the algorithm correctly identifies all instances of the washing machine in this usage profile, and no other devices.

The precision is 1 (no false positives), and for the washing machine device, sensitivity is also 1 (no false negatives). The sensitivity measured over all devices is 0.21; while this may appear to be fairly poor, it is better than some of the results obtained on the synthetic data.

The electricity-usage problem has an added level of complexity because the motif
sets representing different devices contain subsequences of different lengths; this necessitates variation in the values of $n$ and $r$, and explains why the algorithm found one device perfectly, while missing the others. An appropriate approach for such data would involve producing output for many values of $n$ and $r$, and post-processing the discovered motif sets to find the set of devices in the data.

Figure 7.7: A household electricity-usage profile; the subsequences returned by the Scan MK algorithm are highlighted as follows: 4-motif set (red) and 5-motif set (green), are instances of the dishwasher device. The 6-motif set (purple) is two instances of the oven device.

We turn now to the performance of the Scan MK algorithm. Again, we use fixed values of $n = 4$ and $r = 0.5$. As identified by the algorithm, the 1-motif set is largely 0 elements. As with the Set Finder algorithm, we disregard this set. We also disregard the 2-motif set and 3-motif set, as they contains very similar data that would be post-processed as belonging with the 1-motif set. The other sets of indexes returned by the algorithm (see Table 7.2) are interpretable as follows. The algorithm has been reasonably successful at finding the dishwasher device, although post-processing would be required to combine the 4-motif set (highlighted in red on Figure 7.7) and the 5-motif set (highlighted on Figure 7.7 in green). The precision of the combined set is 1 (no false positives); the sensitivity for the dishwasher is 0.56. The overall
Table 7.2: Indexes for the sets returned by the Scan MK algorithm on the data shown in figure 7.7, and the starting positions of the dishwasher device.

<table>
<thead>
<tr>
<th>Indexes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-Motif: {37, 81, 209}</td>
</tr>
<tr>
<td>5-Motif: {4, 111}</td>
</tr>
<tr>
<td>6-Motif: {73, 177}</td>
</tr>
<tr>
<td>Dishwasher: {4, 37, 64, 82, 112, 141, 165, 186, 209}</td>
</tr>
</tbody>
</table>

sensitivity is 0.24; this value includes the two oven devices identified as the 6-motif set (highlighted in purple in Figure 7.7). It should be noted that the device-specific sensitivity of Scan MK was lower than that of Set Finder, even though Scan MK benefited from generous post-processing.

7.5 Conclusion

Finding motif sets in time series is essentially a form of clustering, and it is necessary to define a heuristic search technique to find motif sets, as the problem is NP-complete. We have proposed and compared three such algorithms for motif-set discovery: Scan MK, Cluster MK, and Set Finder. Extensive experimentation shows that Set Finder is significantly more accurate than Scan MK on synthetic data containing one and two shapes, for the values of the range parameter \(r\) for which the algorithms perform best. Cluster MK is competitive providing that appropriate values of \(r\) are used; however, it is very sensitive to the value of \(r\).

We have extended our experiments to investigate the problem of profiling device usage from household electricity-consumption data. We found the motif set approach showed promise for identifying specific devices from data; we can reasonably expect to improve this performance dramatically on less aggregated data, and by using varying values of \(n\) and \(r\) followed by post-processing.

Our goal is to investigate the appropriateness of a representation based on local similarity of shape for analysis of repeated patterns in time series. We show the
effectiveness of such a representation for the supervised tasks of classification and partial classification; an extension to unsupervised clustering of patterns is a logical progression. There is considerable overlap in the techniques required to use local similarity of shape in either context. For example, eliminating self-similar shapelets is closely related to avoiding trivially matched motifs. We consider shapelets and motifs to be two examples of the same conceptual insight applied to data-mining problems: that of features based on local similarity of shape. They involve overcoming many of the same difficulties, and, we argue, represent two separate applications of the same methodology.
Chapter 8

Conclusions and Future Work

We show that time-series data mining using local similarity of shape offers both improved performance for data-mining tasks, and highly interpretable models.

We discuss several methods for mining time-series data using an approach based on local similarity of shape. We show that classification using local similarity of shape, through our shapelet transform, offers improved accuracy over the benchmark method, 1NNDTW. This accuracy is improved for certain classes by using partial classification based on association rules mined from the shapelet-transformed data. Approximately repeated patterns can be mined from time-series data using a similar intuition to our shapelet approach, one that focuses on subsequences of the data.

Throughout the thesis, we focus not only on quantitative measures like accuracy, but also on improving the interpretability of our models, something that, for time-series data, is best offered by local similarity of shape. We cluster shapelets to reduce dimensionality, transform the clustered data into binary data to aid comprehension, and reduce rule set size to offer the most compact and interpretable model possible.
8.1 Evaluation

In Section 1.1, we pose the overall objective of the thesis in terms of the following question: how best can we use methods based on local similarity of shape for mining time-series data? We answer this question in terms of the objectives listed in Section 1.1.1:

1. **Develop and test subsequence-based representations for time-series.** We have developed and tested two subsequence-based representations for time series: a shapelet transform for time series classification, and a representation based on frequently-recurring subsequences (motifs) for unsupervised mining of patterns from time series.

2. **Create and refine algorithms and methods for discovering and extracting subsequences to represent locally-similar features.** We make a number of refinements to the shapelet transform, and create and test three algorithms for extracting motifs from time-series data.

3. **Implement and test approaches to make best use of the representations for solving specific data-mining problems.** We propose and thoroughly test an ensemble classifier that provides highly accurate classification of time-series data, and improve it with the addition of partial classification for poorly predicted classes. We also compare our three motif-finding algorithms in terms of speed and performance on both synthetic and real data.

4. **Design methods and representations that maximise interpretability without substantially diminishing performance.** We propose, implement, and test dimensionality-reduction methods, including filtering shapelets, clustering shapelets, and Brute-Suppression of rule sets, that improve interpretability without compromising
accuracy. We also propose a representation, binary shapelets, that maximises interpretability with only minor loss of accuracy in most cases. Our partial classification rule-based approach offers a highly comprehensible model that is no less accurate than the ensemble classifier for predicting membership of individual classes for low-dimensionality problems.

In achieving the objectives of the thesis, we overcome the three challenges described in Section 1.1.2; our new methods offer improved accuracy (Challenge 1; for example, shapelet transform with ensemble classifier, partial classification, Set Finder algorithm), improved interpretability (Challenge 2; for example, MDLStopCE clustering, binary shapelets, BruteSuppression, partial classification), and acceptable time complexity (Challenge 3; for example, shapelet transform with ensemble classifier, MDLStopCE clustering, BruteSuppression).

In answering the overriding research question, we make a number of novel contributions, listed in the next section.

8.2 Novel contributions

We have made a number of novel contributions to time-series data mining using local-shape-based similarity:

- We have proposed and extensively tested a state-of-the-art ensemble classifier on shapelet-transformed data, which provides better accuracy than the benchmark for TSC (1NNDTW), and existing methods that use the shapelet approach.

- We have proposed and tested a novel, parameterless method of clustering shapelets, MDLStopCE, that reduces the dimensionality of shapelet-transformed data without compromising accuracy.
• We have proposed a binary transform for shapelet-transformed data to enhance interpretability.

• We have used association rules for partial classification of shapelet-transformed data, improving accuracy for poorly predicted classes of lower-dimensionality data, and providing a highly interpretable model.

• We have shown that twelve commonly used interestingness measures are redundant for partial classification, as they impose the same ordering on a rule set as confidence.

• We have proposed and tested an algorithm, BruteSuppression, that substantially reduces the size of partial classification rule sets without negatively affecting the performance of the rule set, or causing large alterations in the distribution of rules in the rule set.

• We have described three novel algorithms for mining sets of approximately repeated patterns in time-series data, and tested them on synthetic data and on a real-world device disambiguation problem from electricity-consumption data.

8.3 Future directions

8.3.1 Extending the shapelet transform

There are a number of extensions that could be made to the shapelet transform. For example, $k$, the maximum number of shapelets used, could be indexed to the training data. The algorithm could also be modified to ensure that it delivers shapelets taken from each class; the proportion of shapelets from a given class could be weighted to the base incidence rate in the training data, or selected depending on other considerations.
(a particular class of interest could be allotted a greater proportion of the shapelets, for example). Approximate shapelets are another area that might offer considerable improvement; combining the shapelet transform with a bespoke search method for discovering good (but not optimal) shapelets could grant enormous speed increases without being overly detrimental to accuracy.

8.3.2 Extending shapelet clustering

Our MDL-based approach for clustering finds, we claim, the correct number of shapelets for a dataset. We feel that this clustering method could be extended to other time-series clustering problems, perhaps in conjunction with a repeated pattern mining approach. It is applicable to any problem where time series are clustered, and would be interesting to compare to existing time-series clustering methods.

8.3.3 Extending the partial classification framework

We have shown that partial classification with association rules can improve accuracy on poorly predicted classes and provide a comprehensible model of the relationship between the binary shapelets and the class label. The major weakness of the approach is that Apriori cannot be used easily with high-dimensionality data, and removing large numbers of shapelets is detrimental to performance. Hence, one direction in which the approach could be improved is by testing different rule induction algorithms with better time complexity in the attribute space, or developing a bespoke algorithm for use with shapelet-transformed data. We suspect that the results found on the low-dimensionality data could be extended productively to all shapelet-transformed datasets.

Another useful extension to the approach would be to employ an implementation of Apriori, or any rule induction algorithm, that could use real-valued data. This would sacrifice some interpretability; the interesting question is whether the performance of
the partial classification would be improved by the additional information contained in the data.

### 8.3.4 Extending motif discovery

There are two directions in which the motif discovery research we have conducted could be extended. One extension would be to make use of the motifs as primitives in some other process, and use the results of that process to assess how well the algorithms are finding motifs. For example, after finding the motifs in a time series, rule induction could be used on the motifs to predict future behaviour.

Another potential extension would be to apply the algorithms to real data from a wider variety of domains. Noise makes an enormous difference to the relative speeds of the algorithms, and it would be interesting to examine this effect further. In addition, a wider variety of problems would allow us to extend what we found on synthetic data to real-world data, and see if the differences between the algorithms are similar for the different types of problem.
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Appendix
Table 8.1: Accuracies of ensemble classifier on shapelet-transformed data and 1NNDTW with warping window set by cross-validation on raw data, over 75 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Ensemble classifier on shapelet-transformed data</th>
<th>1NNDTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>0.565</td>
<td>0.611</td>
</tr>
<tr>
<td>ArrowHead</td>
<td>0.771</td>
<td>0.783</td>
</tr>
<tr>
<td>Beef</td>
<td>0.833</td>
<td>0.667</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>0.750</td>
<td>0.650</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>0.750</td>
<td>0.650</td>
</tr>
<tr>
<td>Car</td>
<td>0.733</td>
<td>0.767</td>
</tr>
<tr>
<td>CBF</td>
<td>0.957</td>
<td>0.994</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>0.700</td>
<td>0.625</td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>0.846</td>
<td>0.929</td>
</tr>
<tr>
<td>Coffee</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Computers</td>
<td>0.700</td>
<td>0.876</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.782</td>
<td>0.754</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.764</td>
<td>0.795</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.772</td>
<td>0.823</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>0.876</td>
<td>0.925</td>
</tr>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>0.741</td>
<td>0.799</td>
</tr>
<tr>
<td>DistalPhalanxOutlineCorrect</td>
<td>0.736</td>
<td>0.746</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>0.633</td>
<td>0.662</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>0.734</td>
<td>0.691</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>0.999</td>
<td>0.800</td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.737</td>
<td>0.808</td>
</tr>
<tr>
<td>FaceFour</td>
<td>0.943</td>
<td>0.898</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.913</td>
<td>0.909</td>
</tr>
<tr>
<td>fiftywords</td>
<td>0.719</td>
<td>0.765</td>
</tr>
<tr>
<td>fish</td>
<td>0.977</td>
<td>0.834</td>
</tr>
<tr>
<td>FordA</td>
<td>0.927</td>
<td>0.794</td>
</tr>
<tr>
<td>FordB</td>
<td>0.789</td>
<td>0.670</td>
</tr>
<tr>
<td>GunPoint</td>
<td>0.980</td>
<td>0.913</td>
</tr>
<tr>
<td>Haptics</td>
<td>0.477</td>
<td>0.406</td>
</tr>
<tr>
<td>Herrings</td>
<td>0.672</td>
<td>0.656</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>0.385</td>
<td>0.385</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>0.952</td>
<td>0.961</td>
</tr>
<tr>
<td>LargeKitchenAppliances</td>
<td>0.883</td>
<td>0.736</td>
</tr>
<tr>
<td>Lightning2</td>
<td>0.656</td>
<td>0.869</td>
</tr>
<tr>
<td>Lightning7</td>
<td>0.740</td>
<td>0.712</td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.940</td>
<td>0.910</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>0.604</td>
<td>0.739</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>0.630</td>
<td>0.461</td>
</tr>
</tbody>
</table>
Table 8.1: Accuracies of ensemble classifier on shapelet-transformed data and 1NNDTW with warping window set by cross-validation on raw data, over 75 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Ensemble classifier on shapelet-transformed data</th>
<th>1NNDTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MiddlePhalanxOutlineCorrect</td>
<td>0.725</td>
<td>0.801</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>0.539</td>
<td>0.494</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>0.891</td>
<td>0.866</td>
</tr>
<tr>
<td>NonInvasiveFetalECG_Thorax1</td>
<td>0.900</td>
<td>0.804</td>
</tr>
<tr>
<td>NonInvasiveFetalECG_Thorax2</td>
<td>0.903</td>
<td>0.868</td>
</tr>
<tr>
<td>OliveOil</td>
<td>0.900</td>
<td>0.867</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>0.715</td>
<td>0.599</td>
</tr>
<tr>
<td>PhalangesOutlinesCorrect</td>
<td>0.748</td>
<td>0.772</td>
</tr>
<tr>
<td>Plane</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>0.854</td>
<td>0.873</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineCorrect</td>
<td>0.900</td>
<td>0.804</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>0.771</td>
<td>0.683</td>
</tr>
<tr>
<td>PtNDeviceGroups</td>
<td>0.798</td>
<td>0.554</td>
</tr>
<tr>
<td>PtNDevices</td>
<td>0.524</td>
<td>0.519</td>
</tr>
<tr>
<td>RefrigerationDevices</td>
<td>0.557</td>
<td>0.485</td>
</tr>
<tr>
<td>ScreenType</td>
<td>0.533</td>
<td>0.555</td>
</tr>
<tr>
<td>SimulatedSet</td>
<td>0.919</td>
<td>0.672</td>
</tr>
<tr>
<td>SmallKitchenAppliances</td>
<td>0.773</td>
<td>0.744</td>
</tr>
<tr>
<td>SonyAIBORobotSurface</td>
<td>0.933</td>
<td>0.699</td>
</tr>
<tr>
<td>SonyAIBORobotSurfaceII</td>
<td>0.885</td>
<td>0.857</td>
</tr>
<tr>
<td>StarLightCurves</td>
<td>0.976</td>
<td>0.903</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>0.907</td>
<td>0.846</td>
</tr>
<tr>
<td>Symbols</td>
<td>0.886</td>
<td>0.931</td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td>ToeSegmentation1</td>
<td>0.956</td>
<td>0.899</td>
</tr>
<tr>
<td>ToeSegmentation2</td>
<td>0.854</td>
<td>0.892</td>
</tr>
<tr>
<td>Trace</td>
<td>0.980</td>
<td>0.990</td>
</tr>
<tr>
<td>TwoLeadECG</td>
<td>0.996</td>
<td>0.851</td>
</tr>
<tr>
<td>TwoPatterns</td>
<td>0.941</td>
<td>0.999</td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>0.784</td>
<td>0.774</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>0.697</td>
<td>0.698</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Z</td>
<td>0.727</td>
<td>0.673</td>
</tr>
<tr>
<td>wafer</td>
<td>0.998</td>
<td>0.996</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>0.597</td>
<td>0.740</td>
</tr>
<tr>
<td>Worms</td>
<td>0.701</td>
<td>0.532</td>
</tr>
<tr>
<td>WormsTwoClass</td>
<td>0.766</td>
<td>0.584</td>
</tr>
<tr>
<td>yoga</td>
<td>0.805</td>
<td>0.845</td>
</tr>
</tbody>
</table>
Table 8.2: Accuracies of ensemble classifier on shapelet-transformed data, filtered shapelet-transformed data, and MDLStopCE clustered shapelet-transformed data, over 50 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Shapelet Transform</th>
<th>Filtered data</th>
<th>MDLStopCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArrowHead</td>
<td>0.771</td>
<td>0.789</td>
<td>0.737</td>
</tr>
<tr>
<td>Beef</td>
<td>0.833</td>
<td>0.833</td>
<td>0.833</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>0.750</td>
<td>0.750</td>
<td>0.750</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>0.750</td>
<td>0.800</td>
<td>0.800</td>
</tr>
<tr>
<td>Car</td>
<td>0.733</td>
<td>0.733</td>
<td>0.750</td>
</tr>
<tr>
<td>CBF</td>
<td>0.997</td>
<td>0.996</td>
<td>0.976</td>
</tr>
<tr>
<td>CinC_ECG_torsos</td>
<td>0.846</td>
<td>0.833</td>
<td>0.833</td>
</tr>
<tr>
<td>Coffee</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Computers</td>
<td>0.700</td>
<td>0.716</td>
<td>0.716</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.782</td>
<td>0.785</td>
<td>0.659</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.764</td>
<td>0.767</td>
<td>0.585</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.772</td>
<td>0.772</td>
<td>0.687</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>0.876</td>
<td>0.876</td>
<td>0.876</td>
</tr>
<tr>
<td>DistalPhalanx_TW</td>
<td>0.633</td>
<td>0.647</td>
<td>0.630</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>0.999</td>
<td>0.992</td>
<td>0.995</td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.737</td>
<td>0.740</td>
<td>0.688</td>
</tr>
<tr>
<td>FaceFour</td>
<td>0.943</td>
<td>0.932</td>
<td>0.989</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.913</td>
<td>0.918</td>
<td>0.839</td>
</tr>
<tr>
<td>fiftywords</td>
<td>0.719</td>
<td>0.710</td>
<td>0.708</td>
</tr>
<tr>
<td>fish</td>
<td>0.977</td>
<td>0.971</td>
<td>0.971</td>
</tr>
<tr>
<td>GunPoint</td>
<td>0.980</td>
<td>0.980</td>
<td>0.953</td>
</tr>
<tr>
<td>Haptics</td>
<td>0.477</td>
<td>0.451</td>
<td>0.461</td>
</tr>
<tr>
<td>Herrings</td>
<td>0.672</td>
<td>0.688</td>
<td>0.672</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>0.385</td>
<td>0.385</td>
<td>0.373</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>0.952</td>
<td>0.957</td>
<td>0.951</td>
</tr>
<tr>
<td>Lightning2</td>
<td>0.656</td>
<td>0.623</td>
<td>0.623</td>
</tr>
<tr>
<td>Lightning7</td>
<td>0.740</td>
<td>0.726</td>
<td>0.740</td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.940</td>
<td>0.933</td>
<td>0.828</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>0.604</td>
<td>0.609</td>
<td>0.624</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>0.630</td>
<td>0.623</td>
<td>0.623</td>
</tr>
<tr>
<td>MiddlePhalanx_TW</td>
<td>0.539</td>
<td>0.532</td>
<td>0.532</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>0.891</td>
<td>0.887</td>
<td>0.866</td>
</tr>
<tr>
<td>OliveOil</td>
<td>0.900</td>
<td>0.900</td>
<td>0.900</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>0.715</td>
<td>0.707</td>
<td>0.595</td>
</tr>
<tr>
<td>Plane</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>0.854</td>
<td>0.863</td>
<td>0.863</td>
</tr>
<tr>
<td>ProximalPhalanx_TW</td>
<td>0.771</td>
<td>0.785</td>
<td>0.785</td>
</tr>
<tr>
<td>SimulatedSet</td>
<td>0.919</td>
<td>0.913</td>
<td>0.880</td>
</tr>
<tr>
<td>SonyAIBORobotSurface</td>
<td>0.933</td>
<td>0.938</td>
<td>0.943</td>
</tr>
<tr>
<td>SonyAIBORobotSurfaceII</td>
<td>0.885</td>
<td>0.880</td>
<td>0.887</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>0.907</td>
<td>0.894</td>
<td>0.910</td>
</tr>
<tr>
<td>Symbols</td>
<td>0.886</td>
<td>0.884</td>
<td>0.884</td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>0.983</td>
<td>0.980</td>
<td>0.903</td>
</tr>
<tr>
<td>ToeSegmentation1</td>
<td>0.956</td>
<td>0.952</td>
<td>0.930</td>
</tr>
<tr>
<td>ToeSegmentation2</td>
<td>0.854</td>
<td>0.838</td>
<td>0.815</td>
</tr>
<tr>
<td>Trace</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
</tr>
<tr>
<td>TwoLeadECG</td>
<td>0.996</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>0.597</td>
<td>0.605</td>
<td>0.553</td>
</tr>
<tr>
<td>Worms</td>
<td>0.701</td>
<td>0.727</td>
<td>0.727</td>
</tr>
<tr>
<td>WormsTwoClass</td>
<td>0.766</td>
<td>0.792</td>
<td>0.688</td>
</tr>
</tbody>
</table>
Table 8.3: Accuracies of ensemble classifier on shapelet-transformed data clustered using MDL, MDLCE, MDLStop, and MDLStopCE, over 50 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MDL</th>
<th>MDLCE</th>
<th>MDLStop</th>
<th>MDLStopCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArrowHead</td>
<td>0.737</td>
<td>0.731</td>
<td>0.777</td>
<td>0.737</td>
</tr>
<tr>
<td>Beef</td>
<td>0.733</td>
<td>0.800</td>
<td>0.833</td>
<td>0.833</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>0.800</td>
<td>0.800</td>
<td>0.750</td>
<td>0.750</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>0.750</td>
<td>0.700</td>
<td>0.800</td>
<td>0.800</td>
</tr>
<tr>
<td>Car</td>
<td>0.667</td>
<td>0.683</td>
<td>0.717</td>
<td>0.750</td>
</tr>
<tr>
<td>CBF</td>
<td>0.948</td>
<td>0.981</td>
<td>0.899</td>
<td>0.976</td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Coffee</td>
<td>0.716</td>
<td>0.720</td>
<td>0.708</td>
<td>0.716</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.305</td>
<td>0.646</td>
<td>0.241</td>
<td>0.659</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.385</td>
<td>0.582</td>
<td>0.246</td>
<td>0.585</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.244</td>
<td>0.692</td>
<td>0.244</td>
<td>0.687</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>0.889</td>
<td>0.869</td>
<td>0.876</td>
<td>0.876</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>0.669</td>
<td>0.633</td>
<td>0.640</td>
<td>0.640</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>0.995</td>
<td>0.991</td>
<td>0.990</td>
<td>0.995</td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.682</td>
<td>0.699</td>
<td>0.240</td>
<td>0.688</td>
</tr>
<tr>
<td>FaceFour</td>
<td>0.705</td>
<td>0.761</td>
<td>0.614</td>
<td>0.989</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.735</td>
<td>0.860</td>
<td>0.310</td>
<td>0.839</td>
</tr>
<tr>
<td>fish</td>
<td>0.926</td>
<td>0.886</td>
<td>0.971</td>
<td>0.971</td>
</tr>
<tr>
<td>fiftywords</td>
<td>0.448</td>
<td>0.686</td>
<td>0.211</td>
<td>0.708</td>
</tr>
<tr>
<td>GunPoint</td>
<td>1.000</td>
<td>0.953</td>
<td>0.960</td>
<td>0.953</td>
</tr>
<tr>
<td>Haptics</td>
<td>0.347</td>
<td>0.305</td>
<td>0.263</td>
<td>0.461</td>
</tr>
<tr>
<td>Herrings</td>
<td>0.688</td>
<td>0.641</td>
<td>0.672</td>
<td>0.672</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>0.265</td>
<td>0.260</td>
<td>0.215</td>
<td>0.373</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>0.949</td>
<td>0.952</td>
<td>0.948</td>
<td>0.951</td>
</tr>
<tr>
<td>Lightning2</td>
<td>0.656</td>
<td>0.623</td>
<td>0.623</td>
<td>0.623</td>
</tr>
<tr>
<td>Lightning7</td>
<td>0.712</td>
<td>0.658</td>
<td>0.726</td>
<td>0.740</td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.786</td>
<td>0.863</td>
<td>0.342</td>
<td>0.828</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>0.612</td>
<td>0.611</td>
<td>0.611</td>
<td>0.624</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>0.591</td>
<td>0.610</td>
<td>0.617</td>
<td>0.623</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>0.552</td>
<td>0.532</td>
<td>0.532</td>
<td>0.532</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>0.875</td>
<td>0.877</td>
<td>0.839</td>
<td>0.866</td>
</tr>
<tr>
<td>OliveOil</td>
<td>0.900</td>
<td>0.900</td>
<td>0.900</td>
<td>0.900</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>0.397</td>
<td>0.587</td>
<td>0.397</td>
<td>0.595</td>
</tr>
<tr>
<td>Plane</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>0.844</td>
<td>0.849</td>
<td>0.854</td>
<td>0.863</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>0.776</td>
<td>0.761</td>
<td>0.761</td>
<td>0.785</td>
</tr>
<tr>
<td>SimulatedSet</td>
<td>0.933</td>
<td>0.931</td>
<td>0.816</td>
<td>0.880</td>
</tr>
<tr>
<td>SonyAIBORobotSurface</td>
<td>0.932</td>
<td>0.940</td>
<td>0.953</td>
<td>0.943</td>
</tr>
<tr>
<td>SonyAIBORobotSurfaceII</td>
<td>0.887</td>
<td>0.880</td>
<td>0.884</td>
<td>0.887</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>0.880</td>
<td>0.883</td>
<td>0.899</td>
<td>0.910</td>
</tr>
<tr>
<td>Symbols</td>
<td>0.744</td>
<td>0.872</td>
<td>0.884</td>
<td>0.884</td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>0.927</td>
<td>0.913</td>
<td>0.833</td>
<td>0.903</td>
</tr>
<tr>
<td>ToeSegmentation1</td>
<td>0.952</td>
<td>0.952</td>
<td>0.934</td>
<td>0.930</td>
</tr>
<tr>
<td>ToeSegmentation2</td>
<td>0.892</td>
<td>0.815</td>
<td>0.892</td>
<td>0.815</td>
</tr>
<tr>
<td>Trace</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
</tr>
<tr>
<td>TwoLeadECG</td>
<td>0.993</td>
<td>0.998</td>
<td>0.998</td>
<td>0.997</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>0.324</td>
<td>0.560</td>
<td>0.292</td>
<td>0.553</td>
</tr>
<tr>
<td>Worms</td>
<td>0.623</td>
<td>0.623</td>
<td>0.494</td>
<td>0.727</td>
</tr>
<tr>
<td>WormsTwoClass</td>
<td>0.727</td>
<td>0.649</td>
<td>0.727</td>
<td>0.688</td>
</tr>
</tbody>
</table>
Table 8.4: Value of $k$ (maximum number of shapelets to cache) and number of shapelets found for each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Max. Shapelets</th>
<th>Num. shapelets found</th>
<th>Dataset</th>
<th>Max. Shapelets</th>
<th>Num. shapelets found</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>3900</td>
<td>3900</td>
<td>MiddlePhalanxOutlineCorrect</td>
<td>6000</td>
<td>6000</td>
</tr>
<tr>
<td>ArrivoHead</td>
<td>360</td>
<td>258</td>
<td>MiddlePhalanxTW</td>
<td>3990</td>
<td>2329</td>
</tr>
<tr>
<td>Beef</td>
<td>300</td>
<td>300</td>
<td>MoteStrain</td>
<td>200</td>
<td>69</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>200</td>
<td>200</td>
<td>NonInvasiveFatalECG_Thorax1</td>
<td>18000</td>
<td>18000</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>200</td>
<td>200</td>
<td>NonInvasiveFatalECG_Thorax2</td>
<td>18000</td>
<td>18000</td>
</tr>
<tr>
<td>Car</td>
<td>600</td>
<td>600</td>
<td>OliveOil</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>CBF</td>
<td>300</td>
<td>55</td>
<td>OSULeaf</td>
<td>2000</td>
<td>376</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>4670</td>
<td>4670</td>
<td>PhalangesOutlinesCorrect</td>
<td>18000</td>
<td>16993</td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>400</td>
<td>78</td>
<td>Plane</td>
<td>1050</td>
<td>346</td>
</tr>
<tr>
<td>Coffee</td>
<td>280</td>
<td>280</td>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>4000</td>
<td>2358</td>
</tr>
<tr>
<td>Computers</td>
<td>2500</td>
<td>2218</td>
<td>ProximalPhalanxOutlineCorrect</td>
<td>6000</td>
<td>5648</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>3900</td>
<td>582</td>
<td>ProximalPhalanxTW</td>
<td>4000</td>
<td>1977</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>3900</td>
<td>515</td>
<td>PtNDeviceGroups</td>
<td>17500</td>
<td>1357</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>3900</td>
<td>612</td>
<td>PtNDevices</td>
<td>17500</td>
<td>760</td>
</tr>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>4000</td>
<td>2083</td>
<td>RefrigerationDevices</td>
<td>3750</td>
<td>3750</td>
</tr>
<tr>
<td>DistalPhalanxOutlineCorrect</td>
<td>6000</td>
<td>4890</td>
<td>ScreenType</td>
<td>3750</td>
<td>3750</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>4000</td>
<td>1203</td>
<td>SimulatedSet</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>3220</td>
<td>3220</td>
<td>SmallKitchenAppliances</td>
<td>3750</td>
<td>2946</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>230</td>
<td>74</td>
<td>SonyAIBORobotSurface</td>
<td>200</td>
<td>56</td>
</tr>
<tr>
<td>FaceAll</td>
<td>5600</td>
<td>560</td>
<td>SonyAIBORobotSurfaceII</td>
<td>270</td>
<td>42</td>
</tr>
<tr>
<td>FaceFour</td>
<td>240</td>
<td>173</td>
<td>StarLightCurves</td>
<td>10000</td>
<td>342</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>2000</td>
<td>268</td>
<td>SwedishLeaf</td>
<td>5000</td>
<td>3642</td>
</tr>
<tr>
<td>fiftywords</td>
<td>4500</td>
<td>450</td>
<td>Symbols</td>
<td>250</td>
<td>92</td>
</tr>
<tr>
<td>fish</td>
<td>1750</td>
<td>1750</td>
<td>SyntheticControl</td>
<td>3000</td>
<td>355</td>
</tr>
<tr>
<td>FordA</td>
<td>36010</td>
<td>2252</td>
<td>ToeSegmentation1</td>
<td>400</td>
<td>164</td>
</tr>
<tr>
<td>FordB</td>
<td>36360</td>
<td>3099</td>
<td>ToeSegmentation2</td>
<td>360</td>
<td>69</td>
</tr>
<tr>
<td>GunPoint</td>
<td>500</td>
<td>183</td>
<td>Trace</td>
<td>1000</td>
<td>200</td>
</tr>
<tr>
<td>Haptics</td>
<td>1550</td>
<td>1550</td>
<td>TwoLeadECG</td>
<td>230</td>
<td>164</td>
</tr>
<tr>
<td>Herrings</td>
<td>640</td>
<td>612</td>
<td>TwoPatterns</td>
<td>10000</td>
<td>3064</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>1000</td>
<td>995</td>
<td>UWaveGestureLibrary_X</td>
<td>8960</td>
<td>912</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>670</td>
<td>141</td>
<td>UWaveGestureLibrary_Y</td>
<td>8960</td>
<td>902</td>
</tr>
<tr>
<td>LargeKitchenAppliances</td>
<td>3750</td>
<td>3750</td>
<td>wafer</td>
<td>10000</td>
<td>3054</td>
</tr>
<tr>
<td>Lightning2</td>
<td>600</td>
<td>430</td>
<td>WordSynonyms</td>
<td>2670</td>
<td>267</td>
</tr>
<tr>
<td>Lightning7</td>
<td>700</td>
<td>491</td>
<td>Worms</td>
<td>1810</td>
<td>835</td>
</tr>
<tr>
<td>MALLAT</td>
<td>550</td>
<td>548</td>
<td>WormsTwoClass</td>
<td>1810</td>
<td>1612</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>3810</td>
<td>2683</td>
<td>yoga</td>
<td>3900</td>
<td>3000</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>4000</td>
<td>2124</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 8.5: Accuracies of our classifier ensemble on shapelet-transformed data and Logical Shapelets [130] on raw data, over 31 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Ensemble classifier on shapelet-transformed data</th>
<th>Logical Shapelets on raw data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>0.565 (2)</td>
<td>0.586 (1)</td>
</tr>
<tr>
<td>Beef</td>
<td>0.833 (1)</td>
<td>0.567 (2)</td>
</tr>
<tr>
<td>CBF</td>
<td>0.997 (1)</td>
<td>0.886 (2)</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>0.700 (1)</td>
<td>0.618 (2)</td>
</tr>
<tr>
<td>CiaC ECG,torso</td>
<td>0.846 (1)</td>
<td>0.699 (2)</td>
</tr>
<tr>
<td>Coffee</td>
<td>1.000 (1)</td>
<td>0.964 (2)</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>0.876 (1)</td>
<td>0.801 (2)</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>0.999 (1)</td>
<td>0.994 (2)</td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.737 (1)</td>
<td>0.659 (2)</td>
</tr>
<tr>
<td>FaceFour</td>
<td>0.943 (1)</td>
<td>0.489 (2)</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.913 (1)</td>
<td>0.662 (2)</td>
</tr>
<tr>
<td>fish</td>
<td>0.977 (1)</td>
<td>0.777 (2)</td>
</tr>
<tr>
<td>GunPoint</td>
<td>0.980 (1)</td>
<td>0.893 (2)</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>0.952 (1)</td>
<td>0.936 (2)</td>
</tr>
<tr>
<td>Lightning2</td>
<td>0.656 (1)</td>
<td>0.426 (2)</td>
</tr>
<tr>
<td>Lightning7</td>
<td>0.740 (1)</td>
<td>0.548 (2)</td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.940 (1)</td>
<td>0.656 (2)</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>0.604 (1)</td>
<td>0.587 (2)</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>0.891 (1)</td>
<td>0.832 (2)</td>
</tr>
<tr>
<td>OliveOil</td>
<td>0.900 (1)</td>
<td>0.833 (2)</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>0.715 (1)</td>
<td>0.686 (2)</td>
</tr>
<tr>
<td>SonyAIBORobotSurface</td>
<td>0.933 (1)</td>
<td>0.860 (2)</td>
</tr>
<tr>
<td>SonyAIBORobotSurfaceII</td>
<td>0.885 (1)</td>
<td>0.846 (2)</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>0.907 (1)</td>
<td>0.813 (2)</td>
</tr>
<tr>
<td>Symbols</td>
<td>0.886 (1)</td>
<td>0.643 (2)</td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>0.983 (1)</td>
<td>0.470 (2)</td>
</tr>
<tr>
<td>Trace</td>
<td>0.980 (2)</td>
<td>1.000 (1)</td>
</tr>
<tr>
<td>TwoLeadECG</td>
<td>0.996 (1)</td>
<td>0.856 (2)</td>
</tr>
<tr>
<td>TwoPatterns</td>
<td>0.941 (1)</td>
<td>0.539 (2)</td>
</tr>
<tr>
<td>wafer</td>
<td>0.988 (2)</td>
<td>0.999 (1)</td>
</tr>
<tr>
<td>yoga</td>
<td>0.805 (1)</td>
<td>0.740 (2)</td>
</tr>
</tbody>
</table>
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Table 8.6: Accuracies of our classifier ensemble on shapelet-transformed data and Fast Shapelets [141] on raw data, over 44 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Ensemble classifier on shapelet-transformed data</th>
<th>Fast Shapelets on raw data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>0.565 (1)</td>
<td>0.486 (2)</td>
</tr>
<tr>
<td>Beef</td>
<td>0.833 (1)</td>
<td>0.553 (2)</td>
</tr>
<tr>
<td>CBF</td>
<td>0.997 (1)</td>
<td>0.947 (2)</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>0.700 (1)</td>
<td>0.583 (2)</td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>0.846 (1)</td>
<td>0.826 (2)</td>
</tr>
<tr>
<td>Coffee</td>
<td>1.000 (1)</td>
<td>0.932 (2)</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.782 (1)</td>
<td>0.472 (2)</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.764 (1)</td>
<td>0.480 (2)</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.772 (1)</td>
<td>0.438 (2)</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>0.876 (2)</td>
<td><strong>0.883 (1)</strong></td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>0.999 (1)</td>
<td>0.996 (2)</td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.737 (1)</td>
<td>0.589 (2)</td>
</tr>
<tr>
<td>FaceFour</td>
<td>0.943 (1)</td>
<td>0.910 (2)</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.913 (1)</td>
<td>0.672 (2)</td>
</tr>
<tr>
<td>fiftywords</td>
<td>0.719 (1)</td>
<td>0.511 (2)</td>
</tr>
<tr>
<td>fish</td>
<td>0.977 (1)</td>
<td>0.803 (2)</td>
</tr>
<tr>
<td>GunPoint</td>
<td>0.980 (1)</td>
<td>0.939 (2)</td>
</tr>
<tr>
<td>Haptics</td>
<td>0.477 (1)</td>
<td>0.376 (2)</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>0.385 (1)</td>
<td>0.266 (2)</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>0.952 (1)</td>
<td>0.905 (2)</td>
</tr>
<tr>
<td>Lightning2</td>
<td>0.656 (2)</td>
<td><strong>0.705 (1)</strong></td>
</tr>
<tr>
<td>Lightning7</td>
<td>0.740 (1)</td>
<td>0.597 (2)</td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.940 (2)</td>
<td><strong>0.967 (1)</strong></td>
</tr>
<tr>
<td>MedicalImages</td>
<td>0.604 (1)</td>
<td>0.567 (2)</td>
</tr>
<tr>
<td>MotoStrain</td>
<td>0.891 (1)</td>
<td>0.783 (2)</td>
</tr>
<tr>
<td>NonInvasiveFataECG_Torax1</td>
<td>0.900 (1)</td>
<td>0.766 (2)</td>
</tr>
<tr>
<td>NonInvasiveFataECG_Torax2</td>
<td>0.903 (1)</td>
<td>0.802 (2)</td>
</tr>
<tr>
<td>OliveOil</td>
<td>0.900 (1)</td>
<td>0.787 (2)</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>0.715 (1)</td>
<td>0.641 (2)</td>
</tr>
<tr>
<td>SonyAIBORobotSurface</td>
<td>0.933 (1)</td>
<td>0.686 (2)</td>
</tr>
<tr>
<td>SonyAIBORobotSurfaceI</td>
<td>0.885 (1)</td>
<td>0.785 (2)</td>
</tr>
<tr>
<td>StarLightCurves</td>
<td>0.976 (1)</td>
<td>0.942 (2)</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>0.907 (1)</td>
<td>0.731 (2)</td>
</tr>
<tr>
<td>Symbols</td>
<td>0.886 (2)</td>
<td><strong>0.932 (1)</strong></td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>0.983 (1)</td>
<td>0.919 (2)</td>
</tr>
<tr>
<td>Trace</td>
<td>0.980 (2)</td>
<td><strong>0.998 (1)</strong></td>
</tr>
<tr>
<td>TwoLeadECG</td>
<td>0.996 (1)</td>
<td>0.910 (2)</td>
</tr>
<tr>
<td>TwoPatterns</td>
<td>0.941 (1)</td>
<td>0.887 (2)</td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>0.784 (1)</td>
<td>0.707 (2)</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>0.697 (1)</td>
<td>0.608 (2)</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Z</td>
<td>0.727 (1)</td>
<td>0.627 (2)</td>
</tr>
<tr>
<td>wafer</td>
<td>0.998 (1)</td>
<td>0.996 (2)</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>0.597 (1)</td>
<td>0.437 (2)</td>
</tr>
<tr>
<td>yoga</td>
<td>0.805 (1)</td>
<td>0.751 (2)</td>
</tr>
</tbody>
</table>
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Table 8.7: Numbers of shapelets for all datasets using all methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Shapelet Transform</th>
<th>After F-stat Filtering</th>
<th>MDLStopCE</th>
<th>Binary with Correlation Filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>3900</td>
<td>3900</td>
<td>3895</td>
<td>3866</td>
</tr>
<tr>
<td>ArrowHead</td>
<td>258</td>
<td>244</td>
<td>234</td>
<td>194</td>
</tr>
<tr>
<td>Beef</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>273</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>200</td>
<td>186</td>
<td>186</td>
<td>82</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>200</td>
<td>182</td>
<td>182</td>
<td>104</td>
</tr>
<tr>
<td>Car</td>
<td>600</td>
<td>600</td>
<td>595</td>
<td>590</td>
</tr>
<tr>
<td>CBF</td>
<td>55</td>
<td>51</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>4670</td>
<td>4670</td>
<td>4670</td>
<td>4518</td>
</tr>
<tr>
<td>CnC_ECG_torso</td>
<td>78</td>
<td>63</td>
<td>63</td>
<td>50</td>
</tr>
<tr>
<td>Coffee</td>
<td>280</td>
<td>280</td>
<td>267</td>
<td>155</td>
</tr>
<tr>
<td>Computers</td>
<td>2218</td>
<td>2176</td>
<td>2176</td>
<td>1149</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>582</td>
<td>582</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>515</td>
<td>515</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>612</td>
<td>612</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>2083</td>
<td>2077</td>
<td>2077</td>
<td>1779</td>
</tr>
<tr>
<td>DistalPhalanxOutlineCorrect</td>
<td>4890</td>
<td>4834</td>
<td>4834</td>
<td>3499</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>1203</td>
<td>1202</td>
<td>1197</td>
<td>912</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>3220</td>
<td>3220</td>
<td>3220</td>
<td>2807</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>74</td>
<td>66</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>FaceAll</td>
<td>560</td>
<td>560</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>FaceFour</td>
<td>173</td>
<td>164</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>268</td>
<td>268</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>fiftywords</td>
<td>450</td>
<td>450</td>
<td>355</td>
<td>352</td>
</tr>
<tr>
<td>fish</td>
<td>1750</td>
<td>1750</td>
<td>1750</td>
<td>1743</td>
</tr>
<tr>
<td>FordA</td>
<td>2252</td>
<td>2166</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>FordB</td>
<td>3099</td>
<td>3023</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>GunPoint</td>
<td>183</td>
<td>171</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Haptics</td>
<td>1550</td>
<td>1550</td>
<td>1542</td>
<td>1276</td>
</tr>
<tr>
<td>Herrings</td>
<td>612</td>
<td>542</td>
<td>537</td>
<td>533</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>995</td>
<td>995</td>
<td>979</td>
<td>937</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>141</td>
<td>137</td>
<td>133</td>
<td>122</td>
</tr>
<tr>
<td>LargeKitchenAppliances</td>
<td>3750</td>
<td>3750</td>
<td>3750</td>
<td>1431</td>
</tr>
<tr>
<td>Lightning2</td>
<td>430</td>
<td>341</td>
<td>341</td>
<td>338</td>
</tr>
<tr>
<td>Lightning7</td>
<td>491</td>
<td>451</td>
<td>439</td>
<td>383</td>
</tr>
<tr>
<td>MALLAT</td>
<td>548</td>
<td>533</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>2683</td>
<td>2680</td>
<td>2667</td>
<td>2523</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>2124</td>
<td>2092</td>
<td>2092</td>
<td>1369</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineCorrect</td>
<td>6000</td>
<td>5908</td>
<td>5907</td>
<td>4230</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>2329</td>
<td>2229</td>
<td>2228</td>
<td>1842</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>69</td>
<td>58</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>NonInvasiveFetalECGThorax1</td>
<td>18000</td>
<td>18000</td>
<td>17941</td>
<td>17906</td>
</tr>
<tr>
<td>NonInvasiveFetalECGThorax2</td>
<td>18000</td>
<td>18000</td>
<td>17960</td>
<td>17954</td>
</tr>
<tr>
<td>OliveOil</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>244</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>376</td>
<td>376</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>PhalangesOutlinesCorrect</td>
<td>16993</td>
<td>16619</td>
<td>16619</td>
<td>11256</td>
</tr>
<tr>
<td>Plane</td>
<td>346</td>
<td>346</td>
<td>342</td>
<td>201</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineAgeGroup</td>
<td>2358</td>
<td>2345</td>
<td>2338</td>
<td>2048</td>
</tr>
<tr>
<td>ProximalPhalanxOutlineCorrect</td>
<td>5648</td>
<td>5272</td>
<td>5272</td>
<td>3751</td>
</tr>
<tr>
<td>ProximalPhalanxTW</td>
<td>1977</td>
<td>1960</td>
<td>1960</td>
<td>1684</td>
</tr>
</tbody>
</table>
Table 8.7: Numbers of shapelets for all datasets using all methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Shapelet Transform</th>
<th>After F-stat Filtering</th>
<th>MDLStopCE Clustered</th>
<th>Binary with Correlation Filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>PtNDeviceGroups</td>
<td>1357</td>
<td>1357</td>
<td>1357</td>
<td>735</td>
</tr>
<tr>
<td>PtNDevices</td>
<td>760</td>
<td>760</td>
<td>760</td>
<td>448</td>
</tr>
<tr>
<td>RefrigerationDevices</td>
<td>3750</td>
<td>3750</td>
<td>3750</td>
<td>1128</td>
</tr>
<tr>
<td>ScreenType</td>
<td>3750</td>
<td>3750</td>
<td>3742</td>
<td>870</td>
</tr>
<tr>
<td>SimulatedSet</td>
<td>1000</td>
<td>1000</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>SmallKitchenAppliances</td>
<td>2946</td>
<td>2942</td>
<td>2942</td>
<td>726</td>
</tr>
<tr>
<td>SonyAIBORobotSurface</td>
<td>56</td>
<td>53</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>SonyAIBORobotSurfaceII</td>
<td>42</td>
<td>41</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>StarLightCurves</td>
<td>342</td>
<td>340</td>
<td>285</td>
<td>272</td>
</tr>
<tr>
<td>SwedishLeaf</td>
<td>3642</td>
<td>3642</td>
<td>3626</td>
<td>3623</td>
</tr>
<tr>
<td>Symbols</td>
<td>92</td>
<td>92</td>
<td>92</td>
<td>57</td>
</tr>
<tr>
<td>SyntheticControl</td>
<td>355</td>
<td>355</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>ToeSegmentation1</td>
<td>164</td>
<td>155</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>ToeSegmentation2</td>
<td>69</td>
<td>67</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Trace</td>
<td>266</td>
<td>264</td>
<td>142</td>
<td>59</td>
</tr>
<tr>
<td>TwoLeadECG</td>
<td>164</td>
<td>132</td>
<td>128</td>
<td>107</td>
</tr>
<tr>
<td>TwoPatterns</td>
<td>3664</td>
<td>3617</td>
<td>3617</td>
<td>3569</td>
</tr>
<tr>
<td>UWaveGestureLibrary_X</td>
<td>912</td>
<td>912</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Y</td>
<td>902</td>
<td>902</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>UWaveGestureLibrary_Z</td>
<td>900</td>
<td>900</td>
<td>261</td>
<td>261</td>
</tr>
<tr>
<td>wafer</td>
<td>3054</td>
<td>3019</td>
<td>3019</td>
<td>2311</td>
</tr>
<tr>
<td>WordSynonyms</td>
<td>267</td>
<td>267</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Worms</td>
<td>835</td>
<td>822</td>
<td>479</td>
<td>349</td>
</tr>
<tr>
<td>WormsTwoClass</td>
<td>1612</td>
<td>1319</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>yoga</td>
<td>3000</td>
<td>3000</td>
<td>2996</td>
<td>2980</td>
</tr>
</tbody>
</table>