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Abstract

We analyze the Auslander-Reiten quiver I'g of a functorially finite resolving subcategory (2.
Chapter 1 gives a short introduction into the basic definitions and theorems of Auslander-
Reiten theory in A-mod. We generalize these definitions and theorems in Chapter 2 and
find a constant p such that {(X) < pl(Y') if there is an Q-irreducible morphism from X to
Y. This constant enables us to prove the Brauer-Thrall 1.5 conjecture for ). Moreover,

we find a connection between sectional paths in A-mod and irreducible morphisms in 2.

In Chapter 3 we introduce degrees of irreducible morphisms and use this notion to prove
the generalization of the Happel-Preiser-Ringel theorem for €). Finally, in Chapter 4, we
analyze left stable components of I'g and find out that their left subgraph types are given
by Dynkin diagrams if and only if €2 is finite. In the preparation of the proof we discover
connected components with certain properties and name them helical components due to
their shape. It turns out later that these components are the same as coray tubes. In
the final section we discuss under which conditions the length of modules tends to infinity
if we knit to the left in a component and give a complete description of all connected

components in which this is not the case.



Acknowledgements

I am greatly indebted to my supervisors Dr Vanessa Miemietz and Prof Shaun Stevens
for all the assistance and many helpful discussions about my project. I would also like to
thank Prof Volodymyr Mazorchuk for making it possible to come to Uppsala University
alongside Dr Vanessa Miemietz for research visits. Finally, this thesis would not have
been possible without my family, whose support and encouragement have been invaluable

during the last couple of years.

This work was supported by a UEA studentship and I am very grateful for the opportunity
provided.



Contents

Introduction 5
1 Introduction to Auslander-Reiten theory 8
1.1 Almost split sequences . . . . . . . . . .. 8
1.2 Auslander-Reiten quivers . . . . . . . . . ... 10
2 Irreducible morphisms in functorially finite resolving subcategories 17
2.1 Functorially finite resolving subcategories . . . . . . . . ... ... ... .. 17
2.2 TIrreducible morphisms in subcategories . . . . . . . .. ... ... ... .. 26
2.3 Decompositions of morphisms . . . . . . .. ... o000 L 34
2.4 Uniqueness of sectional paths . . . . .. ... ... ... ... ..., 37
2.5 Sectional paths and subcategories . . . . . . . .. ... Lo 42
2.6 Applications and Examples . . . . . ... .. ... ... ... ... ... 51§
3 Degrees of irreducible morphisms in functorially finite subcategories 61
3.1 Definitions and basic properties . . . . . . . ... ... L. 62
3.2 The Happel-Preiser-Ringel theorem for subcategories . . . . . . .. ... .. 71
3.3 Global degrees of irreducible morphisms . . . . .. ... ... ... ..... 76

4 Shapes of Auslander-Reiten quivers of functorially finite resolving sub-

categories 85
4.1 Left stable components of Auslander-Reiten quivers . . . .. ... ... .. 85
4.2 Translation quivers and Riedtmann’s structure theorem . . . ... ... .. 99
43 Themainresult . . . . . . . . . . . L 102
4.4 Coray tubes in functorially finite resolving subcategories . . . . . . . . . .. 112

4.5 Degrees of irreducible morphisms in functorially finite resolving subcategories118



Introduction

When the notion of almost split sequences was first introduced in the early 1970s its
significance and impact on representation theory of Artin algebras was not immediately
recognized. These short exact sequences contain information about how certain morphisms
split and their existence was first proved in [AR74]. More intensive studies of almost split
sequences began after Ringel embedded them into Auslander-Reiten quivers [R78]. These
quivers give a complete description how any morphism between finitely generated modules

splits into irreducible morphisms.

It has been proved that almost split sequences do not only exist in A-mod, the category
of all finitely generated left A-modules over an Artin algebra A, but also in certain sub-
categories [AS81], [R91], [K97]. This implies that there are also Auslander-Reiten quivers
in these categories. One of the most important example of these categories is §F(A), the

category of standard-filtered modules of a quasi-hereditary algebra.

Since the vertices of Auslander-Reiten quivers are given by the isomorphism classes of
indecomposable modules in A-mod or a subcategory Y, these quivers are finite if and only
if A-mod or x is finite respectively, i.e. there are up to isomorphism only finitely many
indecomposable modules in A-mod or x respectively. Naturally the question arose if there
are criteria on the Auslander-Reiten quiver of A for the algebra to be representation finite.
A partial answer to this question was given by Riedtmann by introducing the notion of
tree type of stable translation quivers [R80], which allowed her to classify all selfinjec-
tive algebras of finite representation type by their Auslander-Reiten quivers [R80’], [R83],
[BLR81]. She proved that if an algebra is representation finite, then the tree type of each

stable component of its Auslander-Reiten quiver is given by a Dynkin diagram.

We generalize this statement and prove this generalization for Auslander-Reiten quivers
of any algebra or certain subcategories that have Auslander-Reiten quivers. In order to
establish this, we introduce a concept similar to the tree type which does not only work

for stable components of Auslander-Reiten quivers.



In the whole dissertation A denotes an associative Artin algebra with a multiplicative
identity over an algebraically closed field K. For convenience, we suppose that A is in-
decomposable as this simplifies the notation significantly. Nevertheless, all results can be
applied to decomposable algebras as all indecomposable direct summands of a decompos-
able algebra have disjoint Auslander-Reiten quivers. X,Y and Z usually denote modules
in A-mod, which is the category of all finitely generated left A-modules. Simple, projective
and injective modules are denoted by S, P and I respectively. If for a morphism f: Z - Y
there is a module X and morphisms g : Z — X, h : X — Y, we say f factors through ¢
and h and f factors over X. The Jordan-Holder length of a module X is denoted by I(X).
Most definitions are taken from [ARS95]. Note that for some theorems we also provide

the dual statements, but only give one proof and leave the dual to the reader.

When we speak about Dynkin diagrams we always mean undirected Dynkin diagrams,
which are classified below. In the infinite series A,, and D,, the index n equals the number

of vertices in the diagram.

A, ° ° ° ) n>1
D, ° ° ° ° n>4
l
Es . . . . .
l
E; . . . . . .
l
Ex : . . . . . . .

Moreover, the following are the Euclidean diagrams, which are obtained by adding one
vertex to a Dynkin diagram such that the new diagram is not Dynkin anymore and every
finite diagram without loops that is not a Dynkin diagram contains a Euclidean diagram.

In the infinite series A,, and D,, the number of vertices in the diagram is n + 1.

571 ° ° ° ° n >4
° °
E63 ° ° ° ° °
|
°
|
°
E7: ° ° ° T ° ° °
°



ES: L] L] L] L] L] L] L] L]

Consequently, the only diagrams without loops which are not Dynkin but do not contain

a Euclidean diagram are the following infinite diagrams.

As ° ° ° ° °
Dy : ° ° ° ° °
°
A ° ° ° ° °



Chapter 1

Introduction to Auslander-Reiten

theory

This chapter provides a short introduction to the basic definitions and most important
theorems of Auslander-Reiten theory alongside with a few examples of Auslander-Reiten

quivers. For further reading we recommend [ARS95].

1.1 Almost split sequences

Definition 1.1.1

(a) We say a morphism f: X =Y is a split epimorphism if the identity on'Y factors
through f, that is there is a morphism g : Y — X such that fg = Idy.

g 7 \
S
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(b) Dually, a morphism g :' Y — X is called a split monomorphism if there is a
morphism f: X — Y such that fg = Idy.
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Definition 1.1.2

(a) A morphism f: X — Y is called Tight almost split if it is not a split epimorphism
and any morphism Z — 'Y that is not a split epimorphism factors through f.
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(b) We dually define a morphism g : Y — X to be left almost split if it is not a split
monomorphism and any morphism Y — Z that is not a split monomorphism factors
through g.

y s x
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For convenience, we say that a right almost split morphism that maps to a module Y is a
right almost split morphism for Y. Dually, we call a left almost split morphism g : ¥ — X
a left almost split morphism for Y. An example for a right almost split morphism is
the embedding ¢ : radP — P for an indecomposable projective module P. Dually, the

morphism IT : I — I/socl is left almost split for an indecomposable injective module I.

Lemma 1.1.3 [ARS95, V. Lemma 1.7] Let f : X — Y be a morphism.
(a) If f is right almost split, then Y is an indecomposable module.

(b) If f is left almost split, then X is an indecomposable module.

Definition 1.1.4 A short exact sequence

0 X Y A 0

is called an almost split sequence if g is left almost split and f is right almost split.

Moreover, in an almost split sequence g and f are left and right minimal morphisms
respectively, i.e. for all h : Y — Y such that hg = g or fh = f, h is an isomorphism.
Morphisms that are both right minimal and right almost split are called minimal right
almost split morphisms, dually, a minimal left almost split morphism is both left
minimal and left almost split. Minimal right almost split and minimal left almost split
morphisms exist for every indecomposable module and their domains and codomains are
unique up to isomorphism [ARS95, V.1]. This is important for the definition of Auslander-

Reiten quivers in the next section.

It has been shown in [ARS95, V.1] that in an almost split sequence the modules X and Z
are determined by each other and can be computed using certain functors. We consider a

minimal projective presentation

P ! PO 7 0

of Z. Let T denote the contravariant functor Homa ( ,A) : A-mod — A°’-mod. Then
Coker(T'(f)) is an A°P-module, which we call the transpose of Z or Tr(Z). Note that
Tr(Z) is zero if and only if Z is projective. We then call 7 = DTr the Auslander-

Reiten translation, where D denotes the usual duality Homp ( , K).

Lemma 1.1.5 [ARS95, IV. Proposition 1.10] DTr : A-mod — A-mod induces a bijection
between the set of isomorphism classes of non-projective indecomposable modules and the

set of isomorphism classes of non-injective indecomposable modules with T'rD as inverse.



Consequently, we write 7! for TrD. By definition we have 7(P) = 771(I) = 0 for a
projective module P and an injective module I respectively. Nevertheless, for an inde-

composable module X and an integer n we say 7"(X) exists only if 7(X) # 0.

Theorem 1.1.6 [ARS95, V. Theorems 1.15, 1.16]

(a) Let Z be an indecomposable non-projective A-module. Then there is an up to isomor-

phism unique almost split sequence

ending in Z.

(b) Let X be an indecomposable non-injective A-module. Then there is an up to isomor-

phism unique almost split sequence

0 X Y T HX)—=0

starting i X.

1.2 Auslander-Reiten quivers

The Auslander-Reiten quiver of an algebra is a biquiver, i.e. a quiver with two disjoint
sets of arrows, containing information on all almost split sequences. For its definition we

need to consider a different point of view on the morphisms in an almost split sequence.

Definition 1.2.1 A morphism f : X — Y 1is called irreducible if f is neither a split
monomorphism nor a split epimorphism and, if f = gh for some morphisms h : X — M

and g : M — Y, then either h is a split monomorphism or g is a split epimorphism.

For example every minimal left or right almost split morphism is also an irreducible mor-

phism. The following theorem describes the close connection between the two concepts.

Theorem 1.2.2 [ARS95, V. Theorem 5.3]

(a) Let Z be an indecomposable module and 'Y a non-zero module in A-mod. A morphism
g:Y — Z is irreducible if and only if there ewists a morphism ¢’ 1 Y' — Z such that
the induced morphism (g,g') : Y @Y’ — Z is a minimal right almost split morphism.

(b) Dually, if X is an indecomposable module, then a morphism f : X — Y is irreducible
if and only if there is a morphism f' : X — Y’ such that the induced morphism
(f, )T : X =Y @Y is a minimal left almost split morphism.

For an almost split sequence

let Y = @Y; be a decomposition of Y into indecomposable modules and let IT; denote the
projection from Y to Y;. Furthermore, we set f; = fII; and g; = II;¢g to be the induced

10



morphisms from X to Y; and from Y; to Z respectively. Note that not only f and g are
irreducible morphisms but also all f; and ¢;. Moreover, for indecomposable modules M
and N any irreducible morphism h : M — N can be extended to a minimal left almost

split morphism and to a minimal right almost split morphism by 1.2.2.

Theorem 1.2.3 [ARS95, V. Proposition 5.9] Let

0 X Y A 0

be an exact sequence. It is an almost split sequence if and only if f and g are both

irreducible.

If only either f or g is irreducible, then

0—x—2syv-toyz o9

is not necessarily an almost split sequence. For example, consider a minimal right almost
split morphism f : Y — Z such that Y admits a non-trivial decomposition Y; & Y5 of Y
such that f; : Y7 — Z is surjective. Then there is an exact sequence

0 — Ker(f1) Yy /i 7Z 0

which is not an almost split sequence, but f; is clearly an irreducible morphism by 1.2.2.
Alongside with irreducible morphisms we introduce the radical rad(X,Y’), which is the
set of all f € Homy (X,Y) such that gfh is not an isomorphism for any h : Z — X and
g:Y — Z with Z indecomposable. Powers of the radical are defined inductively, that
is an f € Homa (X,Y) is in rad"(X,Y) if there is a module Z such that f = gh for some
h € rad(X, Z) and g € rad"1(Z,Y). This gives rise to a sequence of submodules

- Crad™(X,Y) crad" H(X,Y) C --- C rad(X,Y) C Homy (X,Y)
which motivates to define

rad®(X,Y) = (] rad"(X,Y).
neN

For convenience, a morphism f : X — Y is called a radical morphism if f € rad(X,Y).

There is a crucial connection between the radical and irreducible morphisms.

Lemma 1.2.4 [ARS95, V. Proposition 7.3] Let f : X — Y be a morphism between inde-
composable modules X,Y . Then f is irreducible if and only if f € rad(X,Y)\rad?(X,Y).

The proof is also given in a more general version in Lemma 2.2.3. So for X and Y
indecomposable the elements of rad™(X,Y)\rad"*!(X,Y) are the non-zero morphisms
that can be written as a sum of compositions of irreducible morphisms such that the
shortest of these compositions has length n and cannot be written as a composition of

more than n radical morphisms.
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Definition 1.2.5 The Auslander-Reiten quiver I'sy of an algebra A and its module
category A-mod is a biquiver, i.e. a quiver consisting of wvertices I'g and two disjoint
sets of arrows between them, 1-arrows I't and 2-arrows I's. There is a vertex for every
isomorphism class of indecomposable modules of the algebra. Given two indecomposable
modules X andY there is a 1-arrow from the vertex corresponding to the isomorphism class
of X to the vertex corresponding to the isomorphism class of Y if there is an irreducible

morphism from X to Y. For each almost split sequence

0 X Y A 0

there is a 2-arrow from the vertex corresponding to the isomorphism class of Z to the vertex
corresponding to the isomorphism class of X. In order to distinguish between different

types of arrows, 2-arrows are drawn as dotted arrows.

Definition 1.2.6 Let h : M — N be an irreducible morphism between indecomposable
modules and f : X — N and g : M — Y extensions to minimal right almost split and
minimal left almost split morphisms respectively. We denote the number of M in a sum
decomposition of X and the number of N in a sum decomposition of ¥ by m and n

respectively. We then say the 1-arrow from M to N has valuation (m,n).

Throughout the dissertation we usually do not distinguish between an indecomposable
module, its isomorphism class or the corresponding vertices in I'4. There are squared
brackets to mark injective and projective modules in I'4. For convenience, we simply say
arrows for 1-arrows in I'4 and, if the valuation of an arrow is (1, 1), we say it is trivially
valuated. Furthermore, for an indecomposable module Y we call each module X such
that there is an arrow from X to Y in I'4 an immediate predecessor of Y. Dually,
each module Z such that there is an arrow from Y to Z in I'4 is called an immediate

successor of Y.

If a subquiver I' of I'4 contains two modules X and Y such that there is a l-arrow or
a 2-arrow between them in I'4, then we define that I' automatically also contains this
l-arrow or 2-arrow respectively and the l-arrow in I' has the same valuation as in the
whole Auslander-Reiten quiver. We call a non-empty subquiver I' of 'y a connected
component if for each X in I'" the modules in I' are precisely all modules Y such that
there is a walk between X and Y in I'4, that is X and Y are connected by arrows irre-
spective of their direction. Clearly, each indecomposable module X is contained in the
unique connected component of I 4 consisting of all modules that are connected to X by
a walk in the Auslander-Reiten quiver. We call this component the connected component
of X.

For a different point of view on arrow valuation we introduce some more notation. Recall
that X and Y are indecomposable since they are modules in I" 4. We denote the factor mod-
ule rad(X,Y) /rad?(X,Y) by Irr(X,Y) and the division algebra End 4(X)/rad(End 4(X))
by Tx, where in this case rad(End 4(X)) is the Jacobson radical of the algebra End 4(X).
Irr(X,Y) then becomes a Ty-T’-bimodule and, if X and Y are indecomposable, a Ty-
TP -vector space [ARS95, VIL1].

12



Theorem 1.2.7 [ARS95, VII. Proposition 1.3] Let X and Y denote indecomposable A-
modules and assume there is an irreducible morphism f: X — Y. Let the valuation of the
corresponding arrow be (m,n). Then m equals the dimension of Irr(X,Y) as a Ty -vector

space while n equals the dimension of Irr(X,Y") as a Ty -vector space.

Lemma 1.2.8 [ARS95, VII. Proposition 1.5] Suppose there is an arrow in T4 from X
to Y with valuation (m,n). If Y is non-projective, then the valuation of the arrow from
7(Y) to X is (n,m).

Corollary 1.2.9 [ARS95, VII. Corollary 2.3] Since K is assumed to be algebraically

closed, m equals n in all valuations of arrows in I 4.

Let X and Y be indecomposable and assume there is an irreducible morphism from X to
Y. If the corresponding arrow is valued (n,n), we say that there are n arrows from X
to Y and we draw n arrows from X to Y in I'4. In particular, if there is only one arrow
from X to Y, the arrow has trivial valuation. Consequently, if there are n arrows from
X to Y in I'4, then there are n arrows from 7%(X) to 7%(Y) and from 7%(Y") to 7%~1(X)
for all k € Z such that these modules exists. Moreover, we say there are multiple arrows
from X to Y if n > 2 and we say a connected component contains multiple arrows if and
only if there are multiple arrows from X to Y for any modules X and Y in that connected
component. In order to show that the module categories in the following examples are

finite, we state another well-known theorem.

Theorem 1.2.10 [ARS95, VI. Theorem 1.4] If there is a connected component I" in I"4
such that the length of all modules in I' is bounded, then it is the only connected component

and A is representation finite.
Example 1.2.11 Let A be the path algebra given by the quiver
€] —= €9 —> €3

We compute the Auslander-Reiten quiver of A. The indecomposable modules are S3 =
P3, 59,5 = I1,P, = I3, P, and Iy. Since the canonical morphisms rad(P) — P for
projective modules and I — I/soc(I) for injective modules are irreducible, we already
have given irreducible morphisms P3; — P>, P, — P, I3 — I3 and Is — I;. Considering
P, we notice that it is the only indecomposable module that is domain of a non-zero

non-isomorphism to S3. Consequently, we have the following Auslander-Reiten quiver.

13



A slightly more complicated example shows that in some cases the Auslander-Reiten quiver
contains an isomorphism class of an indecomposable module more than once. In these cases
we consider the corresponding vertices to be different. This differentiation is important in
Chapter 4. Nevertheless, we say a component I' of the Auslander-Reiten quiver is finite if
its vertices correspond to only finitely many isomorphism classes of indecomposable mod-
ules. So when we draw the Auslander-Reiten quiver of an algebra of finite representation
type, we make sure that every different 1-arrow and 2-arrow occurs at least once, i.e. there

is an illustration for every almost split sequence and every irreducible morphism.
Example 1.2.12 Let A be the path algebra
er —> e DB

with the relation 3% = 0. Then some isomorphism classes of indecomposable modules occur

more than once in the Auslander-Reiten quiver of A-mod.

Since the shape of the Auslander-Reiten quiver is crucial for this example, we calculate
it in more detail then usual. First of all we name all occurring modules and write down
their Jordan-Holder composition series. We have simple modules S7 and S5, where S is

also the injective module I;. Besides that there are projective and injective modules

Sl Sl
Pr= 5 Py= 5 Ihb=51 Sy
Sy Sy So
and two other modules
X=5 Y=5 5
So Ss.

We start by computing 7(I2), which is P». Clearly, P; is a direct summand of the middle
term of the related almost split sequence, because the embedding rad(P;) — P; is always
irreducible. Consequently, Y must be the other summand in order to have a short exact
sequence. The projection Iy — Is/soc(ly) = S1 @ X is also irreducible, so the two direct
summands must be 77(P;) and 771(Y)) respectively. But there is no morphism from P
to X that factors over a simple module, so we have 771(P;) = S by the Jordan-Hélder
multiplicities of P;, Is and X. It is easy to verify that 7(Y) = S3. On the other hand,
by Jordan-Holder multiplicities Ss is also a direct summand of the almost split sequence
from Y to X. These calculations give rise to the Auslander-Reiten quiver, which is shown

on the next page.
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In order to show the necessity of certain assumptions in the following chapters, we com-
pute the Auslander-Reiten quiver of another algebra, which we refer to as the standard

example. Its significance for this dissertation is due to the following.

If A is a quasi-hereditary algebra, then there is a natural ordering of the indecompos-
able projective modules Py, ..., P,. We then define A; to be the largest factor module
of P; such that for all simple blocks S; = P;/(rad(F;) in the Jordan-Holder series of
A; we have j < i. This gives a collection of modules Ay, ..., A,, which are called the
standard modules of A. Then a module M in A-mod such that there is a filtration
0= My C My C--- C My, =M with M;/M; 1 = A, for all j = 1,...,k and some
1 <i; <k is called standard-filtered and §(A) consists of all modules with this prop-
erty. It has been shown that F(A) is a functorially finite resolving subcategory [R91].
Dually, we define the costandard module V; as the largest submodule of I; such that
for all simple blocks S; in V; we have j <.

Example 1.2.13 Let A be the quasi-hereditary path algebra given by the quiver

f1 f2 f3
€1 €2 €3 €4
g1 g2 g3

with relations figr = gaf2, fag2 = g3f3 and f3g3 = fofi = f3fo = g192 = g293 = 0.

The structure of 4 A, which is A considered as a left A-module, is given by

Si So Ss Sy
So®S1 S3®S2 Sy @ Ss.
S1 So Ss

For convenience, we give all modules proper names. Later Theorem 1.2.10 is used to see
that the modules mentioned are in fact all indecomposable modules up to isomorphism.
S1,52,53 and Sy naturally denote the simple modules. The projective and injective mod-

ules are given by

15



Sl 52

Plzllz 52 PQZIQZ Sl 53
Sl 52
S3 Sy S3
P3 = Ig = 52 54 P4 = 53 I4 = 54.
S3

The standard modules and costandard modules are

So S3

A=V = 5] Ay = 5 Ag = Sy
S So
VQ = SQ v3 = 537

where A4 = P, and V4 = I4. Finally we name all other modules.

52 54 Sl 53
X = Sl 53 Y = SQ S4
Sg SS
Mg = Sl Sg M3 = 52 54
Sl 53 52 54
No= Sy N3= 53

We start the computation of the Auslander-Reiten quiver of A-mod by observing that Py

and Pj3 are also injective. It follows that there are almost split sequences
0—=Ay——=P S5 —=V9——>0

0—=>N3——=>5S9®S 1 & Ps——=M;——=0

by [ARS95, V. Proposition 5.5]. We connect these almost split sequences at the module
S and obtain the whole Auslander-Reiten quiver by knitting to either left or right.

P4< EEREIXRISRITITN A Up Y SRCRLTICIRTITRRSRTIRTITITNN VAV, B R TR R TR R R RN R ETS

/\/\/\/\

Sg <

SN N

N2< M2<
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Chapter 2

Irreducible morphisms in
functorially finite resolving

subcategories

2.1 Functorially finite resolving subcategories

As mentioned in the introduction, almost split sequences do not only exist in A-mod but
also occur in subcategories of A-mod. Let x be a subcategory of A-mod. By subcategory

we always mean a full subcategory closed under isomorphisms, direct sums and summands.

Definition 2.1.1

(a) For modules X and Y in x a morphism f : X — Y is called right almost split in
X if it is not a split epimorphism and any morphism Z — Y with Z in x that is not
a split epimorphism factors through f.

(b) We dually define a morphism g : Y — X to be left almost split in x if it is not
a split monomorphism and any morphism Y — Z with Z in x that is not a split

monomorphism factors through g.

y 2> x

L

v
Z

Similarly to A-mod, we say that a right almost split morphism f: X — Y in y is a right
almost split morphism for Y in x. Dually, we call a left almost split morphism g : Y — X

in x a left almost split morphism for Y in x .

17



Definition 2.1.2 For modules X,Y, Z in x a short exact sequence

0 X Y A 0

is called an almost split sequence in x if g is minimal left almost split in x and f is

minimal right almost split in x.

If there are up to isomorphism unique almost split sequences in x ending in every inde-
composable non-projective module in x, then we clearly also have an Auslander-Reiten
quiver for x. One type of subcategory that we are particularly interested in with this
property are functorially finite resolving subcategories. The motivating example for these
categories is the category of all modules with a standard filtration of a quasi-hereditary al-
gebra or in general categories obtained by a generalized cotilting module. For an arbitrary
indecomposable non-projective module X in y, the module 7(X) is not necessarily in x.
Therefore, we introduce approximations, which give rise to an operation on the indecom-
posable modules in y whose properties in x are similar to those of the Auslander-Reiten

translation in A-mod. We start by recalling the definitions.

Definition 2.1.3

(a) A right x-approximation of a module Y is a morphism fy : Xy — Y, where Xy
s in X, such that for all Z in x every morphism g : Z — 'Y factors through fy.

VA

X
Yoty

Xy —Y

(b) Dually, a left x-approxzimation of a module Y is a morphism f¥ :Y — XY, where
XY is in x, such that for all Z in x every morphism g:Y — Z factors through fY .

Z
/A
fyé

Y ==XV
Definition 2.1.4 A subcategory x of A-mod is called
(a) contravariantly finite if right x-approximations exist for all modules in A-mod,

(b) covariantly finite if left x-approrimations exist for all modules in A-mod,

(c) functorially finite if it is both contravariantly and covariantly finite.

If a right y-approximation is also a right minimal morphism, we call it a minimal right
x-approximation. Dually, if a left y-approximation is also a left minimal morphism, we
call it a minimal left y-approximation. Unless otherwise specified we assume all right
and left y-approximations to be right minimal and left minimal respectively. By definition
the domain Xy of a minimal right y-approximation and the codomain of a minimal left

x-approximation are unique up to isomorphism.
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Definition 2.1.5 Let Y be an arbitrary module and let X be a module in .

(a) A x-section is a morphism f : X — Y such that for all modules Z in x and mor-
phisms h: X = Z and g : Z — Y with f = gh, h must be a split monomorphism.

(b) A x-contraction is a morphism f :Y — X such that for all modules Z in x and
morphisms h: Z — X and g: Y — Z with f = hg, h must be a split epimorphism.

The relation between x-sections and minimal right y-approximations corresponds to the
relation between irreducible and minimal right almost split morphisms. This means a
morphism f : X — Y is a y-section if and only if there are a module X’ in x and a
morphism f’: X’ — Y such that (f, f') : X® X’ — Y is a minimal right x-approximation
[KP03, Proposition 2.2]. We call the morphism (f, f’) an extension of f to a minimal

right y-approximation.
Definition 2.1.6

(a) A module I in x is called Ext-injective in x if Extly(M,I) =0 for all M in x and
all1> 1.

(b) Dually, a module P in x is called Ext-projective in x if Exty (P, M) =0 for all M
m x and allt > 1.

If we deal with only one subcategory, we simply say [ is Ext-injective or P is Ext-projective.

Definition 2.1.7 A subcategory x of A-mod is called closed under extensions if for

all X, Z in x the existence of a short exact sequence

0 X Y A 0

implies that'Y is in x.

Definition 2.1.8 Let Q2 be a subcategory of A-mod. We call ) resolving if
(a) it is closed under extensions,

(b) aA isin Q and

(c) it is closed under kernels of epimorphisms.

Definition 2.1.9 An A-module T is called a generalized cotilting module if

(a) its injective dimension is finite, that is there is an exact sequence

0 T Io I I, 0,

where all I; are injective A-modules,

(b) Extyy (T, T) =0 for all i > 1 and
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(c) there is a finite resolution

0 T, 11 Th 1 0

for each injective module I where T; in add(T), i.e. each T; is a sum of direct sum-
mands of T.

It has been shown by Auslander and Reiten in [AR91] that for a generalized cotilting
module T the category *T = {Exty(—,T) = 0} is contravariantly finite and resolving.
Moreover, if A has finite global dimension, then there is a bijection between contravariantly
finite resolving subcategories -7 and isomorphism classes of basic cotilting modules T
[RO7, Corollary 2.4], where basic means that no indecomposable summand of 7' occurs

more than once in 7.

Let x denote a functorially finite subcategory of A-mod that is closed under extensions. Let
Y be an indecomposable module in x that is not Ext-projective, we then can decompose
the domain of a right x-approximation X,y = M &I where M # 0 is indecomposable and
not Ext-injective [K97, Theorem 2.3] whereas I is Ext-injective [KP03, Theorem 5.3]. The
module M is then denoted by 7, (Y). For left x-approximations the dual statement holds,
i.e. if Y is not Ext-injective, we can decompose the codomain of a left y-approximation
X7 ') = N & P where N # 0 is indecomposable and not Ext-projective while P is Ext-
projective. Analogously, the module N is denoted by 7, LY). We call 7, the relative
Auslander-Reiten translation of x and 7,(Y’) the relative Auslander-Reiten translate
of a module Y in y. It follows from these results that almost split sequences in y have

similar properties as they do in A-mod.
Lemma 2.1.10 /K97, Proposition 2.7]

(a) Let

0 —=Ker(f) 2>y —L> 7 ——0

be an exact sequence in x. If f is a minimal right almost split morphism in x, then

Ker(f) =2 1,(Z) and g is a minimal left almost split morphism in x.

(b) Let

0 X 2>y / Coker(g) —=0

be an exact sequence in x. If g is a minimal left almost split morphism in x, then

Coker(g) = Tx_l(X) and f is a minimal right almost split morphism in x.

Throughout the dissertation x denotes a functorially finite subcategory of A-mod that is
closed under extensions while Q = 7" denotes a functorially finite resolving subcategory
of x that is generated by a generalized cotilting module 7. In particular, x contains all
projective modules since they are contained in €2. Most of the upcoming results still hold
if we just demand y and €2 to be contravariantly finite, but all examples that are discussed
are functorially finite subcategories. Moreover, we want to deal with Auslander-Reiten

quivers in which we are able to knit both to the left and the right.
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By definition resolving subcategories contain all projective modules and these are precisely
the Ext-projective modules. Hence if y contains an Ext-projective module P which is
not projective, then P is not in . An arbitrary resolving subcategory usually does
not contain all injective modules. In the case of ~T the Ext-injective modules are all
modules in add(7') by construction. In particular, in € the number of indecomposable
non-isomorphic projective modules coincides with the number of indecomposable non-
isomorphic Ext-injective modules by [R07, Proposition 1.4]. Note that A-mod itself is

clearly a functorially finite resolving subcategory.

Lemma 2.1.11 Let

0—>N—Topy—2sz 9

be a short exact sequence and let Z be an indecomposable module in a functorially finite

resolving subcategory ). Then there is a commutative diagram

9fm

0 XN : X VA 0
fNi fMJ/
0 N—l oyt 0

such that the top row splits if and only if the bottom row splits.

Proof:

Let far be a right Q-approximation of M, then the composition gfys is surjective as a
composition of surjective maps. We denote its kernel by Xy and prove that the natu-
ral morphism from Xy to IV is a right Q-approximation. As 0 = gfai, we know that
Im(fari) C Ker(g) = N embeds naturally into N. We call this morphism fxn and show
that it is a right Q-approximation of N. Let X be a module in Q and h : X — N a
morphism, then the composition fh factors through fus, so we have fh = fy/h' for some
B : X — Xp. Moreover, gfyrh’ = gfh = 0, so h/ maps to the Kernel of gfy;, which
equals Xy. In other words, there is a h” : X — X such that i’ = ¢h” and, in particular,
fh = farih” = ffnh”. As f is injective, this implies h = fyh”, which proves that fy is a

right Q-approximation.

Suppose now that the top row splits, then Z is a direct summand of Xj; and gfys is a
split epimorphism. In particular, g is a split epimorphism and the bottom row also splits.
Lastly, we assume that the bottom row splits, then Z is a direct summand of M and a
minimal right Q-approximation is given by the identity on Z. Hence the top row also

splits, which completes the proof. O

Note that if the bottom row is an almost split sequence in A-mod, then the diagram can

be reduced to

0 D i|x v 9fuly 7 0
fN|Xl fM|Y\L
0 N 7 M g A 0

where X = 7(Z) is the unique direct summand of Xy = X @ I that is not Ext-injective
and Y = Xy /i(1).
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We now recall a result on contravariantly finite subcategories that we apply to €2 frequently

throughout the dissertation.

Lemma 2.1.12 [AR91, Proposition 3.3]

(a) Let fy : Xy — Y be a minimal right Q-approzimation of Y. Then fy induces an
isomorphism

Exty (X, Xy) = Ext}(X,Y)
foralli>1 and X in Q.

(b) Dually, if f*X : X — XX is a minimal left Q-approzimation of X, then f* induces
an isomorphism

Extly (X¥,Y) = Ext}(X,Y)

foralli>1 andY in Q.

Clearly, the short exact sequences corresponding to the isomorphism in (a) for i = 1 are
given by the diagram of Lemma 2.1.11. In particular, the middle term of the sequence
corresponding to Extjl4(X , Xy) is the domain of a minimal right Q-approximation of the
middle term of the sequence corresponding to Exth (X,Y). More generally, the following

holds for a functorially finite subcategory that is closed under extensions.

Lemma 2.1.13 [K97, Lemma 2.1] Let N be a module and let fx : Xy — N and fV :
N — XV denote minimal right and left x-approzimations respectively. Then we have the

following.
(a) Exty( , fn)ly  Exth( , Xn)ly — Exth( , N)|y is a monomorphism of functors.

(b) Exty (N, )|y : Exty (XN, )|y = Exty (N, )|y is a monomorphism of functors.

Lemma 2.1.14 [KP03, Lemma 4.3] Let X be a module in x, N an arbitrary module and

f: X — N a morphism that induces a monomorphism of contravariant functors
Exty( , f)ly : Extiy( , X)|y = Exty( ,N)ly.
(a) If Exty (7' (N), X) = 0, then X is Ext-injective in .

(b) If T Y(N) is in x, then Exty(r—Y(N), X) = 0 if and only if X is Ext-injective in x.
Dually, let f: N — X be a morphism that induces a monomorphism of covariant functors
EXt114(f, )|X : EXtAIA(Xv )|X - EXtil(Na )|X

(c) If ExtY (X, 7(N)) =0, then X is Ext-projective in .
(d) If 7(N) is in x, then Exty(X,7(N)) = 0 if and only if X is Ext-projective in .

In order to show that the relative Auslander-Reiten translation in 2 can be defined anal-
ogously via the relative Auslander-Reiten translation in y, we prove the following state-

ments.
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Theorem 2.1.15 Let Z be a module in €).

(a) If Z is not projective, then the domain of a minimal right Q-approzimation Jr(2)

Xr(2) = ™x(Z) can be decomposed X, (z)=1® 10(Z) where I is Ext-injective in Q.

(b) If Z is not Ext-injective in §, then the codomain of a minimal left Q-approxzimation
fTX_l(Z) L XD TX_I(Z) can be decomposed X™x (2) = P @ 76 (Z) where P is

projective.

Proof:
Firstly, note that Z is not projective implies it is not Ext-projective in {2 and hence cannot
be Ext-projective in x, so 7, (Z) exists. We prove statement (a) and statement (b) follows

by duality.

Let fr(z) : Xr(z) = 7(Z) denote a minimal right x-approximation of 7(Z) and consider
a minimal right Q-approximation g,z : Y- (z) — 7(Z), which is also an Q-section. Then
there is a factorization g.(z) = f;(z)g’ for some morphism ¢' : Y, () — X, (z) as Y;(z) is
in y. On the other hand, there is also a factorization ¢’ = fr(z)h for some morphism

h:Y.z — XX, (2 where fXT(z> : Xx — X, (z) is a minimal right (2-approximation.

7(2)
Consequently, as g.(z) = fr(z)fr (z)h is an Q-section, h must be a split monomorphism

and Y7 (z) is a direct summand of X Xo(z)-

Yrz)
R g/ m\
“ fXT Z) Y fT(Z)
XxXo2) Xz) ——1(2)

Hence we get a chain of monomorphisms
Exty(Z, Y, (7)) Ext}(Z, Xx_ ,)— Ext}(Z, X, (7))~ Ext!(Z,7(Z))

of End 4(Z)°-modules by Lemma 2.1.13, which is in fact a chain of isomorphisms by
Lemma 2.1.12. In particular, Ext!(Z, XX, ) = Exth (7, Yiz) = Exth(Z,70(2)) as
T0(Z) is the only direct summand of Y;(Z) that is not Ext-injective. Hence we can
decompose Xy, = I ® mo(Z) and obtain ExtY(Z,I) = 0. Note that the restriction
of f = fXT(z)’ 1+ I = X;(z) still induces a monomorphism of contravariant functors
Extly( ,f)lo : Exty( ,I)lo — Bxty( ,X.(z)lo and hence I is Ext-injective in Q by
Lemma 2.1.14.

It remains to show that 7o(Z) is actually a direct summand of X, (z) if X () = JO7(2)
denotes the decomposition of X, (7 into its Ext-injective part and the indecomposable
relative Auslander-Reiten translate of Z in x. Suppose 7q(Z) is not a direct summand of

X:. (z) then we have

Exty(Z,m0(2)) = Ext(Z,X;) =2 Ext4(Z,J) =0,
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which cannot be true. Consequently, 7o(Z) is a direct summand of the domain of f, () :
Xr(2) = 7y(Z) and all other direct summands of X;. (z) must be Ext-injective as they

are also direct summands of 1. O

Lemma 2.1.16 If M is module in A-mod and X s denotes the domain of a minimal right

Q-approximation of M, then we have
I(Xn) <UM)s
where s = max{l(Xg)|S a simple module in A-mod}

Proof:
We prove the statement by induction on I(M), but first we recall a result from [AR91].

Let

0 X YfZ 0

be an exact sequence in A-mod. Moreover, let fx : Xx — X and fz : Xz — Z denote
minimal right Q-approximations of X and Z respectively and let Xz xz Y denote the
pullback of fz and f. We then obtain a short exact sequence

00— X—XzXzY —Xz—0

and by Lemma 2.1.12 we have Ext} (X7, X) = Ext!(Xz, Xx) from which we obtain a

commutative diagram

0 Xx Yy Xz 0

o

00— X—— Xy xzY —X;,——0

gl f fzi

0 X Y VA 0.

By [AR91, Proposition 3.6] the composition gh = gy : Yy — Y is a right Q-approximation
of Y, which is not necessarily right minimal. If [(M) = 1, then M is a simple A-module
and it follows that

I(Xnr) < max{l(Xg)|S a simple module in A-mod} = [(M)s.

Suppose now the statement is true for modules of length n — 1 and (M) = n. Let S be a

simple module that embeds into M, we then obtain a commutative diagram

0 Xs Yrm Xpis —=0
fsi ng f]W/S\L
0 s M—Temis——p

By induction we get
L(Yn) = UXs) + U Xpys) S US)s+1U(M/S)s = 1(M)s.
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In particular, if fa; : Xy — Y denotes a minimal right 2-approximation, then
(X)) <UYr) <U(M)s.
O

It follows from this proof that if fj; in the commutative diagram of Lemma 2.1.11 is a
minimal right Q-approximation of M, then fy is also right minimal. Note that in general
even if fx and fz are minimal right Q-approximations, the morphism fy we obtain by
the construction in the previous proof is not necessarily a minimal right Q-approximation

as the standard example shows.

Example 2.1.17 Consider the standard example 1.2.13 and let Q = F(A) be the category

of standard-filtered modules. Then the almost split sequence
0— My — X V3 —— N3 ——0.
gives rise to a commutative diagram with an approrimation of X & V3 that is not minimal.

Let us first recall the Auslander-Reiten quiver and mark all standard-filtered modules red.

It is now easy to see that fyr, : Pa®S1 = Mo, fxgv, : XOP» = X®Vzand fn, : X — N3
are minimal right Q-approximations of the modules in the given almost split sequence.
On the other hand, the commutative diagram we obtain by the construction in the proof

Lemma 2.1.16 is the following.

0—PesS—XehPhesS—X——0

W]

0 Mo X ®V; N3 0.

Clearly the right Q-approximation of X ¢ V3 is not minimal as the direct summand 57 is

redundant.
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2.2 Irreducible morphisms in subcategories

Definition 2.2.1 Let X,Y be modules in x. We call a morphism f: X — Y irreducible
in x or x-trreducible, if f is neither a split monomorphism nor a split epimorphism and,
whenever we have a Z in x such that there are morphisms h: X — Z and g: Z — Y that

satisfy f = gh, then either h is a split monomorphism or g a split epimorphism.

The connection between irreducible and minimal right almost split morphisms is the same

as for A-mod.

Theorem 2.2.2

(a) Let Z be an indecomposable module in x and Y a non-zero module in x. Then a
morphism g : Y — Z is irreducible in x if and only if there exists a morphism ¢’ :
Y'" — Z such that the induced morphism (g,9") : Y ®Y' — Z is a minimal right almost

split morphism in x.

(b) Dually, if X is an indecomposable module in x, then a morphism f : X — Y is
x-irreducible if and only if there is a morphism f' : X — Y’ such that the induced
morphism (f, f)T : X =Y @Y’ is a minimal left almost split morphism in x.

Proof:

Assume first that g : Y — Z is irreducible in x and let h : M — Z be a minimal right
almost split morphism in x. Since g is not a split epimorphism, it factors through h, i.e.
g = hep where ¢ is a split monomorphism by irreducibility of g. We set Y’ = Coker(yp)
and hence obtain M 2Y @ Y’. Moreover, ¢’ = hly: : Y/ — Z is a morphism such that
(9,¢"): Y ®Y' — Z is a minimal right almost split morphism.

Suppose now that h : M — Z is a minimal right almost split morphism in x. Furthermore,
let M =Y &Y’ with Y non-zero and let g = hl|y : Y — Z. Assume that g = st for some
morphisms ¢ : Y — N and s : N — Z such that s is not a split epimorphism. Since h is
a right almost split morphism, there exist a morphism (u,v)” : N — Y @ Y’ such that

s =(g,9")(u,v)T. We obtain the following commutative diagram

((t)ld(l//) (%Idoyl>
YooY —NaY —YaY’

VA

Hence the composition <Z§ Id%) is an isomorphism as (g,¢’) is right minimal. Thus
ut : Y — Y is an isomorphism, showing that ¢ is a split monomorphism. It follows that ¢

is y-irreducible. O

Analogously to A-mod, one can define the y-radical of Homy (X,Y) for modules X,Y in
X, i.e. rad, (X,Y) is the set of all f € Homy (X,Y’) such that ¢gfh is not an isomorphism
forany h: Z — X and g : Y — Z with Z indecomposable in x. Again, we define powers
of the x-radical inductively, so an f € Homy (X,Y) is in rady(X,Y’) if there is a Z in
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x such that f = gh for some h € rad,(X,Z), g € rad;_l(Z, Y). Moreover, we also set
rad?(X,Y) = ey radl(X,Y) and Irry (X,Y) = rad, (X,Y)/rad’(X,Y). Note that we
can swap the order of g and h in the definition of power of the y-radical, that is rad}(X,Y’)
is also the set of all f € Homp (X,Y) such that there is a Z in x such that f = gh for
some h € rad;_l(X, Z), g €erad,(Z,Y).

Lemma 2.2.3 Let f : X — Y be a morphism between indecomposable modules X,Y in
X- Then f is an irreducible morphism in x if and only if f € rad, (X, Y)\radi(X, Y).

Proof:
We first show for X an indecomposable and M an arbitrary module in y that rad, (X, M) is
the set of morphisms from X to M that are not split monomorphisms whereas rad, (M, X)

is the set of morphisms from M to X that are not split epimorphisms.

Let ¢ : X — M be a morphism. If ¢ is a split monomorphism, we have ¢'¢ = Idx and
trivially get an isomorphism ¢'¢ldy. If there are morphisms h: Z — X and g : M — Z
with Z indecomposable in y and g¢h an isomorphism, it is clear that hg¢ is an isomorphism
on Im(h) and hence X decomposes into Im(h) @ Ker(g¢). Since X is indecomposable, we

then know that h must be an isomorphism and ¢ a split monomorphism.

Now we consider @ : M — X. If v is a split epimorphism, we obtain an isomorphism
Idxvy)’. If we have morphisms h : Z — M and g : X — Z with Z indecomposable
in x and gyh an isomorphism, we know that 1hg is an isomorphism on Im(¢h) and X
decomposes into Im(¢h) @ Ker(g), i.e. Ker(g) =0, ¢ is an isomorphism and 1) is a split

epimorphism.

Let f be irreducible, then it is neither a split monomorphism nor a split epimorphism
and, therefore, in rad, (X,Y). If f € mdi(X7 Y'), we have a decomposition f = gh with
g € rady(X,Z) and h € rady(Z,Y), thus neither g nor h splits, contradicting f to be
irreducible. Hence f is not in radi(X Y.

On the other hand, let f € rady(X, Y)\rabdi(X7 Y) and let f = gh be a factorization of f
in x. Then either g or h is not in some y-radical and, therefore, a split monomorphism or

split epimorphism respectively as X and Y are indecomposable. O

Note that we have rad,(X,Y) = rad(X,Y) for X,Y in x, but usually radf(X,Y) C
rad"(X,Y) for n > 1.

Definition 2.2.4 The Auslander-Reiten quiver of x is a biquiver, i.e. a quiver con-
sisting of vertices I'g and two disjoint sets of arrows between them, I-arrows I'y and 2-
arrows I'y. There is a vertex for every isomorphism class of indecomposable modules of
x- Given two indecomposable modules X and Y in x there is a 1-arrow from the vertex
corresponding to the isomorphism class of X to the verter corresponding to the isomor-
phism class of Y if there is an irreducible morphism from X to Y. For each almost split

sequence

0 X Y A 0
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there is a 2-arrow from the vertex corresponding to the isomorphism class of Z to the
vertex corresponding to the isomorphism class of X. To distinguish between different

types of arrows, 2-arrows are drawn as dotted arrows.

Definition 2.2.5 Let h : M — N be an irreducible morphism in x between indecompos-
able modules and f : X — N and g : M — Y extensions to minimal right almost split and
minimal left almost split morphisms in x respectively. We denote the number of copies of
M in a sum decomposition of X and the number of copies of N in a sum decomposition of
Y by n and m respectively. As in A-mod, the arrow from X to 'Y in the Auslander-Reiten

quiver of x has valuation (n,m).

Throughout the dissertation we denote the Auslander-Reiten quiver of x by I'y.. Just as for
Auslander-Reiten quivers of A, we mostly do not distinguish between an indecomposable
module, its isomorphism class or a corresponding vertex in I'y. There are squared brackets
to mark Ext-injective and Ext-projective modules in I'y. For convenience, we say arrows

for 1-arrows and, if the valuation of an arrow is (1,1), we say it is trivially valuated.

If a subquiver I' of I'y contains two modules X and Y such that there is a 1-arrow or a
2-arrow between them, then I' also contains this 1-arrow or 2-arrow respectively and the
l-arrow in I' has the same valuation as in the whole Auslander-Reiten quiver. We call
a non-empty subquiver I' of I'y a connected component of x if for each X in I' the
modules in I' are precisely all modules Y such that there is a walk between X and Y in T',.
Clearly, each indecomposable module X in y is contained in a unique connected component
of I'y, which we call the connected component of X in I'y. Analogously to A-mod, we
say a connected component is finite if it contains only finitely many indecomposable non-

isomorphic modules.

Note that also in the Auslander-Reiten quiver of x it frequently happens that the same
indecomposable module occurs more than once. In this case we again differentiate between
the corresponding vertices of this module in I'y. Having defined valuation for arrows in y,

we can generalize a fact about valuation of arrows in A-mod.

Theorem 2.2.6 Let X and Y be indecomposable modules in x such that there is an
wrreducible morphism from X to Y. Suppose the valuation of the 1-arrow from X toY is
(n,m), i.e. there is a module M such that X is not a direct summand of M and a minimal
right almost split morphism f:nX &M — Y in x. Let fi,..., fn name the morphisms
obtained by restricting f to the different copies of X in nX @ M. Then {f1,...,fu} is a

basis for Irry (X,Y) as a T)O(p and Ty -vector space. In particular, n = m.

Proof:
The induced morphism (f1,..., fn) : nX — Y is irreducible as it can be extended to a
minimal right almost split morphism in y. Suppose {fi,..., f.} is linearly dependent,

i.e. there are endomorphisms «; : X — X such that fia1 + foas + -+ + frna, = 0 with
at least one a; being non-zero. This relation implies that fia; + foas + - + fhay, is in
radi(X,Y).
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However, since at least one @; is non-zero, o; must be an isomorphism and the morphism
a = ()T : X — nX is a split monomorphism. Therefore, there is a morphism 3 : nX —
X such that fa = Idx and nX = (n — 1)X & X = Ker(8) ® Im(«). It follows that we
can extend « to an isomorphism ¢ = (a,a’) : X @& (n — 1)X — nX. This gives rise to a
new minimal right almost split morphism f¢. The diagram below shows how an arbitrary

morphism in y mapping to Y factors over fy using that f is a minimal right almost split

e lg \
g
o Yo f

nX —nX—Y

morphism.

Since we have extended the composition fa = fia; + foas + -+ + fna, to a minimal
right almost split morphism, it must be irreducible in x by 2.2.2, contradicting the fact
that fioq + foao + -+ + fpay, is in radi(X,Y). Consequently, {f1,..., fn} is linearly

independent.

Now we show that {fi,..., fn} span Irr,(X,Y). Let g : X — Y be irreducible in x
and g its coset in Irr, (X,Y). Since g is not a split epimorphism, there is a morphism
h: X — nX & M such that g = fh. We can decompose this morphism into g = f|,xph +
flargh where p and ¢ name the projections from nX @& M to nX and M respectively.

Clearly, gh is in rad, (X, M) as M does not contain X as a direct summand. Thus we get

flargh € radi(X, Y) and g = f|,xph. Using that ph maps from X to nX we decompose
it into a set of endomorphisms {«;} C End 4(X) such that g =>_ fia.

Since A is a K-algebra over an algebraically closed field, we have Ty = Ty = K, hence
the statement follows immediately for Ty. As a trivial consequence of that, we obtain

n=m. Od

This theorem enables us to generalize another well-established result.

Corollary 2.2.7 Let X and Y be indecomposable modules in x such that there is an
arrow from X toY in the Auslander-Reiten quiver of x with valuation (n,n). If Y is not

Ext-projective, then the arrow from 7,(Y) to X is also valued (n,n).

Proof:

By our assumptions n is the number of direct summand isomorphic to X in the domain
of a minimal right almost split morphism f : M — Y in x. Consequently, by Lemma
2.1.10, n is also the number of direct summands isomorphic to X in the codomain of a
minimal left almost split morphism ¢ : 7, (Y) — M. It follows from Theorem 2.2.6 that

the valuation of the corresponding arrow is indeed (n,n). O

Since any arrow from X to Y in the Auslander-Reiten quiver of x is valued (n,n) for some
n € N, it again makes sense to say there are n arrows from X to Y. Moreover, we draw n
arrows from X to Y in the Auslander-Reiten quiver of y. We say there are multiple arrows
from X to Y if n > 2 and a connected component contains multiple arrows if and only
if there are multiple arrows from X to Y for some modules X and Y in that connected

component.
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Let us recall the well-known lemma by Harada and Sai, which clearly can be applied to
irreducible morphisms in y. Therefore, we can generalize a criterion for the Auslander-
Reiten quiver of an Artin algebra to consist of only one component to a criterion for the

Auslander-Reiten quiver of y to have this property.

Lemma 2.2.8 (Harada-Sai Lemma) [ARS95, VI. Lemma 1.2] Let Xo,..., Xon_1 be
indecomposable modules such that I(X;) <n fori=0,...,2" —1. Suppose f; : X; = X;+1

are non-isomorphisms, then fon_1--- f1 = 0.

Theorem 2.2.9 Let A be an indecomposable algebra. If there is a component I' in the
Auslander-Reiten quiver of x such that the length of all modules in ' is bounded, then it

1s the only component.

Proof:

Let n be the positive integer such that {(X) < n for all X in I". Let X be in I" and
Y be an arbitrary indecomposable module in x such that radin (X,Y) # 0. We then
know there must be a chain of at least 2" non-isomorphisms from X to Y. This contra-
dicts Lemma 2.2.8, so we have radin (X,—) = radin(—,X) = 0. In particular, we have
Homy (X,Y) = Homy (Y, X) =0 for Y not in T'.

Since x contains a functorially finite resolving subcategory €2, it follows that it, in par-
ticular, contains all projective modules. But there is a projective module P such that
Homp (P, X) # 0 and hence P is in I'. As projective modules of an indecomposable al-
gebra are always connected, we conclude that all projective modules are in I". Moreover,
for every indecomposable module Y there is a non-zero homomorphism from a projective

module to Y, so every indecomposable module must be contained in T. O

Note that this theorem does not hold for arbitrary functorially finite subcategories that

are closed under extensions, as the standard example shows.

Example 2.2.10 Let A be the algebra of the form

S1 So S3 Sy
So® ST S3® Sy S4PS3
S1 Sy S3

which we have analyzed in Example 1.2.13. Then there is a functorially finite subcategory
x of A-mod that is finite and closed under extensions, but its Auslander-Reiten quiver has

2 connected components.

We have already seen that A is representation finite in Example 1.2.13. Hence every
subcategory of A-mod is functorially finite. We consider the subcategory x = add(P; @ 1y)
that consists of all modules whose indecomposable direct summands are isomorphic to P;

or Iy. Their Jordan-Holder composition series

S S3
Pr=1 = 5y I, = S,
S1
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show that Homp (P, I4) = Homy (14, P1) = 0. Moreover, since P is also injective, x is
closed under extensions, but its Auslander-Reiten quiver consists of two components that

contain one indecomposable module each.

Moreover, with the help of the lemma of Harada and Sai we can also prove a generalization

of the first Brauer-Thrall conjecture.

Corollary 2.2.11 The subcategory x is finite if and only if the Jordan-Hélder length of

its indecomposable modules is bounded.

Proof:

Let n be a positive integer such [(X) < n for all indecomposable modules X in y. It
follows that radin (X,Y) =rady’(X,Y) = 0 for all indecomposable modules X,Y in x by
Lemma, 2.2.8. Moreover, for every module X there is a projective module P and a path in
I'y from P to X of length shorter than 2. Since there are only finitely many projective
modules and finally many paths of length shorter than 2", there can only be finitely many

indecomposable modules in x up to isomorphism. The converse is trivial. O

The second Brauer-Thrall conjecture, that is an Artin algebra A is representation infinite
if and only if there are infinitely many positive integers ny, ng, ... such that for each i € N
there are infinitely many non-isomorphic indecomposable modules of Jordan-Holder length
n;, has been proved for Artin algebras over an algebraically closed field. The original proof
can be found in [NR75], a sketch of the proof in English is given in [R80*]. The problem is
still open for algebras over arbitrary fields or rings, but it has been established in [S80] that
if there is one n € N such that there are infinitely many non-isomorphic indecomposable
modules of length n, then there are infinitely many n; € N with that property. This is
nothing but the induction step for a proof of the second Brauer-Thrall conjecture and
is often referred to as the one and a half Brauer-Thrall conjecture. We generalize the
aforementioned result using the same techniques, but we need to find a boundary for
the length of an indecomposable module X in terms of the length of an indecomposable
module Y if there is an irreducible morphism from X to Y in 2. The first lemma is the
dual of [S80, Lemma 3.1], which fits better into our context.

Lemma 2.2.12 Let X and Y be indecomposable modules and assume f: X — Y is an

wrreducible morphism. Then
UX) = UY) < UY) - m?
where m = max{l(4A),l[(As)}.

Proof:
If Y is projective, then f is a monomorphism and [(X) < I(Y'), so obviously the stated
inequation holds in this case. Suppose now that Y is not projective, then there is an

almost split sequence

0—=DTr(Y)—= X X' —>Y —0.
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This gives us [(DTr(Y)) + 1(Y) = (X) + I[(X') and, therefore, we obtain |I[(X) — (V)| <
max{l(Y),{(DTr(Y))}. Moreover, we have [(DTr(Y)) = {(Tr(Y)) since D is a duality.
So let P, - Py — Y be a minimal projective resolution, then we obtain a morphism
Homjy (f, A) : Homp (P, A) — Homp (P1, A) such that Tr(Y) = Coker(Homp (f, A)).

Therefore, we have
I(DTr(Y))=1U(Tr(Y)) <Il(Homy (P, A)).

Since Homa (Py, A) is a projective A°P-module, we know that {(Homa (P1,A)) < I(Aa)n
where n denotes the number of indecomposable direct summands of P;. Clearly, n < [(FP)
and the number of direct summands of Py is at most [(Y") and hence n < [(Fy) < I(Y)I(4A)
as the Jordan-Holder length of each direct summand of Py is less than or equal to [(4A4).

Overall we obtain I[(DTr(Y)) < I(Y)m? and
UX) —IY)] < UY)m?
|

Lemma 2.2.13 Let X and Y be indecomposable modules in € and suppose there is an

wrreducible morphism f: X —Y in Q. Then
LX) = I(Y)[ < U(Y)p

where p = (s(1 +m?) — 1), m = max{l(aA),l(Aa)} and s = max{l(Xg,)} for all simple

modules S;.

Proof:

Since a minimal right almost split morphism in €2 is given by a minimal right 2-approxima-

tion of the domain of a minimal right almost split morphism in A-mod, there is a module

M in A-mod such that there is an irreducible morphism ¢ : M — Y and X is a direct

summand of the domain X of a right Q-approximation of M. We then know that
I(X)<UM)s

by Lemma 2.1.16, where s is the maximal Jordan-Hoélder length of a minimal right -

approximation of a simple A-module. Note that s is always finite as A is an Artin algebra.
UX) = 1Y) S UY)(s(1 +m?) = 1)
clearly holds if [(X) < (Y. So assume now [(X) > [(Y), then
1(X) = 1(Y)| < [[(M)s = U(Y)] = [l(M)s = I(Y)s + 1(Y)s — 1(Y)]

< UM) = UY)|s + 1(Y)s = UY)| S UY)sm® +1(Y)(s = 1) = (Y )p,

where we use the inequation obtained in Lemma 2.2.12. O
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This inequation allows us to prove the one and a half Brauer-Thrall conjecture for a

functorially finite resolving subcategory €. The proof closely follows [S80, Theorem 3.2].

Theorem 2.2.14 Let 2 be a functorially finite resolving subcategory of A-mod such that
there exist 901 > Mg non-isomorphic indecomposable modules of length n, where Ny is the
cardinality of a countable set. Then there are infinitely many positive integers n; with N

non-isomorphic indecomposable modules of length n;.

Proof:
Let {M;};em be the set of non-isomorphic, indecomposable modules of length n. We prove
the statement by showing that for each integer n’ > n there is an integer k > n’ such that

there are 91 indecomposable, non-isomorphic modules of length k.

Suppose there is an integer n’ > n such that for all m > n’ the number of modules of
length m is strictly less than 91 and fix such an m. We know that there is a simple module
S such that S is a direct summand of soc(M;) for at least 9T modules M; and, therefore,
there are non-zero morphisms f; : S — M; for these modules. It follows that there exist

N non-zero morphisms g; : Xg — M;.

Let us first assume that 91 of the morphisms g; are not sums of compositions of irreducible

morphisms in €2, that is there are 91 morphisms g; in rady’ (Xg, M;). We then get D chains

o —— M om 1 —— M;om e M; 1 M; o M;

of arbitrary length of indecomposable modules M; ; and {)-irreducible morphisms. Then
by Lemma 2.2.8 there is an m’ € N such that in each of these chain in the last m’ steps
there is a module of length greater or equal to m. Let M be such a module, then there
is only a finite number of modules M; such that M occurs in the last m’ steps of the
chains associated to the modules M; as I'q is a locally finite Auslander-Reiten quiver.
Furthermore, the length of modules in the last m’ steps of each chain associated to an M;
is bounded by (np)m/ where p is the constant defined in Lemma 2.2.13. It follows that
there are at least 91 non-isomorphic indecomposable modules with length in an interval
[m, (np)™]. So there exists a k € N, m < k < (np)™ such that there are 9 non-isomorphic

indecomposable modules of length k, which is a contradiction.

Suppose now that for 91 of the M; there is a chain of Q-irreducible morphisms with non-
zero composition starting in Xg and ending in M;. Since there are only finitely many
arrows ending in any module in an Auslander-Reiten quiver, we know that only finitely
many of the chains can be shorter than m’ and the same argument as in the first case can

be applied to the other chains.

So in both cases we get that there is no bound on the integers k such that there exist
1 non-isomorphic indecomposable modules of length &k, which completes the proof of the

theorem. 0O
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2.3 Decompositions of morphisms

The purpose of this section is to create the general setup for the subsequent section.
When an arbitrary morphism is decomposed into a sum of compositions of irreducible
morphisms between indecomposable modules, this decomposition is not unique in general.
In particular, not even the aforementioned indecomposable modules are determined by
the morphism. In order to give a description when at least these modules are unique, we
need to establish a setting in which it makes sense to consider decompositions. First of
all we generalize a result from [ARS95, V 7.4].

Lemma 2.3.1 Let X and Y be indecomposable modules in x and let f € rad;(X, Y) with
n > 2. Then we have the following.

(a) There exist an integer s > 1, indecomposable modules Z,...,Zs, morphisms f; €
rady (X, Z;) and morphisms g; : Z; — Y with each g; a sum of compositions of n — 1

irreducible morphisms between indecomposable modules such that f =7 | gifi-

(b) If f € radf(X, Y)\radQH(X, Y) then at least one of the f; in (a) is irreducible and
f = u+ v, where u is a non-zero sum of compositions of n irreducible morphisms

between indecomposable modules and v € rad;H(X, Y).

(c) Dually, there exist an integer t > 1, indecomposable modules W1, ..., Wy, morphisms
fi : X = W; and morphisms g; € rad, (W;,Y) with each f; a sum of compositions of

n— 1 irreducible morphisms between indecomposable modules such that f = 25:1 gifi-

(d) If f € rad;(X,Y)\rad;H(X, Y') then at least one of the g; in (c) is irreducible and
f = u+ v, where u is a non-zero sum of compositions of n irreducible morphisms

between indecomposable modules and v € radZ‘H(X, Y).

Proof:

We proof all statements by induction on n. For n = 2 let ¢ : Z — Y be a minimal
right almost split morphism in y. The decomposition of Z into indecomposable modules
Z = @;_, Z; induces morphisms g; : Z; — Y. Since f € radi(X ,Y), it is not a split
epimorphism and there is a morphism [’ : X — Z such that f = gf’. Let f; : X — Z;
be the morphisms induced by f’ and the decomposition Z = @;_, Z;. Then we get
that f; € rad, (X, Z;), the morphisms g; are irreducible and f = >_7_; g;fi. Moreover, if
fé¢ radf’((X, Y'), then not all f; are in radi(X, Z;). Hence for at least one i € {1,...,s} we
have that f; is irreducible. We obtain the decomposition f = u+ v by setting u =Y gi fi,

where we sum over all ¢ such that f; is irreducible. This establishes the claim for n = 2.

Assume now that f € rad}(X,Y) for n > 3. Let ¢’ : Z — Y be a minimal right almost
split morphism in y with Z = @2:1 Z; and induced morphisms ¢} : Z; — Y. As f is
in rad}(X,Y), there is a morphism f’ € radﬁfl(X, Z) such that f = ¢'f’. Furthermore,
we consider the induced morphisms f] : X — Z; and rewrite f = 22:1 gifl. Each f!
is in radﬁfl(X ,Z;) as it maps to a distinct direct summand of Z. By induction there
are indecomposable modules Z;; for j = 1,...,s; and morphisms f;; € rad, (X, Z;;) and
hij + Z;; — Z; which are sums of compositions of n—2 irreducible morphisms between inde-

Si

composable modules such that f; = > %" hy; fi;. Then the composed morphism g;; = g;hi;
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is clearly a sum of compositions of n — 1 irreducible morphisms between indecomposable
modules and we have that .
5
9 Wl
i=1 j=1
In order to prove (b), observe that when f ¢ mdﬁJrl then not all f;; can be in radi (X, Zij).
This shows that at least one f;; is irreducible. We obtain the decomposition f = u + v by

setting w =) g4 fij, where we sum over all ¢j such that f;; is irreducible. O

Let X and Y be indecomposable modules in y such that there is a y-irreducible morphism
from X to Y. Suppose the corresponding arrow in I'y is valued (n,n), i.e. there are
n arrows from X to Y. By Theorem 2.2.6 there are irreducible morphisms fi,..., fn, €
rad, (X, Y)\radi(X, Y) such that {fi,..., fn} is a basis of Irr,(X,Y). We label each of

the n arrows with one morphism f; and fix this labeling for the chapter.

By doing this we have not only chosen a morphism for each arrow in I'y, but also a minimal
right almost split morphism and a minimal left almost split morphism for each module.
After making this choice it is possible to consider a path in I'y as a morphism that is a
composition of irreducible morphisms between indecomposable modules; therefore, we do
not distinguish between a path « and a composition of irreducible morphisms between
indecomposable modules g if v = g for an isomorphism ¢. In particular, we can consider
the morphisms g; appearing in the first part of Lemma 2.3.1 as a sum of paths, because
they are all obtained from minimal right almost split morphisms by construction. Applying
this labeling and the choice of minimal right almost split morphisms to 2.3.1 we can prove

the existence of decompositions given by our fixed labeling.

Lemma 2.3.2 Let X and Y be indecomposable modules in x and let f be a morphism in
rad;(X,Y)\rad;H(X,Y). Then for each m > n f can be written as f = v + Zﬁgl g,
where u; is a sum of paths of length i and v € rady'(X,Y).

Proof:

We have already seen that f = >"> | gif;, where each g; is a sum of paths of length n — 1
and f; € rad, (X, Z;). Without loss of generality, let fi,..., fx be the only irreducible
morphisms of the f;. So each f; for i = 1,... k can be written as f; = h;p;, where h;
is the minimal right almost split morphism mapping to Z; given by the labeling of the

Auslander-Reiten quiver and ¢; is a split monomorphism. We go into more detail and

write
ki n;
fi= hijpii+ Y hiey
j=1 j=k;+1
where ¢;; : X — X are isomorphisms for j = 1,...,k; and ¢;; radical morphisms for

J = ki +1,...,n; which might be zero. Note that h;; are the irreducible morphisms
between indecomposable modules forming h;, i.e. h; = (hi1,...,hin,). By construction
gihijpij is a sum of paths from X to Y for all j = 1,..., k;, where g;h;jpi; € rad;“(X, Y)
if j > k; + 1. Consequently, we set u, = Zle 251:1 gihijij. We continue inductively
with f —u, € rad;“‘l(X ,Y') until we have the designated decomposition. O
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To make sure that for an arbitrary morphism this inductive method terminates at some

point we need to prove another Lemma. The proof of the first statement closely follows
[ARS95, V 7.2].

Lemma 2.3.3 Let X and Y be indecomposable modules in x. Then there is an m € N
such that rady'(X,Y) = rad (X, Y). In particular, there are only finitely many non-zero
paths from X toY in the Auslander-Reiten quiver of x.

Proof:
Both X and Y are finitely generated modules, so Homy (X,Y) is a finitely generated

K-module and hence of finite length. Therefore, the descending chain
Homy (X,Y) Drady(X,Y) D -+ Drad’(X,Y) D ---
becomes stable and there is an m € N such that
rady’ (X, Y) = m rady (X,Y) = rad{'(X,Y).
neN

This implies that there cannot be non-zero paths of length greater or equal to m from X to
Y in the Auslander-Reiten quiver of x. Since for each module there is only a finite number
of immediate predecessors in an Auslander-Reiten quiver, there are clearly at most finitely
many paths of each length from X to Y and overall there are only finitely many paths
from X to Y. O

The entire setup suggests the following definition.

Definition 2.3.4 Let f : X — Y be a morphism between indecomposable modules in x
that is in rady (X, Y)\radQH(X, Y). A decomposition of f is a sum of morphisms

m
f=v+2ui
i=n

such that v € rad;(’o(X, Y) and u; is a sum of paths of length i, where the single paths
are given by the construction in Lemma 2.3.1 and, therefore, equal the labeling of the

Auslander-Reiten quiver up to an isomorphism of X.

Without loss of generality, we assume that any sum of paths occurring in a decomposition

is non-zero.

Definition 2.3.5 Let vy be a path of length k from X toY in the Auslander-Reiten quiver
of x. We then say that a decomposition f = v+ Y " wu; contains v if v occurs as a

summand of ug, i.e. vy equals a path in up up to an isomorphism of X.
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2.4 Uniqueness of sectional paths
Recall that a sectional path

X, h X f2_ Xn_lfL)Xn

in the Auslander-Reiten quiver of A-mod contains no module X; such that 7(X;) = X;_o.

Theorem 2.4.1 Let

Xo Lo x L x 0 I x,

be a sequence of irreducible morphisms between indecomposable A-modules, i.e. a path in
the Auslander-Reiten quiver of A-mod. Let f = fn--- f1 + fu®, where ¢ is a morphism
from Xg to X,,_1 such that there exists a decomposition of ¢ that does not contain the path
v = fn_1--- f1. Suppose that f factors through a morphism g:Y — X, for some module
Y such that (fn,9) : Xn—1 ®Y — X,, is irreducible. Then the sequence is not sectional
and f factors over 7(X,).

Proof:

Note that f = 0 becomes a special case of this theorem by setting Y = 0 and g = 0, because
(fn,0) : X;1 ® 0 — X, is clearly irreducible. The proof is roughly based on [ARS95,
VII. Lemma 2.5] and is done by induction on n. Let n = 2 and f = fa(f1 + ¢) = gh. We

consider

(fi+o,—h)T (f2:9)

Xo XieY X

and conclude (f2,9)(f1 + &, —h)T = 0. If (f2,g) is a monomorphism, we have f; +
¢ = 0 and, in particular, fi = ¢ in rad(Xp, X;)/rad?(Xo, X1), which is a contradiction
to our assumption that there is a decomposition of ¢ not containing the arrow labeled
fi. Therefore, (f2,g) is a non-injective irreducible morphism and hence an epimorphism.
Consequently, Xs is not projective and there is an almost split sequence

/,',t/T 295
0 7(X2) Uzg ) X evez- 220 x, 0.

Due to Im(f; + ¢, —h) C Ker(f2,9) C Ker(f2,g,t) = Im(f5,¢',t') = 7(X2) there is a
natural morphism A’ : Xy — 7(X32) such that the diagram

Xo

/ l(f1+¢,h,0)T
(fé’g/7t/)T (f2vg’t)

0 7(X2) XieYaeZ Xo 0

commutes. This shows the second statement; moreover, we have f; + ¢ = fih'. Sup-
pose now that f; + ¢ is not irreducible, ie. f; + ¢ € rad®*(Xp,X;) and fi = ¢ in
rad(Xo, X1)/rad?(Xo, X1). It follows that every decomposition of ¢ contains the arrow
labeled f1, which contradicts our assumptions. Thus both f; +¢ and f} are irreducible, so

B is a split monomorphism and hence an isomorphism, because 7(X3) is indecomposable.
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We now assume the claim holds for n — 1. Let v = f,—1--- f1 and f,(v + ¢) = gh for
some h: Xo = Y and g : Y — X, such that (f,,9) : Xp—1 ®Y — X, is irreducible.
Then the composition (fn,g)(y + ¢, —h)T is zero. If (f,,g) is an epimorphism, then X,
is not projective. There is an irreducible morphism f}, : 7(X,) — X,_1 and we obtain a
morphism A’ : X¢g — 7(X,,), in the same way as for n = 2, such that v+ ¢ = f/,h’. Hence

we have shown that f factors over 7(X,,).

Xo

/ l(’y-ﬁ-fb,—hﬁo)T
(fhag' )%, (fn,g;t)

9 7t 9
X, oY o Z X, 0

7(Xy)

If X,,—2 = 7(X,), we are done, if X,,_o 2 7(X,), we take a closer look at ¢. By our
assumption there is a decomposition of ¢ = v+ > ", u; that does not contain 7, where k
and m denote the minimal and maximal length of paths in this decomposition respectively.
We arbitrarily choose vy, vs,v3 such that v = (f,_1,¢', f*)(v1,v2,v3)T, where ¢/ : M —
X,,—1 is irreducible such that (f,—1,¢’, f) is the minimal right almost split morphism of
Xn—1 given by the labeling of the Auslander-Reiten quiver of A-mod. Furthermore, we
divide the u; in the same way, namely > 1%, u; = (fa—1, ', f1)(¢1, d2, ¢3)T. Note that
¢1 clearly has a decomposition not containing f,_o--- fi by construction. This implies
that ¢; + v; has a decomposition not containing f,_o--- f1 since v; € rad;O(Xo,Xn_g).
Moreover, we have ¢ = f,_1(d1 + v1) + ¢/ (P2 + v2) + f1(d3 + v3).

Inserting this equation into v+ ¢ = f/ b’ we obtain v+ fr,—1(d1 +v1) = f}(h — 3 —v3) —
&' (pa + v2). Since (fn-1,¢', 1)) : Xn—o® M & 7X,, — X, is irreducible as a minimal
right almost split morphism, we can apply the induction hypothesis on v+ f,—1(¢1 + v1).

Xo

N

fn72

o1+v1

d2+v2

S
\ /"\
/ \/

On the other hand, if (f,, g) is injective, then v+ ¢ is zero and we consider a decomposition

of ¢ = v+ >, u; that does not contain v. We can write v = (f,—1,8')(v1,v2)T, where
(fn-1,9") : Xp—o® M — X, _1 is the minimal right almost split morphism induced by

the labeling of the Auslander-Reiten quiver. Furthermore, we split up the the given sum

38



of paths in the same way as before, > 1", u; = (fn—1,9')(¢1, $2)T. By construction there
is a decomposition of ¢ + v; not containing f,_o--- fi and we can apply the induction

hypothesis on v + f,—1(¢1 + v1) as it factors through ¢’. This completes the proof. O

The same proof holds, with a minor restriction, for functorially finite subcategories. There-

fore, we first need to generalize the definition of sectional paths in the natural way.

Definition 2.4.2 Let

X, fi X, o X, fn X,

be a path in the Auslander-Reiten quiver of x. The path is called sectional if there is no
i such that X0 = 7,(X5).

Theorem 2.4.3 Let

X, fi X, P X, 4 fn X,

be a sequence of irreducible morphisms in x between indecomposable modules such that
X; is not Ext-projective for @ > 1. Let f = fn--- f1 + fn®, where ¢ is a morphism from
Xy to X, _1 such that there exist a decomposition of ¢ that does mot contain the path
v = fn-1---f1. Suppose f factors through a morphism g :Y — X, for some module Y in
X such that (fn,g) : Xn—1 ®Y — X, is irreducible x. Then the sequence is not sectional

in x and f factors over 1, (Xy).

Proof:
The proof works just as for A-mod except that we do not have to show that the X; are

not Ext-projective. O

In the following, there are several statements for a functorially finite subcategory x and a

sectional path

X, fi X, f X, . fn X,

in its Auslander-Reiten quiver such that X; is not Ext-projective for i > 1. Note that if
x is A-mod, the restriction to non-projective modules is not necessary, because the proofs

of these statements are always based on the previous theorems.

Theorem 2.4.4 Let

X, h X f2_ Xn_lLXn

be a sectional path in x such that X; is not Ext-projective for i > 1. Let f be a morphism

that has a decomposition containing v = fy, --- fi. Then every decomposition of f contains

-

Proof:
Suppose that there is a decomposition of f not containing v. We rewrite this decomposition

as f = g1 +go, where g; factors through f, and go factors through a morphism g : ¥ — X,
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such that (fy, g) : X,,—1®Y — X, is the minimal right almost split morphism in y given by
the labeling of the Auslander-Reiten quiver. Let f' = f—~¢, where ¢ is the isomorphism of
the path v in the decomposition of f containing . Consequently, there is a decomposition
of f’ not containing . Moreover, we decompose this decomposition of f” in the same way
as before, i.e. f' = hy + hs, where hy factors through f, and hy factors through g. So
we have vy + hy — g1 = go — ho and, consequently, v + (h1 — g1)p "' = (g2 — h2)p~!. By

~1. 50 v is not sectional by

construction 7 is not one of the paths contained in (h; — g1)p
Theorem 2.4.3, which contradicts the assumptions. Hence every decomposition of f must

contain ~. O

Note that different non-sectional paths can occur in distinct decompositions, even the
number of paths in a decomposition may depend on the choice of an isomorphism in

another path as the following example shows.

Example 2.4.5 Let A be the path algebra of the quiver

€1 —/—= €2
g

with the relation gfg = 0. We set Py = Aey and Py = Aey and note that Py = rad(P)).
Then the decomposition of the embedding i : P, — P; depends on the choice of isomor-
phisms in Ps.

The Jordan-Holder composition series of the non-simple indecomposable modules are

S S S1
Pi=1 =5 P,= 5] I = S5
S1 So S1
So
S1 So
11/51 = 5 PQ/SQ = 5.

We label the Auslander-Reiten quiver of A with the natural embedding and projection
morphisms. Then there is a decomposition of ¢ just containing the arrow from P, to P;.
Since this arrow is also a sectional path, it is contained in any decomposition. If we choose
the isomorphism corresponding to this path to be es +— eo + fg instead of the identity,
then the decomposition of ¢ contains the arrow from P, to P; and the path from P> to P;

that factors over Ss.

[P1] [P1]
N N
[Py< s ] [Py< e I]
NSNS N
Li/Si< e Py [ Sg < Li/Si< oo Py /Ss
CONG NS N
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Corollary 2.4.6 Let

Xo h X o anlfL>Xn

be a sectional path in the Auslander-Reiten quiver of x such that X; is not Ezxt-projective for

1> 1. If a morphism f: Xo — X,, has a decomposition containing f,--- f1 and f factors

over some module Y in x, then X; is a direct summand of Y for some i € {0,...,n}.
Proof:

Assume X is not a direct summand of Y, then there is a decomposition of f not containing
fn -+ f1, which clearly contradicts Theorem 2.4.4. O

Corollary 2.4.7 Let f: Xg — X, be a morphism between indecomposable modules in x

that has a decomposition containing a sectional path

Xo h X . anlfL>Xn

such that X; is not Ext-projective fori > 1. Then f is not in rad’;+1(X0, Xn); in particular,

f is non-zero.

Proof:

By Theorem 2.4.4 every decomposition of f contains f,, --- fi. This path can clearly only
be decomposed into at most n radical morphisms and, therefore, f ¢ rad;H(Xo,Xn).
(]

Note that f can be any sum of distinct paths such that at least one path is sectional.

Corollary 2.4.8 If there is a sectional cycle in the Auslander-Reiten quiver of x, then

there is at least one Ext-projective and one Ext-injective module on it.

Proof:

As a reminder, a sectional cycle in an Auslander-Reiten quiver is a sectional path

Xo L X1 LI Xn—1f4n>Xn:X0

from some indecomposable Xy in x to itself such that the composition of the path with
itself is again sectional. Let f = f,--- fi, then by the lemma of Harada and Sai there is
an integer k such that f* = 0. Suppose none of the X; is Ext-projective, then f¥ = 0 by
Corollary 2.4.7, which is a contradiction. If we assume that none of the X; is Ext-injective,

we can apply the same arguments to

- f - [ - - _
TX I(Xo) 41>TX 1(X1) 42> cee 4>TX 1(Xn,1) 4>TX 1(Xn) = TX 1()(0),
which completes the proof. O
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2.5 Sectional paths and subcategories

Starting in this section we consider how compositions of irreducible morphisms in x behave
in a functorially finite resolving subcategory of y. Recall that 2 denotes such a subcategory
of x in the whole dissertation. In order to be able to find relations between x and €2, we
have to require that they have the same Ext-projective modules. But clearly in €2 every
Ext-projective module is projective as ) contains all projective A-modules and is closed
under kernels of epimorphisms. From now on let x be a functorially finite subcategory
such that all Ext-projective modules in x are projective. In particular, for all results
in this chapter y can be specialized to equal A-mod. Firstly, we observe another easy

consequence from the previous section.

Corollary 2.5.1 Let M be an indecomposable module in x. If there is an indecomposable
module X in Q and there is a sectional path v from X to M in I'y such that no other
module besides X on this path is in ), then v is an -section and can be extended to a

minimal right Q-approximation of M.

Proof:
Let v be given by

Moreover, let Y be a module in Q and g : X — Y and f: Y — M morphisms such that
v = fg. Since no module on the path is in 2, the modules X; are, in particular, not
projective for ¢ > 1. Therefore, every module that occurs in a factorization of v contains
a direct summand X; by Corollary 2.4.6. Consequently, Xy = X is a direct summand of

Y and, as every decomposition of fg contains v, g is a split monomorphism. a
Theorem 2.5.2 Let X, Y be modules in €2 such that Y is not projective and let

Xox o x, P Iy Ly

be a sectional path in x such that X; is not in Q) fori=1,...,n—1 . Then every morphism
f whose decompositions contain v = fp, -+ fo is irreducible in Q. Moreover, if we denote
all sectional paths from X to'Y in x such that all modules along these paths are not in €

by V1, .-, Vn, then their cosets {71,...,Yn} in Irrq(X,Y) are linearly independent.

Proof:

Let Z be a module in Q and g : X — Z and h : Z — Y morphisms such that f = hg.
Since no module on the path is in €2, the modules X; are, in particular, not projective
for ¢ > 1. Therefore, every module that occurs in a factorization of f contains a direct
summand X; by Corollary 2.4.6. Hence X or Y is a direct summand of Z and either g is

a split monomorphism or A is a split epimorphism.

Suppose {77, ...,7n} is a linearly dependent set in Irrq(X,Y’). This means we can rewrite
1 = Sr,vih; for some h; € End4(X), ie. v — >r,vhi € radd(X,Y). But

Y1 — Yo oihi is a morphism clearly admitting a decomposition containing ~;, hence
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by Theorem 2.4.4 every decomposition of y; — Y " , v;h; contains ;. By the first part of
the theorem we conclude that v, — Y, v;h; must be irreducible in ©, which is a contra-
diction. Thus the cosets in Irrg(X,Y") of sectional paths in y such that no module along
the path is in 2 are linearly independent. O

Later we see that the converse statement, i.e. every non-sectional path between X and
Y gives rise to a reducible morphism in €2, is not always true, but we provide conditions
under which it holds. Note that if x equals A-mod in the last and most the following
theorems, the statements are still true even if Y is projective. This follows from the fact
that these theorems are based on Theorem 2.4.1 and Theorem 2.4.3.

Lemma 2.5.3 Given two short exact sequences

0 P (f1,f2) Uy (91,92) 7 0

and

, hih
0 U (91,93) Z@V(l 2) W 0,

then there is a short exact sequence

i —hoh
0 X (93f1,f2) Ve Y( 2,h192) W 0.

Proof:

Let (g3f1, fo)(x) = 0 for some x € X, then, in particular, fa(xz) = 0. We assume that
fi(x) # 0 and deduce g1 f1(z) # 0 from g3 f1(x) = 0 using that (g1, g3) is injective. On the
other hand, we know that g1 fi(z) = —gaf2(x), contradicting fa(z) = 0. Thus fi(z) =0

and, consequently, x = 0 by injectivity of (f1, f2). Hence (g3f1, f2) is a monomorphism.

For some w € W there is an element z+v € Z®V such that hy(2)+ha(v) = w. Repeating
the procedure for z we get ¢g2(y) + g1(u) = z. Using hjgi(u) = —hags(u) we know that
hig2(y) — ha(gs(u) — v) = c. Therefore, (—ha, h1g2) is surjective.

We now prove that Im(gsfi, f2) C Ker(—hg, higs). For an x € X we get higafo(z) —

hogs f1(x) = h1gafa(x) +h1g1f1(x) = h1gafo(x) — h1gafo(x) = 0 using the exactness of the
given sequences once each.

In the last step of the proof we verify that in fact Im(gsfi, fo) = Ker(—hso, h1g2) using
the Jordan-Holder length of its modules. We have I(V) = (U) + (W) —(Z) and I(Y) =
U(X)+1(Z)—1(U). Thus

(VaY)=1(X)+I(W)

and the sequence

, —ha,h
0 X (93f1,f2) Ve Y( 2,h192) W 0

is exact. O
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The new sequence splits if and only if both of the given sequences split. This is easily
seen because (—ho, h1g2) and (g3f1, f2) are radical morphisms if (hi, he) and (f1, f2) are

radical morphisms respectively.

Lemma 2.5.4 Let

PORELES T NS AR ¢
be a sectional path in x such that X; is not projective for i =0,...,n and let a; name the

almost split sequences
0 —— 7 (Xi) —= M; © 7 (Xi31) © Xio1 —= X; —=0,

where we require that M = @;_, M; # 0 and define 7,(Xy41) and X_1 to be the zero

module. Then there is a non-split exact sequence

0 — 7 (Xo) ML X, 0

such that for all modules X in x that do not contain a direct summand isomorphic to X;

fori=0,...,n, all morphisms g : X — X,, factor through f.

Proof:

We prove the lemma by induction on n. For n = 0 both existence and the factorization
property follow immediately from the fact that ag is an almost split sequence in x. Suppose
the statement has been proved for n — 1, then by induction there is a non-split short exact

sequence
(h,h")

n—1
00— 7y (Xo) — P M; & 7, (Xn)
1=0

Xn—l 0.

Applying Lemma 2.5.3 to this sequence and «, we obtain another non-split short exact

sequence
T f
0 — 7y (Xo) —> B M; — X,, —0.
i=0
Let X be an indecomposable module in x not isomorphic to X; for ¢ = 0,...,n and let

g : X — X, be a morphism. Then there is a morphism (g,,g,)" : X — X,.1 & M,
such that g = (fu, f)(gn, 9%)", where (fu, f") : Xn_1 ® M, — X,, is a minimal right
almost split morphism in y. By induction there is a factorization g, = (h, h')(s,s’)T with
(5,8): X = @Iy M; ® 1 (Xy,) and (h, 1) : @) M; & 7,(X) = X1

If M,, =0, then the composition f,h's" is zero and by construction f equals the composi-
tion f,,(h, h'), which gives us g = f,(h,h')(s,s")T = f(s,s')T as stated. On the other hand,
if M,, # 0, then there is a morphism f’ : 7, (X,) — M, such that f,h' = f)f’ and we
have g = (fa, f1)(Gns 90)T = fagn+ fagh = fahs+ fol's' + flgh = fahs+ fLf's' + fhgl, =
Fuhs & FL(f'5 + ) = (5 's' + g)T, where [ = (fuh, £1) - M = X,
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This proves the statement for an indecomposable module X not isomorphic to X; for

1 =20,...,n. Let X now be any module in y such that none of its direct summands is
isomorphic to X; for ¢ =0,...,n and let g : Y — X, be a morphism. Clearly, all induced
morphisms from a direct summand of Y to X,, factor through f, which gives rise to a

factorization of ¢ through f, which completes the proof. O

Theorem 2.5.5 Let X,Y be indecomposable modules in  such that X is not Ext-injective
i Q, Y is not projective and let f: X — Y be an Q-irreducible morphism. Then f does
not factor over 7,(Y) non-trivially, i.e. if there are morphisms h : X — 7,(Y) and

g: 7 (Y) =Y such that f = gh, then g : 7 (Y) = Y is an isomorphism.

Proof:

Suppose there is a factorization f = gh where h: X — 7,(Y) and g : 7,(Y) = Y. By
definition h factors through the minimal right Q-approximation h vy : X; (v) = 7 (Y),
so we have f = gh, (v )h’ for some h' : X — X, (v)- Since f is irreducible, either gh,, (y) is
a split epimorphism or A’ is a split monomorphism. But if gh., L (v) 1s a split epimorphism,
then, in particular, g is an isomorphism and the factorization f = gh is trivial. Suppose
now h’ is a split monomorphism. It follows that X = 1(Y) as it is the only direct
summand of X, (y) that is not Ext-injective by Theorem 2.1.15. This gives rise to a

commutative diagram

0 X M’ Y 0
b,
OHTx(Y) g M Y Oa
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by Lemma 2.1.11. Clearly, ¢’h is an Q-section by Corollary 2.5.1, so ¢ must be a split
monomorphism, which is a contradiction as by construction the upper row is the almost

split sequence in €2 ending in Y. O

Now we show that if a connected component I' of Iy is in some sense large, then it does

not contain (2-irreducible morphisms given by non-sectional paths in I'.

Definition 2.5.6 Let X,Y be indecomposable modules in 2 in a connected component I’
of I'y.. Suppose there is an immediate successor Z of X such that either there is a sectional

path

Z=2Zy—7Z1 =1 (X) Zy_1 Z,=Y

from Z to'Y such that each Z; is not Ext-projective for i = 1,...,k and where we define

Il =0 or there exist an | > 0 such that there are two paths

Z = Zy Z1 Lyt —>Zp =Y

and

Z =Y Y1 Yirir—=Yu =Y.
from Z to'Y with the following properties.

1. Both paths are not sectional in precisely one module, i.e. we have T(Zj11) = Z1—4
and 7y (Yi41) = Yi—1, while the induced paths from Z to Zj, from Z; to Y, from Z

to Yy and from Yy to Y are all sectional.
2. TX(Yl) = X, Zl 75 Y1 and Zk+l—1 7£ Yk:-i—l—l-
3. Y1,..., Yy are not projective.

4. If I < k we have Y; = Ti(ZZ‘_i_Ql) fori=0,....k—1 and Yy_; = T;(Yk+i), Zi_; =
T (Zigi) fori=0,...,1.

5. If k <1 we have Z; = T)Iz(YiJrgk) fori=0,...,1—k and Y}_; = T;(Yk_ﬂ'), Zy_; =
T (Ziti) fori=0,... k.

We then say that I is large between X andY .

Moreover, we call the following the inner modules of X and Y :

(a) If I < k, the inner modules are 7'57('(21‘_;,_2[) fori=0,....,k—1,j=0,...,1,
7 (Yigs) fori=0,...,1,5=0,...,i and
(Zig) fori=1,...,1, j=0,...,i—1.

(b) If k <, the inner modules are Ti(YHgk) fori=0,....,0—k,j=0,...k,
7 (Yigs) fori=0,...,k, j=0,...,i and
m(Z1gs) fori=1,...k, j=0,...,i—1.

The following is an example for a large component between X and Y for £ =5 and [ = 2.
Note that in general in a large component the number of middle terms for an almost split

sequence does not have to be 2. Inner modules of the given paths are marked in red.
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LN,
NSNS
NSNS
NN N
NN
N2

Note that a component I' may be large between X and Y using different paths in the

Auslander-Reiten quiver.
Example 2.5.7 Let A be the path algebra of
1 .2 .3

The preprojective component of its Auslander-Reiten quiver is illustrated on the next page.
It is easy to see that there are § or ”T“ different combinations of paths that satisfy the
definition of largeness between P3 and Y,, for n even and odd respectively. Furthermore,
the inner modules of a large component are not unique either, but they are uniquely
determined by the paths from Z; and Yj to Y. Let us denote these paths by 7; and 4
respectively. We then say that I' is large between X and Y with respect to 4, and 7

and refer to inner modules of v; and ~;, if necessary.
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[Py < Y| <-

NN N

Lemma 2.5.8 Let X and Y be indecomposable modules in x such that their connected

component I' is large between them. Then there is a non-split short exact sequence

0 X M Y 0

and every morphism f: N — Y such that N does not contain a direct summand isomor-

phic to an inner module of X and Y factors over M.

Proof:
We prove the lemma by induction on [ as defined for large components. For | = 0 we are
precisely in the situation of Lemma 2.5.4 and there is nothing left to prove. Suppose now

that [ > 0 and both statements are true for [ — 1. Since [ > 0, there are paths

R Z = Zy A E Zyi11 —=Zpp =Y,

Vi Z =Y Yi Yiri i —=Ye =Y

such that I' is large between X and Y with respect to v and 7. By Theorem 2.5.4 there

are [ short exact sequences of the form
0—2;——Zit1 DY ®Mi —— Y114 ——0

for i =0,...,l — 1 and one short exact sequence

f7
0> X—>Zoa M Ty
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The connected component of X and Y is also large between Z and Y either since
Iy ——— Ly 11— g =Y

is a sectional path for [ = 1 or with respect to the paths
Zy————> L1 —> L =Y

and

Yii1 Yiio o Yiq1—=Ypu =Y

for [ > 2. So by inductive construction there is a short exact sequence

-1
OHZHYIC@ZZ@@MiM)Y;)O'
i=0

with g, : Yy = Y and g: Z; & @é;é M; — Y. We apply Lemma 2.5.3 and obtain a short

exact sequence
-1
0—X—>21 @ Mj—Y —0,
i=—1

-1

where we define M = Z; & @ M;. Let N be a module such that none of its direct
i=—1

summands is isomorphic to an inner module of X and Y, in particular, none of its direct

summands is isomorphic to an inner module of Z and Y. Then, by induction, every
morphism f : N — Y has a factorization f = (gx, 9)(g,,g’)" for some g} : N — Y and
Jg:N—Z & @é;(l) M;. By Lemma 2.5.4 g, factors through (fo, f-1) : Zo® M_1 — Y}
since Y7, ..., Y} are inner modules of X and Y, i.e. there is an (f{, f’_l)T N - ZgdM_4
such that g, = (fo, f-1)(f}, f~1)T. Moreover, by construction gifo : Zo — Y factors
through g, i.e. grfo = gh for some h: Zy — Z; & @ﬁ;é M;. Composing these morphisms
we have a factorization f = gi f_1f_1+9(¢'+hf]), where (grf-1, g) is a morphism mapping
from M to Y which completes the proof. O

For the following theorem we define the distance in 'y from an indecomposable module X
in y to another indecomposable module Y in y. Suppose there are non-negative integers
[ and n with n 4+ [ minimal such that there is a sectional path

(X)) =Yo Y 2 Yo Y,=Y

Then n + [ is the distance from X to Y in the Auslander-Reiten quiver of x.

Theorem 2.5.9 Let X and Y be indecomposable modules in € that are in the same con-
nected component of I'y and let | be a positive and n a non-negative integer with | +n

minimal such that there is a sectional path

v (X)) =Y, Vi Y, —Y, =Y.

Moreover, we assume that 1 is also minimal, i.e. for all non-negative integers I’ and n’
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with | +n =1' +n’ such that there is a sectional path

(X)) =YY = Y Y, =Y

we have I' > 1. Suppose there are sectional paths

Yt Y —=Y 11 e Y1 Yo = T_I(X)7

V2 X s —=X 511 X1 Xo=Y
such that
1. vv1 is sectional,
2. X_q is not isomorphic to Y, _1,
3. Fithert=1lands=1—1ors=1landt=1—1 and
4. X; 1s not projective for j =1—1,...,0 and Y} is not projective for j =1—1,...,n.
Then there is no Q-irreducible morphism from X to Y.

Proof:

We consider the following diagram for the case that s = to visualize the assumptions.

X
AN
e X—H—l
AN
N
< "'X—l
N
/7
e IRREEEE Yn—l
/!
/
< Yl
J
<Yy =1 H(X)
/7
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Clearly, X and Y are in the same connected component I' of I'y as there is a sectional
path from T;l(X) to Y. If ' is large between X and Y with respect to yv; and 72, then
by Lemma 2.5.8 there is a module M in 2 such that all morphisms Z — Y factor over M
if no inner module of X and Y is isomorphic to a direct summand of Z. By minimality of
n + | we know that X cannot be an inner module as the distance from an inner module

of yy1 and =9 to Y is always strictly smaller than n 4 [ by definition.

Suppose N is an indecomposable direct summand of M such that there is a sectional
path whose distance to Y is given by I’ +n’. By construction in Lemma 2.5.8 we have
n'+1' <n+1land ! <. Since we have chosen n + [ and [ to be minimal, X is not a

direct summand of M.

Suppose now I is not large between X and Y with respect to vv; and s, i.e. for some
I > 1 and some module Y’ =Y, or Y/ = X; we have Ti, (Y') = P is projective. Let n'
denote the length of the implicit path from Y’ to Y given by either v or 75. Without
loss of generality, we can assume that P is the projective module obtained in this way
such that n’ 4+ 1" is minimal. Clearly, n’ + 1" < [+ n, so by Lemma 2.5.8 there is a module
M in Q such that all morphisms Z — Y factor over M if no inner module of P and Y is
isomorphic to a direct summand of M. Since we have chosen n + [ to be minimal, X can

neither be an inner module of P and Y nor a direct summand of M.

In both cases M is in {2 as it is closed under extensions and all morphisms f : X — Y
have a factorization f = gh where h : X — M and g : M — Y are radical morphisms.

Hence the existence of an irreducible morphism f : X — Y is impossible. O

Theorem 2.5.10 Let X,Y be indecomposable modules in € such that X is not Ext-
injective in €, Y is not projective and f : X — Y an Q-irreducible morphism given

by a path

v Xexo o x, o Iy Iy

Then v is sectional if one of the following conditions hold.
(a) Every X; has at most 2 predecessors.

(b) Every domain of each right Q-approzimation of 7,,(X;) has at most one direct sum-

mand that is not Ezxt-injective in ).

Proof:

In the whole proof we assume that v is not sectional and find various contradictions.
Therefore, let j < n — 2 be the largest integer such that X; = 7, (X;;2). Firstly, suppose
that every X; has at most 2 predecessors. Clearly, we have a sectional path from X, o to
Xp—1 such that all modules on this path have exactly 2 predecessors. By Theorem 2.5.4

there is a short exact sequence

0—X; — X1 07 (Y) —= X1 —=0

o1



where the induced morphisms are given by fj11: X; — X1 and fr_1--- fj42: Xj41 —
X, —1. Hence f factors over 7,(Y) and, consequently, cannot be irreducible by Theorem
2.5.5.

Let us now suppose every domain of each right 2-approximation of 7, (X;) has at most
one direct summand that is not Ext-injective in {2, then, in particular, the domain of the
approximation fx,; : Xx;, — X, has only one direct summand that is not Ext-injective.
Since fj--- f1 : X — Xj is an {}-section, we know that X must be the aforementioned
only direct summand of Xy, that is not Ext-injective in © and, without loss of generality,
we can assume that fx, is an extension of f;--- fi to a minimal right {2-approximation.

By Theorem 2.5.4 there is a non-split short exact sequence
0*>Xj *>Xj+1 @M*)Y*)O

such that the induced morphism from X; to X ; is given by fj;1. By Lemma 2.1.11

there is a commutative diagram

O XXj h XXJ‘+1 @XMHYHO
ijl lg
0 X]' Xj+1 @M*)YHO

such that that the upper row does not split. Since X is the only direct summand of Xx;,
that is not Ext-injective, it follows that h|x cannot be a split monomorphism. On the other
hand, by construction we have that gh|x equals fjii--- fi, which is an Q-section. Since
Q is closed under extensions, M is in 2. Therefore, h|x must be a split monomorphism,

which is a contradiction. O

Corollary 2.5.11 Let X,Y be indecomposable modules in 0 such that X is not Euxt-
injective in Q) and Y is not projective. Moreover, we suppose that X and Y are in the
same connected component I' of I'q and f : X — Y is an Q-irreducible morphism given
by a path

vi X=X lex, le Iy T oy

If v is not sectional, then the following statements hold.
(a) There is an X; with at least 3 predecessors.

(b) The domain of the Q-approximation of the greatest j such that 7,(X;y2) = X; has at

least two direct summands that are not Ext-injective in Q.

(c) T is not large between X and Y.

Proof:

The statements are just the contrapositives of Theorem 2.5.10 and Theorem 2.5.9. O

Corollary 2.5.12 Let f : X — Y be an Q-irreducible morphism between indecomposable

modules, where X is not Ext-injective whereas Y is not projective. If f = v+ u; denotes
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a decomposition such that v € rady’(X,Y) and v € rad%(X,Y), then X and Y are in the

same connected component I' of I'y, and the decomposition contains a path

yi o X=Xelex, Le Il Iy oy

such that f, --- f1 is irreducible. Moreover, 7y is either sectional or it is non-sectional and
the following holds

(a) There is an X; with at least 3 predecessors.

(b) The domain of the Q-approzimation of the greatest j such that 7,(X;j42) = X; has at

least two direct summands that are not Ext-injective in Q.

(c) T is not large between X and Y.

Proof:
Since f is irreducible by assumption and v € rad}(X,Y), we conclude that > u; ¢

rad3(X,Y). In particular, it must contain an individual path

o X = X, f X, fo fn—an_l In X, =Y

such that f,,--- f1 ¢ rad3(X,Y), hence f,--- fi is Q-irreducible. All other statements
follow immediately from Corollary 2.5.11. O

The previous corollary suggests a way of labeling arrows in a functorially finite resolving
subcategory ). We first label the Auslander-Reiten quiver of x as described in Section
2.3. Let X and Y be modules in ) such that Y is not projective and there is a sectional

path

X=X, x, . Xy x, =y

in x such that no module along this path is in 2. Then we label an arrow from X to Y
with f,, -+ fi. Doing this for all modules and sectional paths we have labeled all arrows in
Q) but those who either end in projective modules and those that have to be labeled either
with a morphism in rad$’(X,Y) or a morphism whose decomposition does not contain a

sectional path. We fix this induced labeling for the rest of the chapter.

Theorem 2.5.13 Let f : X — Y be a morphism between indecomposable modules in €2,
that is given by a path

Yy : X=Yy Lty Z Y1 —2% Y, =Y
m x and a path
Yo : X=X, x, s X, I x, =y

in €.

(a) If vy is sectional and all Y; are non-projective for i > 1, then yq is also sectional.
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(b) Suppose yq is sectional and all X; are neither projective for i > 1 nor Ext-injective in
Q fori <n. Furthermore, we assume that every module in the connected component of
I'y containing X and Y has at most 2 immediate predecessors or the domain of every
right Q-approximation of Y; has at most one direct summand that is not Ezxt-injective

in Q. Then vy, 1is sectional.

Proof:
Let {ip,%1,...,in} C {0,...,m} be the set indexing all modules on ~, in Q. Note that in
both in (a) and (b) these modules are exactly all modules on v by Theorem 2.4.4.

In order to prove the first statement, let -, be sectional and suppose

X=xo s x, 2o X1 - X, =y

is not sectional, then there is a j such that X; = 7q(X,12). Let M & X1, denote the

whole middle term of the almost split sequence

0—=X; —= Mo X, Xjy2 0.

The module M is in € as it is closed under extensions and, consequently, M is also a
module in x. Note that M # 0 since f is non-zero by Corollary 2.4.7 and, in particular,
the morphism from X; to X2 induced by f is non-zero. Therefore, f factors over M, so
there is a decomposition of f not containing 7,, which contradicts Theorem 2.4.4. Hence

X=xo s x, o X1 I x, =Y

is sectional, which proves (a).

By the assumptions that we have made in (b) it is clear that we can apply Theorem 2.5.10
to each path from Y;, = X to Y]

141
and, if we suppose 7, to be non-sectional, there is a Y;; in {2 such that TX(Y;].H) =Yi,-1.

= X,11. Consequently, these paths must be sectional

Let us first suppose that the domain of the right Q-approximation of each Y; has only
one direct summand that is not Ext-injective. Then X;_; is the only direct summand of
Xyirl that is not Ext-injective and we can rewrite Xﬂ’irl = X,;_1® 1. By Theorem 2.5.4

there is a non-split short exact sequence

0 Yi—1 XjoM Xjt 0

such that the induced morphism from X; to X, is given by f;4+1. By Lemma 2.1.11

there is a commutative diagram

(%)

0 X;a oI X; 0 Xm X1 0
.
(fi+1,)
0 Y1 X;eoM Xt 0.
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Since X is in (2, its minimal right Q-approximation must be an isomorphism. Hence,
without loss of generality, we can assume that the same irreducible morphism f;1 : X; —

Xj+1 also occurs in the top row after reducing it to

;)T (fi+1,)

0——X,; 1

Xj@N Xj+1

0.

The morphism (fj+1, ) : X; ® N = X1 factors through a minimal right almost split
morphism which we obtain by an extension of f;,1, so we can extend the diagram by the

almost split sequence ending in X 1.

b T f' b
0—>TQ(Xj+1) (o) Xj @M/( i+ ) Xj+1 0
fT (Id O)T
. \T .
0 X1 (f5,) X; BN (fi+15) X1 0

The irreducible morphism f; factors over the indecomposable module 7(X+1), it follows
that either f or g is an isomorphism. In the latter case the top row would split, which is
a contradiction as it is an almost split sequence. In the former we have X; 1 = mq(X;11),
which is a contradiction to the assumptions made in (b). Thus 7, must be a sectional
path.

Let us now suppose that every module in the connected component of I', containing
X and Y has at most 2 immediate predecessors. Then, as the composition fj;1f; =
Gi;11 """ Gi;_1+1 1S non-zero, the component in x between Y;, 1 = X; 1 and Y, 41 = X1

is large and there is a short exact sequence

0 X1 X; oM Xjn 0

by Lemma 2.5.8 where M is an indecomposable module. By our assumptions this is
not an almost split sequence because g is sectional. By construction the morphism
f:M — X1 is given by a sectional path which factors through an irreducible morphism
[+ M'" — Xji1, where M’ must be a module on the sectional path from M to X,
by Theorem 2.4.4. But then (f’,fj11) : M' ® X; — X1 is a minimal right almost
split morphism in  whose kernel is an indecomposable module isomorphic to some Y,
ij—1 < k < ij. This contradicts f; to be irreducible since (2 is closed under kernels of

surjective morphisms and f; factors over Yj as the following example diagram shows.
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2.6 Applications and Examples

The main purpose of the theorems in Section 2.5 is to derive I'g from the Auslander-Reiten
quiver of a larger category such as A-mod. If the larger quiver is finite, the procedure
always works and one can get subquivers without computation of approximations. How-
ever, in infinite cases the theorems are not always applicable. Certain subcategories of
the standard example show that the restriction to not Ext-injective and non-projective

modules is necessary.

Example 2.6.1 We derive the Auslander-Reiten quiver of §(A) from the Auslander-
Reiten quiver of A-mod of the quasi-hereditary algebra A whose Jordan-Hélder composition

series as a left A-module is given by

Sl SQ 53 S4
AA= So®S] S3PSe S4B Ss.
S1 S S3

Recall the Auslander-Reiten quiver of A-mod that has already been calculated in Example

1.2.13 and modules in §F(A) are again marked red.
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There are sectional paths from X to Pz, Ay to Az, P to No, P3 to As, Ny to Py, S1to X
and P, to X. Since these are sectional paths in A-mod, we can apply Theorem 2.5.2 to all
these paths including those that end in a projective module and obtain that they all give
rise to irreducible morphisms in §(A). We can now easily derive the Auslander-Reiten

quiver of F(A).

P4< rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

o \A/\/
N

In order to prove that certain restrictions to non-projective modules in Section 2.4 are
necessary, we continue by computing the Auslander-Reiten quiver of the functorially finite
resolving subcategory +T = {Exty(—,T) = 0} for T = P, ® P, ® P3 ® Ay, which is
clearly a generalized cotilting module. The indecomposable modules in this category are
Ao, As, P1, P, P3, Py and X. The Auslander-Reiten quiver is easily obtained in the same

manner as before.

[P1]
/
[P4< """"""" AQ]
SN N
Ag < X < Ag
NSNS
[P] [Ps]
/
[P1]

Considering the Jordan-Holder decompositions of Ay and P, it is obvious that there is

only one morphism from As to P, up to scalar multiplication. This morphism factors over
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both P; and Ag and can clearly be given by two different sectional paths. This contradicts

neither Theorem 2.4.4 nor Corollary 2.4.6 as P» is projective.

In the Auslander-Reiten quiver of 7" there is a sectional path v from P; to itself. This
shows that sectional cycles exist if they contain both an Ext-injective and Ext-projective
module. As 7?2 is still a sectional path but 42 = 0, we can see that Corollary 2.4.7 does

not hold for Ext-projective modules.

If we consider another generalized cotilting module TV = P; @& P, ® P3 & Asz, we obtain
another subcategory L7 containing the indecomposable modules P;, P, P3, Py and As.
Hence +T" is a subcategory of +T. Although it does not follow from previous corollaries,
it is easy to see that there is an irreducible morphism f : P, — P3 in +7T” since it only

factors over X in +T.

The morphism f considered in A-mod clearly corresponds to a non-sectional path factoring
over N3, X and My = 7(N3). All domains of the right ~7’-approximations of these
modules have at most one direct summand which is not Ext-injective in +7”. This shows
that Theorem 2.5.10 is not true when not restricted to modules that are not projective

and Ext-injective respectively.

One of the main questions arising is whether there are irreducible morphisms in €2 given

by non-sectional paths. We can answer this question considering the following example.

Example 2.6.2 Let A be the path algebra of the quiver of Dynkin type D5 with the fol-
lowing orientation.

€4
€] —= €3 ——= €3
€5

Then there is a functorially finite resolving subcategory ) such that there is an Q-irreducible

morphism from Py to Ss.

As usual, the projective, injective and simple modules are named P;, I; and S; respectively.
Note that Sy = P4, S5 = Ps and I; = S7. The Auslander-Reiten quiver of A is given by

For a better understanding, we provide the Jordan-Hélder composition series of the non-

simple, indecomposable modules.
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S1

SQ 52
P1 = 5'3 Pg = Sg P3 = 53
S4 S5 54 55 54 55
S1 S1 S1 S1
Is = 5o Iy = 59 I3 = 5 Iy = 59
S3 S3 S3
S5 Sy
Sl Sl
Ss S2
2(I3) = S§ T(I3) = S%
S4 S5 S4 S5
So So So
7'2([3) = Sg T(I4) = Sg 7’(15) = 53
S4 55 S5 S4
7(I3) = So 2(Iy) = S3 2(I5) = S3
S3 Sy S5

It can easily be checked that T'= P; & Py @ Ps ® So ® I> is a generalized cotilting module
and the functorially finite resolving subcategory € = -7 contains P», P3 and I; in addition

to the direct summands of T'. The morphism f given by the path

P, 72(I3) 7(I5) 7(I3) 7(I2) Sy

does not factor over 72(1I5). Therefore, the only other decomposition of f is given by the
path

Py

m2(I3) 7(14) 7(13) 7(12) S5

and hence f is Q-irreducible. The Auslander-Reiten quiver of €2 also contains an irreducible

morphism from P; to Iy and looks as follows.
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Moreover, let us observe what Corollary 2.5.11 means for this example. All decomposi-
tions of f factor over 7(I3), which is a module with 3 predecessors and must occur by
the aforementioned corollary. Furthermore, the approximation of 72(I3) is a morphism
Tt PP — 72(I3), so its domain contains 2 non-isomorphic indecomposable direct

summands that are not Ext-injective.
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Chapter 3

Degrees of irreducible morphisms

in functorially finite subcategories

Degrees of irreducible morphisms have been established for irreducible morphism in A-
mod by Liu in [L92]. In this chapter we generalize this notion for functorially finite
subcategories and see that irreducible morphisms and paths behave similarly to A-mod
when Ext-projective modules are not involved. We give a proof for a generalized version
of the Happel-Preiser-Ringel theorem, which says that infinite connected components of
I'4 that contain a 7-periodic module are stable tubes [HPR80]. Moreover, we analyze the
shape of left stable connected components that contain an oriented cycle but no periodic
modules. The whole chapter closely follows [L92] and [L93]. In order to do this, we

introduce some additional notation.

Let Z be an indecomposable module in x that is not Ext-projective, we then denote by

Ey(Z) the almost split sequence in x ending in Z,

0—T1y(Z) Y A 0.

Moreover, we denote the almost split sequence

0 X Y (X)) —=0

by £(X) if 7. '(X) exists for a given indecomposable module X in x. The module Y is
called the middle term of £,(Z) and &, (X).

Let f: X - Y and g: Y — Z be irreducible morphisms in y. We say that a pair {f, g}

is a component of an almost split sequence if either there is an almost split sequence

0 X Y Z 0
in x or if there are y-irreducible morphisms f': X — Y’ and ¢’ : Y’ — Z such that
(9.9

0—>X—>Y@Y;JLZ—>0

is an almost split sequence in .
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3.1 Definitions and basic properties

Definition 3.1.1 Let f: X — Y be an irreducible morphism in x.

(a) We define the left degree déc(f) of f in x to be the least integer n such that there is a
module Z and a morphism g € rady(Z, X)\rad;“(Z, X) such that fg € rad;H(Z, Y).

If none such integer exists, we define dic(f) to be oo.

(b) Dually, we define the right degree d (f) of f in x to be the least integer n such
that there is a module Z and a morphism g € rady(Y, Z)\rad;H(Y, Z) such that
gf € rad;”(X, Z). If none such integer exists, we define d(f) to be cc.

Lemma 3.1.2

(a) Letn > 1 be an integer and letp: X —Y and f:Y — Z be morphisms in x, where f
is x-irreducible and Z is indecomposable and not Ext-projective. If p ¢ rad;"'l(X, Y),
fpe radﬁ”(X, Z) and

NT !/
0 (2) (9.9) Yoy (f.1") 7 0

is an almost split sequence in x, then there exists a morphism q : X — 7,(Z) such
that q ¢ rady (X, 7y(Z)), p+gq € rad’;H(X,Y) and ¢'q € rad;H(X, Y.

(b) Dually, let n > 1 be an integer and let g : X — Y and p : Y — Z morphisms
in x, where g is x-irreducible and X is indecomposable and not FExt-injective. If
D¢ radZ‘H(Y, Z), pg € rad;+2(X, Z) and

NT ’
1s an almost split sequence in x, then there exists a morphism q : 7'X_1(X) — Z such
that q ¢ rad}(r,1(X), Z), p+ qf € rad} (Y, Z) and qf’ € rad} (Y, Z).

Proof:

There is a factorization fp = ts with s € rad;H(X, W) and t € rad, (W, Z). The mor-
phism ¢ factors through (f, f’) as the latter is a minimal right almost split morphism. If
t = (f, f)(u, )T, then (f, f)(us — p,u's)T = 0. Since Im(us — p,u's)” C Im(g,q')" =
7(Z), there exists a morphism ¢ : X — 7,,(Z) such that (us — p,u’s)T = (g,¢')q, which
is equivalent to (p + gq,9'q)" = (us,u's)” € rad’;+1(X,Y @Y') as s € rad;'H(X, w).
Thus p+gq € rad;H(X, Y) and ¢'q € rad;H(X, Y”). Moreover, as p ¢ radZH(X, Y) and
p+gq € radT‘l(X,Y), we know that gq ¢ radﬁ“(X,Y) and hence ¢ ¢ rad} (X, 7,(2)).
]

Corollary 3.1.3

(a) Let f:Y — Z be an irreducible morphism in x with finite left degree in x, where Z is
an indecomposable module that is not Ext-projective. If Y &Y' is a direct summand
of the whole middle term of &(Z) with Y' # 0, then there is an irreducible morphism
g (Z) = Y with d\(¢') < d'\(f). Consequently, if d',(f) =1, then f is a surjective

minimal right almost split morphism.

62



(b) Dually, let g : X — 'Y be an irreducible morphism in x with finite right degree in Y,
where X is an indecomposable module that is not Ext-injective. If Y @Y’ is a direct
summand of the whole middle term of E'(X) with Y' # 0, then there is an irreducible
morphism f':Y" — 71 (X) with di(f') < di(g). Consequently, if di(g) =1, then g

1 an injective minimal left almost split morphism.

Proof:

Suppose that dgc(f) =n, i.e. there is a morphism p € rad} (X, Y)\rad;H(X, Y') such that
fp € rad;”(X, Z). Since Y @Y’ is a direct summand of the middle term of &,(Z), we
know there are irreducible morphisms (g,¢)7 : 7 (Z) = Y @Y’ and (f, f): Y oY — Z
such that {(g,¢")T, (f, f')} is a component of & (2). If (9,9',¢")T : 7 (Z) = Y @Y & Y"
denotes an extension of (g, ¢ )T to a minimal left almost split morphism, then there is a
morphism ¢ ¢ rad} (X, 7 (Z)) such that (¢',¢")"q € rad;H(X, Y'®Y"”) by Lemma 3.1.2.
Consequently, we also have ¢'q € rad;H(X ,Y"), which implies that d§<<9/ )<n—-1< le( f)-
O

Definition 3.1.4 A path

Xo X1 e Xn1—X,,

in T'y is said to be pre-sectional in x if for all i = 2,...,n such that 7,(X;) exists,
Xi—o®7\(X;) is a direct summand of the domain of a minimal right almost split morphism

mapping to X;_1.

Equivalently, one can define that the path is pre-sectional in y if for all i = 2,...,n
such that TX_I(Xi_2) exists, TX_I(XZ'_Q) @ X; is a direct summand of the codomain of a
minimal left almost split morphism mapping from X;_;. Clearly, every sectional path is

pre-sectional.

Lemma 3.1.5 Let

Xo X1 T Xpn1—X,

be a pre-sectional path in I', and let m be an integer. Then the following paths are also

pre-sectional if they are defined.

(a) T;(Xn) —_— Tg_l(Xn_l) — o —— 7 (X)) — X

(b) Xy — TX_I(Xn_l) —_— T}%—n(Xl) 4)7_)6_”()(0)

(¢) T (Xo) —=1(X1) — - — 77 (Xn1) — 77(Xn)

Proof:

The lemma follows immediately from Corollary 2.2.7. a
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Lemma 3.1.6

(a) Let f: X — Y be an irreducible morphism in x such that Y is indecomposable and
dh(f) < oo. Let

X, —Xn1 Xi Xo=Y

be a pre-sectional path in I'y such that no X; is Ext-projective and n > 1. If X © X,
is a direct summand of the whole middle term of £,(Y), then for each 1 <1i < n there
is an irreducible morphism f; : 7, (X;—1) — X; such that

A (fn) < di(Fom1) < < dy(fi) < d(f).
Consequently, n < dic(f)

(b) Dually, suppose g: X —'Y be an irreducible morphism in x such that X is indecom-
posable and d (g) < oo. Let

X:YE) Y1 Y1 Yn

be a pre-sectional path in I'y such that no Y; is Ext-injective and n > 1. If Y © Y7 is
a direct summand of the whole middle term of 8>’<(X), then for each 1 < i < n there
is an irreducible morphism ¢; : Y; — 7'X_1(Y;_1) such that

dy(gn) < dy(gn—1) < -+ < dy(g1) < dy(9).
Consequently, n < dy(g)-

Proof:

Let X @ X; be a direct summand of the whole middle term of £, (Y). Then by Corollary
3.1.3 there is an irreducible morphism f; : 7, (Y) — X; with déc(fl) < déc(f). Suppose
that 1 < m < n and for each 7 such that 1 < ¢ < m there is an irreducible morphism
fi : 7 (Xi—1) = X; such that d;(fm) << déc(fl) < déc(f). By definition of pre-sectional
paths 7, (X;m—1) ® X1 is a direct summand of the whole middle term of &, (X,,). We
can apply Corollary 3.1.3 again to find an irreducible morphism f, 11 : 7 (Xpm) = Xt
such that dic( fmt1) < d;( fm)- Hence the result follows inductively. O

Corollary 3.1.7

(a) Let' Y be indecomposable and let f : X — Y be an irreducible morphism in x. Let

.. ;Xn Eanl Xl X0:Y

be an infinite pre-sectional path in I'y, such that no X; is Ext-projective and X & X1
is a direct summand of £,(Y'). Then f has infinite left degree in x.
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(b) Dually, let g : X — Y be an irreducible morphism in x for some indecomposable
module X . Let

X:Yb Y, Yo 1 Y,

be an infinite pre-sectional path in I'y such that no Y; is Ext-injective and Y ©Y1 is a

direct summand of S;C(X). Then g has infinite right degree in x.

Proof:
As the path is pre-sectional, we obtain an infinite collection of irreducible morphisms
fi : TX(Xi,l) — X, such that

o< d () < d\ (o) < - < d(f1) < dL(F).
by Lemma 3.1.6. =

Definition 3.1.8 LetY andY’ be indecomposable modules in x that are not Ext-projective
and let (f, f) : 1 (Y)® 1, (Y') = X and (9,9') : X = Y @Y’ be irreducible morphisms.
If{f,g} and {f', g’} are components of £,(Y') and E,(Y") respectively, we say that (f, f')
is a left neighbour of (g,9")" and (g,9")" is a Tight neighbour of (f, f').

Lemma 3.1.9 Let f: X — Y be an irreducible morphism in x.

(a) If f has finite left degree and Y = Y1 @ Ya such that both Y; are indecomposable and
not FExt-projective, then f has a left neighbour

g=1(91,92) : x(Y1) & 7y (Y2) = X

with déc(g) < d;(f)

(b) If f has finite right degree and X = X1 @ Xo such that both X; are indecomposable

and not Ext-injective, then f has a right neighbour
with dY(g) < dy(f)-

Proof:
Assume that dgc(f) = n. Then there is a p € rad;(Z,X)\radQH(Z,X) such that fp €
rad;+2(Z, Y). Let

9=1(91,92) : x(Y1) @ 7y (Y2) = X
be a left neighbour of f. By definition {g;, f;} is a component of &, (Y;). So by Lemma
3.1.2 there are ¢; ¢ rady(Z,7y(Y;)) such that p + giq; € rad;H(Z,X). Consequently,

9(a1,—2)" = g11 — g2a2 = p+ 11 — (p + g2q2) € rad}™(Z,X). Since (q1,q2)" ¢
rady (Z, 7y (Y1) © 7y (Y2)), we obtain d&(g) <n-1< d&(f), which completes the proof.
]
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Definition 3.1.10 Let X be an indecomposable module in x.

(a) We call X left stable in x if 7} (X) exists for all n > 0.

(b) Dually, X is called Tight stable in x if 7\ (X) exists for all n < 0.
(¢) X is called stable in x if it is both left and right stable.

(d) If there is a positive integer n > 1 such that 77 (X) = X we call X Ty-periodic or,

for convenience, periodic.

Moreover, we call a subquiver I' of the Auslander-Reiten quiver of x left stable, right stable,
stable or T, -periodic if all their modules are left stable, right stable, stable or T\ -periodic
respectively and, if X is in I', then the module T;L(X) is also T' for all n € Z such that

T (X) exists.

Note that a module that is stable in a subcategory does not have to be stable in neither
a larger nor a smaller subcategory. Consider the standard example 1.2.13 and let xy =
F(A) be the category of standard-filtered modules and = +T the Ext-orthogonal of the
generalized cotilting module T' = P & P> & P3 & As. In 2.6.1 we have shown that 2 is
a subcategory of x just as in our general setup. The indecomposable module X is stable
and periodic in A-mod as 74(X) = X, but X is neither left or right stable in x as 7'53 (X)1is
projective and 7;3 (X) is Ext-injective in x. On the other hand, in  we have 73(X) = X,

hence X is 7q-periodic and, consequently, stable in ).

Lemma 3.1.11 Let X — Y be an arrow in I'y, with valuation (a,a). If X andY are left
stable in x and there is an irreducible morphism f : X — Y with finite left degree or if X
and Y are right stable in x and there is an irreducible morphism f : X — Y with finite
right degree, then a = 1.

Proof:

Suppose X and Y are left stable and f has finite left degree, hence we prove the statement
by induction on déc( f). If d;( f) =1, then f must be a minimal right almost split morphism
by Corollary 3.1.3, so a = 1. Assume the statement is true for dic(f) <m. If d;(f) =m
and a > 1, then X @ X is a direct summand of the whole middle term of &,(Y). We
use Corollary 3.1.3 to obtain a morphism g : 7, (Y) — X with d' (g9) < m. By induction
the arrow from 7,(Y) to X must be valued (1,1). On the other hand, the same arrow
must be valued (a, a) by Corollary 2.2.7, which is a contradiction. The proof for the other

condition works dually. O

Corollary 3.1.12 Let X — Y be an arrow in I'y andlet f: X =Y andg: X =Y be

irreducible morphisms in x.

(a) If the valuation of the arrow is (1,1) or X and Y are left stable in x, then dlx(f) =
&, (9)-
X

(b) Dually, if the valuation of the arrow is (1,1) or X and Y are right stable in x, then
dy(f) = di(9)-
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Proof:

First we assume that X and Y are left stable in x. Let (a,a) be the valuation of the arrow
from X to Y, if a > 1, then dgc(f) = d&(g) = oo by Lemma 3.1.11. So let a = 1 and,
without loss of generality, suppose dgc( f) < o0, ie. thereisap € rady(Z, X )\rad;H(Z , X)
such that fp € rad;”(Z, Y). As a = 1, there is an isomorphism ¢ : X — X such that
f—gp € radi(X, Y). Therefore, gop = fp — (f — gp)p € rad;H(Z, Y) and hence
d\(g9) < d\(f) < oo as gp ¢ rad}"'(Z,X) . We similarly obtain d’(f) < d!(g), which

completes the proof in this case. O
Now the following definition makes sense.

Definition 3.1.13 Let X — Y be an arrow in I'y and f : X — Y an irreducible mor-
phism.

(a) If the valuation of the arrow is (1,1) or X and Y are left stable in x, we then define
the left degree of the arrow X —'Y to be d;(f)

(b) Dually, if the valuation of the arrow is (1,1) or X and Y are right stable in x, we
then define the right degree of the arrow X —'Y to be d;(f)

Example 3.1.14 We compute the left degrees of all arrows of the Auslander-Reiten quiver
of A-mod and F(A) of the algebra discussed in the standard example.

Note that for this algebra all arrows that are given by an irreducible monomorphisms
have left degree co. The almost split sequences £(As), £(14), E(A3), £(S4), £(V3) and
£(S1) have an indecomposable middle term, hence the arrows from these middle terms
to Ao, Iy, A3, Sy, V3 and S respectively must have left degree 1. Let f: X — Y be an
irreducible morphism between indecomposable A-modules such that we have not obtained
the left degree of the corresponding arrow yet. It is not hard to see that in this case if

X, X I P A x = x

is the shortest sectional path such that X; = 7(Y) and ff;--- f, = 0, then dic(f) =n
and corresponding arrow also has left degree n. This completes the calculation and gives

us the following quiver with arrows labeled with their left degrees.
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In F(A), just as in A-mod, all irreducible monomorphisms have infinite left degree. More-
over, all F(A)-irreducible morphisms between irreducible modules in F(A) that are min-
imal right almost split morphisms have left degree 1. We obtain the left degrees of the
remaining arrows similarly to A-mod, except for the arrow given by the irreducible mor-
phism f : P, — X. Composing this morphism with a sectional path in y of length n
starting in some module M always gives a morphism in rad“Jrl (M X )\rad”Jr2 (M, X).
On the other hand, if we compose f with the up to a scalar umque non-zero morphlsm
g e radg(A)(Ag, Pg)\rad%(A)(AQ, P,), which can be considered as a non-sectional path, we
obtain fg = 0. Hence the left degree of the arrow from P, to X is 3 and we have finished

the computations.

Contrary to A-mod, where arrows pointing at a projective module always have infinite left

degree, the arrow in the Auslander-Reiten quiver of F(A) from Ns to Py has left degree 1.

Lemma 3.1.15

(a) Let

Xit1 X; X3 Xo

be an infinite pre-sectional path in I'y with all X; left stable. If there is some integer
n > 0 such that the almost split sequence £,(X,,) has three left stable middle terms or
the arrow X411 — X, has non-trivial valuation, then all arrows Ti(XH_l) — Ti(XZ')
and T]_H(Xi) — T;%(XZ'+1) with 7 >0 and i > n + 1 have infinite left degree.

(b) Let
Yo Yy Yi

be an infinite pre-sectional path in I'y with all Y; right stable. If there is some integer
n > 0 such that the almost split sequence 5’( w) has three right stable middle terms
or the arrow Y, — Yy 41 has non-trivial valuation, then all arrows 7(Y;) — 73(Yii1)

and TX( Yiy1) — T%_I(YVZ') with j <0 and ¢ > n+ 1 have infinite right degree.

Proof:

As all X; are left stable, it is sufficient to prove that all arrows X;1; — X; and 7(X;) —
Xiy1 with ¢ > n + 1 have infinite left degree. Since 7, (X;) @ X2 is a direct summand
of the whole middle term of &, (X;;1) by definition, all arrows 7, (X;) — X1 with i >0
have infinite left degree by Corollary 3.1.7.
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Suppose that £, (X,) has three left stable middle terms X, 1,Y, and Z, and there is
an irreducible morphism f : X;y1 — X; with finite left degree in y. We can find a

pre-sectional path

T (Xn) —— Ty T (X)) — - —— (X)) — X,

X

in I'y, such that X; 1 ® 7, (X;_1) is a direct summand of the whole middle term of &, (X;).

By Lemma 3.1.6 there exists an irreducible morphism f' : 707" (Xp41) — 70 "(X,) such

that di(( ) < déc( f). Since Xp4+1,Y, and Z, are left stable, the whole middle term of
Ex(T7(Xy)) has a direct summand 70 "(Xp11) @ 70 "(Yy) @ 77"(Zn). There is an
irreducible morphism h : 77" (X)) — 77(Y,) @ 11"(Z,) with di(h) < dL(f') by
Corollary 3.1.3 and hence another irreducible morphism b’ : 7.-"*1(Y,,) & 707"+ (Z,) —
7" (X,,) such that d (h') < d.(h) by Lemma 3.1.9. On the other hand, there is a

pre-sectional path

(Xn+k) . Ti—n+1

. Ti—n—f—l i

Y (Xnth—1) — -

. T)i(nJrl(Xn_i_l) T)i;nJrl(Xn)

such that 7/ "1 (Xp11) @ 707" TH(Y,) @ 777"1(Z,) is a direct summand of the whole
middle term of &, (7.""1(Xy)). Therefore, by Corollary 3.1.7, b has infinite left degree,

which is a contradiction.

Suppose now there is an arrow X, 11 — X, valued (a,a) with a > 1. Then for each integer

1 > n there is a pre-sectional path

e M () e T () e T (X) ——

R T;_n_l(Xn_H) —_— s —— Tx(Xi—l) E—— Xi

in Iy, such that 7, (X;_1) ® X1 is a summand of the whole middle term of &, (X;). Thus
by Corollary 3.1.7 the arrow X;;11 — X; has infinite left degree. O

Lemma 3.1.16 Let

X_, X Xo X X,

be a be-infinite pre-sectional path in I'y.

(a) If all X; are left stable, then all arrows 13.(X;) — T%(Xiﬂ) and TiH(XiH) — 7'>J<'(Xi)
with § > 0 and i € Z have infinite left degree.

(b) Dually, if all X; are right stable, then all arrows 75(X;) — 75(Xip1) and 75 (Xiy1) —
T)Z(Xz‘) with j <0 and i € Z have infinite right degree.

Proof:

Assume that all X; are left stable. There are infinite pre-sectional paths
.. > I (Y. o J(Y. o I(YXY) —> A (Y.
T3 (Xi-2) T (Xi-1) T (X5) Tx(Xi+1)
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and

e (Xys) i (Xive) — T (Xi)

in T, for each j > 0,7 € Z such that 1 (Xiy1) ® 74(Xi_1) and 77 (X;19) ® 7(X;) are
direct summands of the whole middle terms of £, (T%(Xz)) and €X(T>Z(Xi+1)), respectively.

Then the statement follows immediately from Corollary 3.1.7. O

Lemma 3.1.17 Let

Xo X1 e Xn1—=X,
be a pre-sectional path in I'y such that X; is not Ext-projective for i = 1,...,n or not
Ezxt-injective for i =0,...,n— 1. Then there are x-irreducible morphisms f; : X;—1 — X;

such that frn--- f1 ¢ 1“ad;’<+1 (X0, Xpn). In particular, f,--- f1 is non-zero.

Proof:

Suppose none of the X; is Ext-projective for ¢ = 1,...,n. For convenience, we define
Ty(Xnt1) = 0, so that X;_1 & 7(Xi41) is always a direct summand of the domain of
a minimal right almost split morphism mapping to X;. We use induction to prove the

following statement from which we conclude the lemma.

For each i € {1,...,n} there is an irreducible morphism (f;, g;) : Xi—1 ® 7 (Xi11) = Xi
such that f;--- fi + gipi—1 ¢ rad?‘l(Xg, X;) for every morphism p;—1 : Xo — 7, (X;41) in
X-

For i = 1 we choose (f1,91) : Xo @ 7(X2) = X1 to be the restriction of a minimal right
almost split morphism mapping to X;. Let pg : X9 — 7,(X2) be an arbitrary morphism.
If Xo 2 7(X2), it is clear that fi; + gipo ¢ radi(Xo,Xl). If Xo = 1,(X2), then f;
and g; are linearly independent in Irry (Xo, X1) as a T)Og:) -module by Theorem 2.2.6, hence
fitagipo ¢ radi(Xo,Xl).

Suppose now 1 < ¢ < n and we have found a y-irreducible morphism (f;, g;) as required.
We may choose p; = 0 and obtain f;--- f1 ¢ rad?‘l(Xo,Xi). Since X; @ 7y (Xit2) is
a direct summand of the domain of a minimal right almost split morphism mapping to
X;+1, we know there are y-irreducible morphisms (gi, hi)T : 7 (Xit1) — X; © 7 (Xit2)
and (fi+1, git1) : Xi ® 7y (Xiyo) = Xij1 such that {(g;, )T, (fiz1,9i+1)} is a component
of the almost split sequence &, (X;+1). Suppose there is a p; : Xo — 7,(X;12) such that
fix1- - f1 4+ givipi € rad?‘Q(Xo,XiH). Then by Lemma 3.1.2 there is a p;—1 : Xg —
Ty (Xiy1) such that (fi... f1,pi) + (i, hi)pi—1 € rad?’l(Xo, X; ® 7y (Xiy2)). In particular,
fio..f1+gipi_1 € rad’;rl(Xo, X;), which contradicts our inductive assumption. The case

where none of the X; is Ext-injective for ¢ = 0,...,n — 1 can be proved dually. O

Corollary 3.1.18 Let

PRI T N LD AL ¢
be a pre-sectional path in I'y such that X; is not Ext-projective for i = 1,...,n or not
Ext-injective for i = 0,...,n — 1. Then for each given constant b there are less than 2°

integers i € {0,...,n} such that 1(X;) <b.
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Proof:
Suppose that each X; is not Ext-projective for ¢ = 1,...,n. Without loss of generality,

we assume that f,--- f1 # 0 by Lemma 3.1.17. Suppose the statement is not true, i.e.

there is a positive integer b such that there are at least 2° modules X;,, X, ... » X, with
ij < ij41 for j = 1,...,20-1 and [(X;,) < bfor j = 1,...,2% We set 95 = fijor - fij+1
Xi; = Xy, forj=1,..., 2> — 1, so the composition go_1--- g1 : X;, — Xi,, is zero by

Lemma 2.2.8. By construction this is a contradiction to f, - f1 # 0. Again, the other

case is proved dually. O

Corollary 3.1.19 Every pre-sectional cycle in 1"y contains at least one Ext-projective and

one Ext-injective module.

Proof:

A pre-sectional cycle in an Auslander-Reiten quiver is a pre-sectional path

Xo 4 X1 LI Xn—14fn>Xn=Xo

from some indecomposable Xy in x to itself such that the composition of the path with

itself is again pre-sectional. Let f = f,, - - f1, then by the lemma of Harada and Sai there

is an integer k such that f* = 0. Suppose none of the X; is Ext-projective, then f*¥ # 0 by

Lemma 3.1.17, which is a contradiction. If we assume that none of the X; is Ext-injective,

we can apply the same arguments to
f2

- / - - - —
Txl(X0)41>TX1(X1)4>~~4>TX1(XTL,1)4>T 1(Xn):7' 1(X0).

3.2 The Happel-Preiser-Ringel theorem for subcategories

Recall that an oriented cycle is a path in an Auslander-Reiten quiver that starts and

ends in the same module.

Lemma 3.2.1 FEvery oriented cycle in I'y contains both an arrow of finite left degree and

an arrow of finite right degree.

Proof:

Let

Xo L X1 LI anngn:Xﬂ

be an oriented cycle in I'y. By Lemma 2.2.8 there is a k£ > 1 such that (f,, - )k =0,

which completes the proof.

Theorem 3.2.2 Let I be a connected component of I'y that is left stable or right stable
and assume every almost split sequence in I' has at least 2 middle terms. Then for every

path

X, h X f2_ Xn_lfL)Xn

in I' we have fp--- f1 ¢ rad;H(Xo,Xn). In particular, fy--- f1 is non-zero.
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Proof:

Suppose there are no Ext-projective modules in I'. We prove by induction that for each
n € N the left degree of each irreducible morphism f : X — Y between indecomposable
modules X and Y in I' is greater then n. Clearly, f cannot be a surjective right almost
split morphism because &, (Y) has at least two middle terms. Hence dic( f)>1by 3.1.3.

We assume that the statement is true for n — 1, but false for n, i.e. there exists an
irreducible morphism f : X — Y such that d&( f) = n. Since every almost split sequence
has at least two middle terms, there is a module X’ such that X @ X' is a direct summand
of the whole middle term of £, (Y). So by Corollary 3.1.3 there is an irreducible morphism
[ (Y) — X' with dlx(f’) < n, which is a contradiction.

We have proved that every arrow in I' has infinite left degree and hence every path

X, h X f2_ . Xn_lfL)Xn

in I" of length n is not in radﬁ“(Xo, Xy). If T does not contain any Ext-injective modules,

the theorem can be proved dually. O

Lemma 3.2.3 Let I' be a connected stable subquiver of I'y and let X and Y be modules
i I'. Then the following holds.

(a) There is a path in T from X to 7}(Y') for some n € Z.

(b) If there is a path from X toY in T, then either X = 7(Y) for some n > 1 or there

is a sectional path in T from X to 7(Y') for some n > 0.

Proof:

Since I' is connected, there is a walk

X =Xy X1 X1 Xs=Y

in I'. We prove the first statement by induction on s. For s = 1 the statement is trivial.
Suppose now s > 0 and there exists a path in I' from X to 77(Xs-1) for some integer
n. Since there is an edge between X;_;1 and Y, there is either an arrow X, 1 — Y
or Y — Xs_1. In the first case there is also an arrow from 77'(Xs_1) — 70(Y) as T’

X X

is stable and we obtain a path from X to 77(Y) in I'. Otherwise there is an arrow

T (Xs-1) = Tg_l(Y) and a path from X to TQ_I(Y) again using that I' is stable.

In order to prove the second statement, let

X =Xo X3 Xs1—=X; =Y

be a path in I'. Again the statement is trivial for s = 1. Assume s > 0, then by the
inductive hypothesis we either have X = 77(Xs_1) for some n > 1 or there is a sectional
path

X =Y Vi Vi1 ——Yj = 70" (Xs-1)
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for some m > 0. In the first case X — 77(Y') is a sectional path. In the second case if
Vi1 = 7"TH(Y), then either X = 7**1(Y) with m +1 > 0 or

X=Y, Y] Vi1 =m0 tH(Y)
is a sectional path. If Y;_; # 771 (Y), then
X =Yy Y e Vg —= Y —— 1" (Y)
is a sectional path. O

In order to proof the main theorem of this section, we need another definition and lemma.

Definition 3.2.4 Let X andY be indecomposable modules in x. Then the set {17} (X)|n €
Z} is called the Ty-orbit of X. We call a T, -orbit left stable, right stable, stable or periodic
if all the modules it contains are left stable, right stable, stable or periodic respectively. A
Ty-orbit that is neither left stable nor right stable is a finite set and hence called a finite
Tx-orbit. Moreover, we say two orbits {7)/(X)|n € Z} and {7 (Y)|n € Z} are adjacent if
there are integers i,j € Z such that there is an irreducible morphism f : T;;(X) — 1(Y)
org:m(Y) = 7L(X).

It follows directly from the definitions that if one module X is left stable, right stable,
stable or periodic, then all modules in the 7,-orbit of X are left stable, right stable, stable
or periodic respectively. Note that although periodic 7,-orbits only contain a finite number

of non-isomorphic indecomposable modules, we do not call them finite 7, -orbits.

Lemma 3.2.5 Let Iy be the Auslander-Reiten quiver of x with a module X in a periodic
Tx-orbit, i.e. there is an n € N such that 77(X) = X. Then any 1y-orbit adjacent to the

Ty-orbit of X is either periodic or finite.

Proof:

Suppose there is an 7y-orbit {7)'(Y)|n € Z} that is adjacent to the 7y-orbit of X which
is neither periodic nor finite. Without loss of generality, we assume that this 7,-orbit
contains a module Y such that there is an arrow from X to Y in the Auslander-Reiten
quiver of x and that 7)'(Y) exists for all m > 0. By our assumption we know that
' (Y) # Y for all m > 1. Since both orbits are left stable, we conclude that there is

an arrow from 7' (X) = X to 7/(Y). Proceeding like this it is easy to see that there are

X
arrows from X to Y, 72(Y), T)%”(Y), .., L.e. the almost split sequence & (X) has infinitely
many middle terms, which is impossible. O

Definition 3.2.6 A stable subquiver I' of I'y, is called a stable tube if every module in T’

is Ty-periodic and it contains an infinite sectional path

X Xn—1 EE X, Xo=Y

such that each orbit in I' is generated by a unique module X;.
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Theorem 3.2.7 (Happel-Preiser-Ringel Theorem) Let I' be an infinite connected

stable subquiver of I'y.. If there is a T, -periodic module in I, then I' is a stable tube.

Proof:

Since I is stable and connected, if one module in I' is 7, -periodic, then every module in I'
is Ty-periodic by Lemma 3.2.5. Thus there must be infinitely many 7,-orbits in x. Fix a
module Xg in I', then for every module X that is not in the same 7,-orbit as Xy there is
a sectional path in I' from Ty (X) to Xg for some n € Z by Lemma 3.2.3. Consequently,
there are arbitrarily long sectional paths in I' ending in Xy and hence there exists an

infinite sectional path

v s —=Xip Xi X1 Xo

in I'. For each integer ¢ > 0, there is an oriented cycle

Xiy1 = 70 (Xip1) —=10(Xy) —= 70 H(Xipq) — - -

T (X)) — Xin

in T. By Lemma 3.2.1 there is an integer j; > 0 such that 7J/(X;41) — 79/(X;) or
Tf(‘#l (Xi) — Tf: (X;+1) has finite left degree. As a consequence, every arrow in v has trivial
valuation and X; has two immediate predecessors X;;1 and 7, (X;—1) and two immediate
successors X;_1 and 7 1(X;41) for all integers i > 1 by Lemma 3.1.15. Moreover,  cannot

be contained in a bi-infinite sectional path

X_, ... X 4 Xo X, ... X,

by Lemma 3.1.16. Without loss of generality, we can assume that v is a maximal sec-
tional path, i.e. Xy has only one immediate predecessor X; and one immediate successor
Ty L(X1). Therefore, v contains at least one module of every Ty-orbit and all X; have the

same T,-periodicity.

It remains to prove that the X; belong to pairwise different 7,-orbits. So let X,,, and Xj
be in the same 7,-orbit with m < j and j —m minimal. Then X;_; and X,,,_; also belong
to the same 7,-orbit as every module has at most two successors and we have chosen j —m
to be minimal. We continue inductively and obtain that Xy and X;_,, are contained in
the same 7,-orbit. Since these modules only have 1 predecessor and successor respectively,
X1 and X;_,,—1 must belong to the same 7,-orbit as well, which is a contradiction to the

minimality of j — m. O

Lemma 3.2.8 Let I be a connected stable subquiver of I'y, and let X be a module in I'. If
there is a sectional path in I' from X — T;(X) for somen > 1, then I is a finite subquiver

of Ty-periodic modules.

Proof:
Let
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be a sectional path in I'. Without loss of generality, we assume the path to be minimal,
ie. if k> 3 then X3 1 # T;”(Xl) for all m > 0. We construct a bi-infinite path

v (X)) —— 7 (Xo) —— (X)) ——
..*>TX_TL(X]€_1) X() X1
Xp-1 e (Xo) —= 12 (X1) —— -

in I'. Note that there is also an oriented cycle in I' as follows

Xo X1 Xk-1 Xk 7 (X)) — 7 (X)) — -+

.. *>Tx_n(Xk_1) *>Tx_n(Xk) =Xy

By Lemma 3.2.1 there are some 0 < ¢ < k—1 and 0 < j < n such that T;j(Xi) —
77 (Xig1) or 77 (Xiy1) — 77 '(X;) has finite left degree. Then by Lemma 3.1.7 ~

cannot be sectional, which gives us 1 < k < 2. If K = 1, then there is a non-sectional path
Xo — 7 (Xo) — 7"(Xo)

and, consequently, Xo = 7" (Xo). Similarly, if & = 2, then the path
X —— 1y (Xo) —— ¢ (X1)

is not sectional and we have X; = T;(LJFI(X 1). In both cases there are periodic modules in

I'. If T is infinite, then it is a stable tube by Theorem 3.2.7 and there is no sectional path

X = X, X, Xj g — Xp, = 70(X).

Thus I' must be a finite subquiver consisting of 7,-periodic modules. O

Theorem 3.2.9 LetT' be a connected stable subquiver of I'y,. Then I' contains an oriented

cycle if and only if it consists of Ty -periodic modules.

Proof:

Clearly, I' contains an oriented cycle if it consists of 7,-periodic modules. On the other

hand, suppose I' contains a non-trivial oriented cycle from X to itself. Then, by Lemma

3.2.3, there is either an n > 1 such that X = 72X or there is a sectional path from X to
n

7y (X) where n > 0. Hence I' contains 7-periodic modules by 3.2.8. O

Corollary 3.2.10 Let X be a module in I'y such that there is an oriented cycle

XZX() X1 Xn_1*>Xn:X

such that all X; are stable modules. Then all X; are T, -periodic modules.

Proof:
We obtain the result by applying Theorem 3.2.9 to the connected stable subquiver gener-
ated by the 7 -orbits of the X;. O
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3.3 Global degrees of irreducible morphisms

Definition 3.3.1 Let X — Y be an arrow in I'y.

(a) Let X andY be left stable modules. We then define the global left degree in x of the
arrow X —'Y to be the minimum of left degrees in x of all arrows TQJFI(Y) = 70 (X)
and TH(X) — 72(Y) for alln > 0.

(b) Dually, if X and Y are right stable modules, we define the global right degree in x
of the arrow X — Y to be the minimum of right degrees in x of all arrows '(Y) —

X
n—1 n n
Ty (X) andTX(X)—H'X(Y) for allm < 0.

These definitions allow us to rephrase Lemmas 3.1.15 and 3.1.16 as follows.
Lemma 3.3.2

(a) Let

Xit1 X X1 Xo

be a sectional path in I'y with all X; left stable. If the path contains infinitely many
arrows with finite global left degree in x, then for each integer i > 0 the arrow X;+1 —
X; has trivial valuation and the module X; has at most two left stable immediate

predecessors in I'y.

(b) Let
Yo Y; Y; Yigr — -~

be a sectional path in I'y with all Y; right stable. If the path contains infinitely many
arrows with finite global right degree in x, then for each integer i > 0 the arrow Y; —
Yitr1 has trivial valuation and the module Y; has at most two right stable immediate

successors in I'y.

Lemma 3.3.3 Let

X_, .. X, Xo X ... X,

be a bi-infinite sectional path in T'y.

(a) If all modules X; are left stable in x then all arrows X; 11 — X; have infinite global
left degree in x.

(b) Dually, if all modules X; are right stable in x, then all arrows X;y1 — X; have infinite
global right degree in x.

The following lemma is an easy consequence of Corollary 3.1.7.
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Lemma 3.3.4

(a) Let

Xit1 X X1 Xo

and

—Yi Y; Y; Yo

be infinite sectional paths in I'y containing only left stable modules. If Xo = Yy and
X1 # Y1, then both arrows X;+1 — X; and Y41 — Y; have infinite global left degree
i x for each i > 0 where Z = Xg =Y).

(b) Let
Xo X1 X Xiy1 — -

and

Yo Y; Y; Yigr — -~

be infinite sectional paths in L'y containing only right stable modules. If Xo = Yy and
X1 # Y1, then both arrows X; — X1 and Y; — Y11 have infinite global right degree
in x for each i > 0.

Proof:
Clearly, it is sufficient to prove the statement for an arrow X; — X;_ 1. For any arrow
n

T (Xi) = 77 (Xi-1) we can construct an infinite sectional path

.. N Tg+i(}/2) N 7->7<l+i<}/1) N TQ“(Z) 5 Tg+i_1(X1) ..

o P (Xing) —— T (X)) —— T (X))

It then follows from Corollary 3.1.7 that the arrow 7(X;) — 77(X;-1) has infinite left

degree in x. Similarly, we use the sectional path

s T (Xig2) — T (Xip1) ——= 7 (Xi) ——= 70 (Xio1)

to verify that 77/(X;_1) — 707 !(X;) also has infinite left degree in x again by Corollary
3.1.7. Hence by definition the arrow X; — X;_; has infinite global left degree in . O

Lemma 3.3.5

(a) Let T' be a connected left stable subquiver of T'y and let X and Y be modules in I". If
there is a mon-trivial path from X to'Y in I, then either X = T;(L(Y) for somen >1

or there is a sectional path in T' from X to T;L(Y) for some n > 0.

(b) Dually, if I' is a connected right stable subquiver of 'y, and there is a non-trivial path
from X toY in T, then either X = 77(Y') for some n > 0 or there is a sectional path

in I' from 7(X) to Y for some n <0.
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Proof:

We prove the Lemma by induction on s. Let

X = X, X, Xo1—=X;=Y

be a path in I'. The statement is trivial for s = 1. Assume s > 0, then by the inductive

hypothesis we either have X = 77(X;s-1) for some n > 1 or there is a sectional path

X =Yp Yy Viog —Ye = 77" (Xs1)

for some m > 0. In the first case X — 77(Y’) is a sectional path. In the second case if
Vi1 = 70"7(Y), then either X = 77**1(Y) with m +1 >0 or

X:Yb Y1 kalzT;(n+1(Y)

is a sectional path. If Yy # 77*1(Y), then

X:YO Y1 Yk_lﬁkaT;’L(Y)

is a sectional path. O

Lemma 3.3.6

(a) Let ' be a left stable component of I'y containing no T -periodic module. If there is

an oriented cycle in ', then there is an infinite sectional path

.. *>T£T(X2) HT%T(Xl) HT;(XS) —_— .

1y (X)) —— T (X1) Xs Xy X1

i I containing infinitely many arrows of finite global left degree in x, where r > s,

the X; belong to pairwise different T, -orbits and at least one of the X; is not stable.

(b) Dually, let T' be a right stable component of I'y containing no Ty -periodic module. If

there is an oriented cycle in I', then there is an infinite sectional path

X1 Xo X T (X1) ——= 1" (X2) — -

1 (X)) —— TX_QT(Xl) — TX_2T(X2) —_—

i I' containing infinitely many arrows of finite global right degree in x, where r > s,

the X; belong to pairwise different T,-orbits and at least one of the X; is not stable.

Proof:
Suppose that I' contains an oriented cycle from X to itself. Then there is a sectional path

from X to 7y (X) for some r > 0 by Lemma 3.3.5. Let v denote a sectional path

Y Yy e Y1 Y, Y1
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in I' of minimal positive length such that Y51 = /(Y1) for some n > 0. We prove that
n > 0. Suppose that n = 0, i.e. we have Y7 = Ys;;. By Corollary 2.4.8 we know that if

the composition

Y Ys e Ys 1 Y, Y;

Y1 Y Y

was sectional, it would contain both an Ext-projective and an Ext-injective module. But
by our assumptions I' is left stable and hence does not contain Ext-projective modules. It
follows that the composition of v with itself is not sectional and, therefore, 7, (Y2) = Y.

For s = 1 this composition is

Y Y Y

while for s = 2 we trivially obtain 7,(Y2) = Y. So in both cases we have 7,(Y;) = Y5,
which contradicts our assumption that there is no 7,-periodic module in I'. It necessarily
follows that s > 3, but then the path

Yy Ys Y,

is of positive length and 7,(Y2) = Y5, which contradicts v to be of minimal length with
this property. We conclude that n is strictly greater than 0.

The next step is to show that all modules Y7,...,Y; belong to pairwise different 7, -orbits.
Since v is of minimal length, if 1 <1 < j < s, then Y; # 74(Y;) for any p > 0. Hence if Y;
an Y belong to the same 7,-orbit, then Y; = 7(Y;) for some ¢ > 0. By the minimality of
v we know that Yy # 7771 (Y>) and thus the path

Y; Yiri Yy (V1) — 7 (¥V2) —- -

e T Vi) — (¥ = HY))
must be sectional. However, it is of length s — j 4+ ¢ < s, which contradicts « to be of
minimal length. Consequently, each Y; belongs to a different 7, -orbit.

Now let r = s+ n and X; = 7';(_1(}/;) for i =1,...,s. We then have r > s, the X; belong

to pairwise different 7,-orbits and

..4)7.)%7"()(2) 4>T§T(X1) —>T§(Xs) - . ...

Ty (X)) —— T (X1) X Xo X1

is an infinite sectional path in I'. For every j > 0 denote the sectional path
) R () () R ()

by 7;. Moreover, for each j there are paths
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T£T+S(X1) — T;{T+871(X2) - T 7'>J<'r+1(X3) - T’(<j+1)T(X1)

and, since r > s,

7_)(<j+1)7“(X1) . 7_)((j-i-l)?“—l()@) . T>(<j+1)7"—1(X1) ...

(X)) A (X)) —— AT (X)),

The last two paths form an oriented cycle through T>(<j +1)T(X 1) that does not contain an
Ext-projective module. By Lemma 3.2.1 an oriented cycle in x always contains an arrow
of finite left degree in x, hence 7; always contains an arrow of finite global left degree in

X, which can easily be seen in the picture on the next page.
Since the sectional path

e TiT(XQ) . TiT(Xl) . T;(XS) — s i

o —— Ty (X)) —— 7y (X1) X, X X,

is nothing but the composition voy1 - - - vj—17;7j+1 - -, it contains infinitely many arrows

of finite global left degree in .

In the last step we show that at least one of the X; is not stable. Suppose all X; are

stable, then there is an infinite sectional path

"HT;(XQ) H-%Z(Xl) *>Xs _

Xo X1 (X)) —— -

e T (X)) e T T (K) e T (X))

which only contains arrows of infinite global left degree in x by Lemma 3.3.3. This clearly

contradicts that

(X)) —— T (X1) X Xo X1

contains arrows of finite global left degree in x, which we have proved previously in this

lemma. O
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Theorem 3.3.7 Let I' be a left or right stable component of I'y that contains an oriented

cycle but does not contain a Ty -periodic module. Then
(a) T is not a stable component of Ty,

(b) T' contains only finitely many T -orbits,

(c) every arrow in I' has trivial valuation and

(d) each module in T' has at most two immediate predecessors and at most two immediate

successors in I.

Proof:
As usual, we prove the theorem only in the case where I' is left stable. Since there is an

oriented cycle in I' and no 7,-periodic module, there is an infinite sectional path

e T2 (X) e T (X)) e ()

(X)) —— T (X1) X Xo X1

in I' by Lemma 3.3.6, which we denote by . Furthermore, by the same lemma, v contains
infinitely many arrows of finite global left degree in ¥, all X; belong to pairwise different
Ty-orbits and at least one of the X; is not stable. Thus I' is not a stable component. In
addition, each arrow in v has trivial valuation and each module in v has at most two

immediate predecessors in I' by Lemma 3.3.2.

We prove that in fact each 7-orbit in I' is generated by some X; in . Since I' is left
stable, it is sufficient to show that each immediate predecessor of a module in a 7,-orbit
generated by some X; is again in a 7,-orbit of some X;. First note that each module
in v clearly belongs to the 7,-orbit of some module X; and has at most two immediate
predecessors in I'. Hence every module in v other than X; has precisely two immediate
predecessors in I', each of which belongs to the 7 -orbit of one of the X;. Let Y be an
immediate predecessor of X1, then either 7/ (Y) = 77(X2) or 7/(Y) = 7((X;) as 7 (X1)
has two immediate predecessors. In both cases 77 (Y) and Y belong to the 7,-orbit of one

X
of the X;.

Now assume that Z is an immediate predecessor of 7%(X;) in I' for some p > 0 and
1 <j<s. Then 7 P(Z) is an immediate predecessor of 7% (X;) in I'. Since 7 (Xj)
is a module in v, the modules 7' *(Z) and Z belong either to the 7-orbit of X;_; or
the orbit of X; 1, where Xo = X, and X; = X,11. Consequently, every orbit in I" is
generated by some X; for 1 < < s.

So if Z now denotes an arbitrary module in T', then we have Z = 77*(X;) for some m € Z
and 1 < i < s. It follows that there exists some p > 0 such that 7%(Z) is a module
in 7. Therefore, Z has at most two immediate predecessors in I' since I is left stable.
Furthermore, all arrows ending in Z have trivial valuation and so have all arrows in the

whole component I', which completes the proof. O
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Corollary 3.3.8

a) For each module Z in a left stable component I of I'y that contains an oriented cycle
14 X Y

but no Ty -periodic module there is at most one infinite sectional path

Z; A Zo=12

ending in Z.

(b) Dually, if T' is a right stable component of I'y, containing an oriented cycle but no -
periodic module, then for every module Z in I" there is at most one infinite sectional

path

Z = Z Z1 e Z;
starting i Z.

Proof:

We know by Lemma 3.3.6 that I contains an infinite sectional path

. HT%T(XQ) *>T§T<X1) HTQ(XS) _ .

Ty (X)) —— 7 (X0) Xs X2 X,

and every module Z in I' equals 77" (X;) for some m € Z and 1 < j < s by Theorem 3.3.7.
Moreover, we can find a non-negative integers n and p such that 77(Z) = 7 (X;). So if

we have an infinite sectional path

Z; e A Zo=2
ending in Z, we also obtain an infinite sectional path

HT;(ZJ)HHTQ(Z:[)HTQ(ZO)

ending in 77(Z) = 73 (X;). We show that this path equals

T ) AT () U (K) ——

1 (X)) — 7y (X).

Suppose they are not equal and let k& be the lowest positive integer such that TQ(Zk) =
v (Xi) but 72(Zpy1) # 74 (Xiy1) for some ¢ > p and 1 < i < s, where we define
Xs+1 = 7y(X1). Then there are two infinite sectional paths ending in 77(Z) and by

Lemma 3.3.4 all arrows in
T G) AT (X)) e (K)o

s (X)) —— 7y (X3).

have infinite global left degree in y. This contradicts the previous result from Lemma
3.3.6 that

83



e () 2 (X)) (K)o

s Ty (X)) —— Ty (XY) X Xo X1
contains infinitely many arrows of finite global left degree in . Hence
HT;(Z]) HHT;(Z:L)H—TQ(ZQ)
must equal
.. > T£(T+1)(X2) N T£(T+l)(X1) = 77" (X) -
=1y (X)) —= ¢ (X))

and

Z; A Zo=2

is the only infinite sectional path ending in Z. O

Corollary 3.3.9 LetI' be a left or right stable component that contains an oriented cycle

but no 7y -periodic module. Then I' does not contain a bi-infinite sectional path

Z; . A Zo AR . Z_;

Proof:
We prove the statement in the case that I is left stable, the other follows by duality. Let

us assume there is an infinite sectional path

Z; . 7 Zo 74 .. Z_;

then we have two different infinite sectional paths

Z; e 7z Z
and
.. >7'>J<'(Z,j) %...Hri(Z_Q)HTX(Zfl)HZQ
ending in Zy, which clearly contradicts Corollary 3.3.8. O
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Chapter 4

Shapes of Auslander-Reiten
quivers of functorially finite

resolving subcategories

In this chapter we find criteria for Auslander-Reiten quivers of resolving subcategories to
be finite or infinite. Therefore, we introduce two different concepts of assigning a graph
to a connected component of an Auslander-Reiten quiver, that coincide in some cases.

However, some crucial examples show why both ideas are necessary.

4.1 Left stable components of Auslander-Reiten quivers

Let I'q be the Auslander-Reiten quiver of a functorially finite resolving subcategory (2.
The subquivers I';, I', and I's of I'g containing all left stable, right stable and stable
To-orbits are called the stable, left stable and right stable Auslander-Reiten quivers of €2
respectively. Connected components of I';, I, and I'y are defined analogously to connected
components of the whole Auslander-Reiten quiver. Note that if a connected component I’
of either I'; or I'; contains a 7q-periodic module, then by Lemma 3.2.5 every module in I"

is To-periodic and I is a connected component of I'.

Definition 4.1.1 Let I' be a subquiver of I'q and let ¥ be a connected subquiver of I.
We call ¥ a sectional subgraph if all paths of length two contained in X are sectional.
Y is called a full sectional subgraph of T if any connected subquiver X' of T such that
¥ C Y is not a sectional subgraph. The undirected graph ¥ associated to ¥ is called the
type of £ and for a vertexr X in ¥ the corresponding vertex in % is denoted by X.

Naturally, we call a sectional subgraph and its type finite if it consists of only finitely
many vertices. Note that the same module can occur several times in an Auslander-
Reiten quiver and also in a sectional subgraph. In particular, there can be two arrows in
a sectional subgraph whose composition is a non-sectional path if they are not adjacent

in the subgraph, as the following example shows.
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Example 4.1.2 Let A be the path algebra of

el ey 62’\;5

</

with the relation 3% = 0. Then the Auslander-Reiten quiver of A-mod contains a sectional

path which contains two arrows whose composition is not sectional.

Recall from Example 1.2.12 that the Auslander-Reiten quiver of A-mod looks as follows.

e
VAN

[Py <o 1]
[Pr< o L]
We denote the sectional path
p-tsy Sy —4> Py

by «. Although the composition fg is not sectional, 7 is a sectional subgraph since the
arrows of f and g are not adjacent and do not form a subpath of . Note that ~ is not a
full sectional subgraph as the arrow from P, to P; can be added to « on both sides. In
the following example we see that the differentiation between vertices that are given by
the same module is very important in order to assign a graph to a connected component
of I';.

Example 4.1.3 Let A be the hereditary path algebra given by
€] —— €9 —— €3.

In its preinjective component I' there are sectional subgraphs of type A that contain

non-consecutive arrows that form a non-sectional path.

The injective modules are given by the following Jordan-Hdlder compositions.

S1
L= 5 Ih= 51 I3 = S1 Sy
Sg S3

This information is already enough to determine the structure of the preinjective compo-

nent I'.

86



s TQ(Il)< """" TQ(II)< """""" Il]
SN SN S
B U TQ(I:;) I Ta(l3) < I3]
NN N
SRR TQ(IQ) < TQ(I2) e I2]
NN N
ESCRNEEE TQ(Il)< """" TQ(II)< """""" Il]
SN SN S
< TQ(I:;) < TQ(I3) R I3]
NN SN
e 7'(21([2)< """" TQ(I2)< """""" 'I2]

NSNS

We denote the subgraph

1o (Is) ——= 74 (I) ——= 1§ (L) ——= 15T (Iy) ——

13 IQ Il 13 TQ(IQ)%TQ(ID%'“

TG s) =1 () =— g P (h) ~— P (Is) =—

by ¥ and note that its type is A. It clearly contains arrows that, if we compose them,
form a non-sectional path, but since these arrows are not adjacent in X the subgraph is a

full sectional subgraph. However, I also contains a full sectional subgraph

Il 13 12 Il I3 I2
of type AY which does not contain arrows whose composition is non-sectional.

Suppose now we would identify vertices of an Auslander-Reiten quiver with each other if

they are given by the same module. Then we would have full sectional subgraphs

I I3 Iy I

and

13 (I) — 14 (1) —— 787 (1) I3 I I,
which would be of type /Tg and A respectively. In particular, I' would contain full

sectional subgraphs of different types, which we avoid in our setup as the subsequent

statements show.
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Lemma 4.1.4 Let X be a vertex in a full sectional subgraph 3 of a connected component
I' in the Auslander-Reiten quiver of I'q. Then the number of vertices adjacent to X in
Y equals the number of immediate predecessors of X in T' plus the number of projective
successors of X in I'. Furthermore, let Y be an immediate predecessor or immediate
successor of X in X, the number of undirected edges between X andY equals the number

of arrows from'Y to X or X toY in I' respectively.

Proof:

We prove the second statement first. Let X be a vertex in ¥ and, without loss of generality,
let Y be an immediate predecessor of X in ¥. Since ¥ is full, it must necessarily contain
all arrows from Y to X, and so the number of undirected edges between X and Y coincides

with the number of arrows from Y to X.

It is easy to see that every projective successor of X in I' must be contained in 3 as ¥ is a
full sectional subgraph. Assume there is a predecessor Y of X in I' that is not contained
in 3. Then, as ¥ is full, 7, (V) exists and all arrows from X to 7o' (Y’) are contained in
. On the other hand, if both Y and 7;,'(Y") are contained in %, then ¥ also contains a
path of length two from Y to 7o' (Y"), which is a contradiction. O

Theorem 4.1.5

(a) Let T' be a connected component of the left stable Auslander-Reiten quiver I'y and let
Y and Y be two full sectional subgraphs of I such that for each Ext-injective module
I in T there is no path from I to any vertex in ¥ or ¥.'. Then X and ¥ are of the

same type.

(b) If for every full sectional subgraph ¥ of T there is an Ext-injective module I and a
path from I to some vertex of 3, then I' contains an oriented cycle but no Tq-periodic

module and X is of type Axo.

(¢) Dually, let T' denote a connected component of Ty, then two full sectional subgraphs 3
and Y have the same type if there is no path from 3 or X' to a projective module in

r.

(d) If for every full sectional subgraph % of T there is a projective module P and a path
from some vertex of ¥ to P, then I' contains an oriented cycle but no 7q-periodic

module and X is of type Axo.

Proof:

Suppose X and X/ are full sectional subgraphs in I" such that there is no path from an Ext-
injective module I to 3 or ¥'. Due to this property and since I is a connected component
of T';, we can choose modules X in ¥, X’ in ¥’ and an integer m € Z such that there is a

sectional path

X = X, X, Xpn1—= X, =75(X")

of minimal length n. If n does not equal zero, then X is not a vertex of X by minimality

of n. Consider the subgraph ¥; obtained by adding the module X; and the arrow from

88



X to X; to the full sectional subgraph 3. By definition of full sectional subgraphs there
must be a path in 3; that is not sectional and ends in X;. Hence the path also contains
To(X1), which then must be a vertex of ¥ and there is a sectional path from 7o(X7) to
T}?H(X "), which contradicts n to be minimal. Hence we can find modules X and X’ such
that X = 73" (X’).

Without loss of generality, we can assume that m > 0. Since I is left stable, the numbers
of vertices and undirected edges adjacent to X’ and X equal the numbers of immediate
predecessors of X’ and X and arrows from immediate predecessors to X’ and X respec-
tively by Lemma 4.1.4. Therefore, as m > 0 and I' is left stable, the number of vertices
adjacent to X is greater than or equal to the number of vertices adjacent to X’. Suppose
this number is strictly higher, then there is an immediate predecessor Y of X such that
7o (Y) is not an immediate predecessor of X’. Consequently, 7, (Y") does not exist,
the orbit of Y must be Ext-injective and there is a path from some Ext-injective module
I to ¥’, which is a contradiction. So let Y’ be an immediate predecessor or immediate
successor of X’ in ¥ and without loss of generality, let Y = 75'(Y”) be an adjacent vertex
to X in 3. Then the numbers of undirected edges between X’ and Y’ and between X and
Y coincide by Corollary 2.2.7, which completes the proof of statement (a).

Assume now that I' is a connected component of I'; with the property that for every full
sectional subgraph 3 there is an Ext-injective module I such that there is a path from [
to some vertex in . Since every module X is contained in some full sectional subgraph, it
follows that for every module X in I' there is an Ext-injective module I such that there is
a path from I to X as I is left stable. In particular, I" contains an Ext-injective module I
and there is an Ext-injective module I; with a non-trivial path to Iy. Furthermore, there
is also an Ext-injective module I with a non-trivial path to I; which can be extended to
a path from Iy to Iy. We continue inductively and obtain an infinite collection of paths
I; — I; for all j > ¢ > 0. Since there are up to isomorphism only finitely many indecom-

posable Ext-injective modules in €2, there is an oriented cycle in I'.

Suppose I' contains a 7q-periodic module X. Then all adjacent orbits are either 7qo-
periodic or finite by Lemma 3.2.5. Since I is left stable, it cannot contain finite orbits and
hence every orbit must be 7o-periodic. This is a contradiction as I' contains at least one

Ext-injective module.

Now by Lemma 3.3.6 I" contains an infinite sectional path of type A, and by Theorem
3.3.7 every module in I' has at most two immediate predecessors. Hence the type of a full
sectional subgraph is either Ay, or A%. Suppose X is a full sectional subgraph of type A3
and let X be any module in . Since I is left stable, we can then construct two different

sectional paths ending in X in the way the following example suggests.
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Ya Ta(Y2)
/ N
Y, Yy
\ N\
X X
/ /
X1 X1
N /
Xo To(X2)
N /
X3 74(X3)
/ /
X4 T%(X4)
N /
/X5 /Tj%(X5)

This is impossible as it clearly contradicts the results from Corollary 3.3.8. It follows that

every full sectional subgraph of I' is of type A O

The following example shows that there are left stable components such that for every
module X there is an Ext-injective module I such that there is a path from I to X.
Moreover, it can be seen why the proof for Theorem 4.1.5(a) cannot be applied to these

components.

Example 4.1.6 Let A be the path algebra of the quiver

a
_— Y
€1 €2 —— €3,

B

with the relation v8 = 0. Then the Auslander-Reiten quiver of A contains an infinite left
stable component I" such that for all modules X in I' there is a path from I3 to X.

First of all we write down the Jordan-Hélder composition series of the projective and

injective modules.
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S

P = 5'2 5'2 Py = SQ P; = Sg
53 SS

S1

I = 5'1 Iy = 51 51 13 = 5'2

Sz SS

We easily verify 7(I3) = I3/S3. Then the component of I3 looks the following way:

Clearly, the component must be infinite because all indecomposable projective modules are
adjacent in the Auslander-Reiten quiver. Furthermore, we can see that any full sectional

subgraph is of type Ay in this component. Its shape suggests the following name.

Definition 4.1.7

(a) We call a connected component I' of the left stable Auslander-Reiten quiver I'; helical
if for every module X there is an FExt-injective module I in I" such that there is a path
from I to X.

(b) Dually, we call a connected component T' of T', cohelical if for every module X there

s a projective module P in I' and a path from X to P.
Due to the last theorem the following definition makes sense.

Definition 4.1.8

(a) Let T' be a connected component of I';. If I is helical, we define the left subgraph
type of T' to be As as any full sectional subgraph is of that type. On the other hand,
if ' is not helical, then the left subgraph type of T is defined as the type of a full
sectional subgraph ¥ such that there is no path from an FExt-injective module to any

vertex in 2.

(b) Dually, let T' denote a connected component of I'y. If T' is cohelical, we define the
right subgraph type of T to be A,. If T is not cohelical, then the right subgraph
type of I is defined as the type of a full sectional subgraph ¥ such that there is no

path from any vertex in X to a projective module.

(c) If T denotes a connected component of the stable Auslander-Reiten quiver I's, then the
subgraph type of I is defined as the type of any full sectional subgraph X in T'.
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It is not hard to see that in a connected component of I's subgraph type, left subgraph
type and right subgraph type coincide. Let I" denote a connected component of the left
stable Auslander-Reiten quiver I'; of €. With some basic matrix calculations we show that
I is finite if its left subgraph type is given by a Dynkin diagram. If I is finite, it clearly
only contains To-periodic orbits. An infinite component must have infinitely many orbits

or some non-periodic, infinite, left stable orbits.

We assume I is infinite, so if I' contains a Tq-periodic orbit, we know by Theorem 3.2.7
that I' is a stable tube. In particular, a full sectional subgraph is of type Ay and the left
subgraph type is not Dynkin. Secondly, if I" is helical, then every full sectional subgraph
is of type Ao and the left subgraph type is not Dynkin.

Definition 4.1.9

(a) Let T' be a non-helical connected component of I'; that is not Tq-periodic and let 3
be a full sectional subgraph of I'.  We say that % is left of all projective and
Ext-injective modules if there is neither a projective module P nor an Ext-injective
module I such that there is a path in the whole Auslander-Reiten quiver I'q from P

or I to a module in ¥ respectively.

(b) Dually, let T' be a non-cohelical connected component of T',. that is not Tq-periodic and
let 32 be a full sectional subgraph of I'. We say that 3 is right of all projective and
Ext-injective modules if there is neither a projective module P nor an Ext-injective
module I such that there is a path in the whole Auslander-Reiten quiver I'q from a

module in X to P or I respectively.

Note that a full sectional subgraph left of all projective and Ext-injective modules always
exists since I' is not 7q-periodic but there are only finitely many projective and Ext-
injective modules in 2. Note that if I" is of finite left subgraph type, then it cannot be
helical, so the former is a stronger condition on I'. Recall that the dimension vector of
a module X is the column vector such that its i-th entry is given by the number of simple

modules \5; in the Jordan-Hélder decomposition of X.

Definition 4.1.10

(a) Let T be a connected component of I'y of finite left subgraph type that is not Tq-periodic.
If X1,..., X, denote all modules of a full sectional subgraph left of all projective and
Ezxt-injective modules and x1, . . ., x, their dimension vectors, then T7q generates a ma-
triz with its ij-th entry being the number of x; appearing in the dimension vector of
1Q(X;) given by Eq(X;). We call this matriz a translation matrixz of I' and denote
it by M.

(b) Dually, let T' be a connected component of Ty of finite right subgraph type that is not
Tq-periodic. If X1,...,X, denote all modules of a full sectional subgraph right of all
projective and Ezt-injective modules and x1, ..., x, their dimension vectors, then 751
generates a matrix M~ = (m;) such that m;; s the number of x; appearing in the

dimension vector of 7 (X;) given by E4(X;). We call M~ a cotranslation matriz
of T.
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Example 4.1.11 Let A be the hereditary path algebra of the quiver

o
NI

We calculate a translation matriz M = (m;;) of the preinjective component of A.

Note that in this algebra we have I; = S and I = Sg. The other injective modules have

the following Jordan-Holder composition series.

St St St Se
I, = S% S3 I3 = S3 Iy = S; Iy = S;3
Sa Sy Ss

For convenience, let us denote 7(1;) by X; for all 1 < j < 6. The preinjective component

T" looks as follows.

Clearly, the subquiver consisting of all modules X; and all arrows between them is a full
sectional subgraph of I' that is left of all projective and Ext-injective modules. We denote
the dimension vectors of X; by z; and the dimension vector of 7(X;) by 7(x;). It follows

from the almost split sequence

04>T(X6) X3 X@ 0

that 7(xg) = x3 — x¢. By definition of the translation matrix we get msg = 1, mgg = —1
while m;s = 0 for i = 1,2,4,5. We similarly obtain 7(x1) = 2x9 — x; and the entries of

the first column of M. We conclude from

OHT(X:})HXZ@XLL@XE)@T(XG)HX?)HO
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that 7(x3) = ro+x4+x5+7(26) — 3 = T2+ 24+2x5— 26 by substituting in x3—x¢ for 7(xg).
The other dimension vectors are 7(x2) = 27(x1) + 7(23) — 2 = 49 — 221 + T4 + T5 — T,
T(x4) = 7(23) — 24 = 2+ x5 — 26 and 7(x5) = 7(x3) — 5 = T2 + x4 — 6, Which gives rise

to

-1 -2 0 0 O 0
2 4 1 1 1 0
M o 0 o 0 O 1
0 1 1 0 1 0
0 1 1 1 0 0
o -1 -1 -1 -1 -1

Lemma 4.1.12

(a) Let T' be a connected component of T'; that is not Tq-periodic and is of finite left
subgraph type. Let X1,...,X, denote the modules of a full sectional subgraph left of
all projective and Ext-injective modules and M = (my;) its translation matriz. Then

the ij-th entry of M* equals the number of x; in the dimension vector of TS(XJ-).

(b) Dually, let T' be a connected component of Ty that is not Tq-periodic and is of finite
right subgraph type. Let Xi,...,X, denote the modules of a full sectional subgraph
right of all projective and Ext-injective modules and M~ = (mz_]) its cotranslation
matriz. Then the ij-th entry of (M™)* equals the number of x; in the dimension
vector of Tgk(Xj).

Proof:

For convenience, we speak about the number of z; in 7o (X)) instead of the number of z; in
the dimension vector of 7o(X;). Furthermore, we denote the dimension vector of 74 (X;)
by 74 (7). We prove the statement by induction on k. The statement follows immediately
from the definitions for Kk =0 and k = 1.

Suppose now the statement is true for k. We can write the ij-th entry of M*+1 as
(Yit, -+ Yin) (Mg, ... ,mnj)T =Y i1 Yirmyj, where (yi1, . .., ¥in) denotes the i-th row vec-
tor of M*. By the induction hypothesis Y;j is the number of z; in T{%(X ), and by definition
m;; is the number of x; in 7 (X), which coincides with the number of 7&(z;) in 75 (X))

as I' is left stable. It follows that

> yimu = (8 of @ in TH(X,)) (8 of T(w) in 75T (X)),
t=1 t=1

so the ij-entry of M**1 is the number of z; in 747 (X;). O

Corollary 4.1.13

(a) Let T be a connected component of T'; that is not Tq-periodic and is of finite left
subgraph type. Let X1,...,X, denote the modules of a full sectional subgraph left
of all projective and Ext-injective modules and M its translation matriz. If v; for

1 =1,...,n denotes the row vector with its t-th entry vy being the multiplicity of the
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simple module S; in the Jordan-Hélder composition series of Xy, then the multiplicity
of S; in Té(Xj) is given by v; - M* . ej, where e; is the standard basis column vector

where the j-th entry is 1.

(b) Dually, let T be a connected component of Ty that is not Tq-periodic and is of finite
right subgraph type. Let Xi,...,X, denote the modules of a full sectional subgraph
right of all projective and Ext-injective modules and M~ its cotranslation matriz. If v;
fori=1,...,n denotes the row vector with its t-th entry vy being the multiplicity of the
simple module S; in the Jordan-Hélder composition series of Xy, then the multiplicity
of Si in Tgk(Xj) is given by v; - (M~™)* - ¢;.

Proof:

For convenience, let us set (yi;,. .. ,ynj)T = MFk. ej, which is the j-th column vector of
MP¥. Therefore, y; is the number of z; in 75(X;) by the previous lemma. We conclude
that

n

Zvitytj = Z(ﬁ of S; in Xy)(f of x; in T@(Xj))
t=1

t=1

and v; - M* - e; equals the number of S; in 7£(X;). O

Obviously, M and M~ depend on the choice of the full sectional subgraph, but for our
purposes it suffices to consider an arbitrary translation matrix, which we choose in a way
that the computations are least complicated. If I' is a finite connected component of I';,
then there cannot be a a full sectional subgraph X such that there is no path in I'g from a
projective module to a module in ¥ by Theorem 2.2.9. So if we try to calculate dimension
vectors in finite components via M, then there must be an error after finitely many steps.

This error can express itself in the following way.

Lemma 4.1.14

(a) Let M be a translation matrixz of a connected component I' of I'; that is not Tq-periodic
and of finite left subgraph type. Then there are no standard basis vectors ej,e; such
that Mkej = —¢; for some k € N .

(b) Dually, let M~ be a cotranslation matrix of a connected component I' of ', that is not
TQ-periodic and of finite right subgraph type. Then there are no standard basis vectors
ej, e such that (M~ )¥e; = —e; for some k € N,

Proof:

The modules of a full sectional subgraph left of all projective and Ext-injective modules are
again denoted by X1i,...,X,. By Corollary 4.1.13 the multiplicity of S; in 75(X;) is given
by v; - M* - ej, where v; denotes the row vector with its ¢-th entry being the multiplicity
of the simple module S; in the Jordan-H6lder composition series of X;. Suppose there are
standard basis vectors e;, e; and some k£ € N such that Mkej = —e¢;. Since X is non-zero,
there exists a v; with its [-th entry being greater than 0. We obtain that the multiplicity
of S; in 7E(X;) is

vi-Mk-ej:vi-—el <0,

which is impossible.
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Theorem 4.1.15

(a) Let T' be a connected component of I'y such that its left subgraph type is given by a

Dynkin diagram. Then I is finite and, in particular, Tq-periodic.

(b) Dually, if I is a connected component of I, such that its right subgraph type is given
by a Dynkin diagram, then I is finite and 1q-periodic.

Proof:

Firstly, assume I is of left subgraph type Aj, i.e. I' consists of just one tq-orbit. Every
module in this orbit has a minimal right almost split morphism whose domain consists
completely of modules that are not left stable. Hence the only orbit must be Tq-periodic
and I is finite.

Let the left subgraph type of I now be given by a Dynkin diagram other than A;. Suppose
I is infinite, then it is clearly not mq-periodic as I' contains only finitely many 7q-orbits.

So there is a translation matrix M that we can analyze.
1. A,

Let the left subgraph type of I' be given by the Dynkin diagram A, for n > 2, i.e a
full sectional subgraph left of all projective and Ext-injective modules and its relative

Auslander-Reiten translates are given by

To(Xn) < X,

It is easy to see that the dimension vectors of 7q(X1), Ta(X2),. .., 7 (Xn-1), Ta(Xy) are
given by xo — x1,23 — z1,...,T, — T1, —21 respectively. This yields a translation matrix
of ',

-1 -1 -+ -1 -1 -1

1

1
Mn = )
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where all blank entries are zero. It is easy to see that M,,-e,, = —e1, which is a contradiction
by Lemma 4.1.14.

2. Dy,

If T is of left subgraph type D,, for n > 4, a full sectional subgraph left of all projective
and Ext-injective modules is obtained by attaching another module X, to the path of type

A,_1. We reorder the module names to generate a nice translation matrix.

//
/\/

We obtain the multiplicities of z; in 7q(Xj;) in the same way as before by considering the

To(Xn

almost split sequences ending in X;. They generate translation matrices

1 1 11 1 1 1
1
1
M, = )
1
-1 -1 - -1 -1 -1 -1 0
-1 -1 - -1 -1 -1 0 -1
We observe that M~ = —Id for n even and
-1
-1
Mt = -1
-1
0 -1
-1 0
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for n odd. Clearly, in both cases we can find standard basis vectors e; and e; such that

Mn"~le; = —e;, which again contradicts Lemma 4.1.14.
3. By,

Now we consider connected components whose left subgraph types are of Dynkin type E,,
for n = 6,7,8. A full sectional subgraph left of all projective and Ext-injective modules of

type E, is given below.

We again compute the dimension vectors of the relative Auslander-Reiten translates in

terms of x; and obtain the following translation matrices.

Mg =

M7 = 1

-1 -1 -1 -1 -1 O 0
0 0 0 0 0 0 1
-1 -1 -1 -1 0 -1 -1
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1
-1 -1 -1 -1 -1 -1 O 0
0 0 0 0 0 0 0 1
-1 -1 -1 -1 -1 0 -1 -1

Direct calculation shows that M815 = —Id and M? = —Id . It also turns out that M66 -e1 =
—eq; therefore, we can apply Lemma 4.1.14 to obtain a contradiction in all three cases.
Hence I' must be finite and 7q-periodic if its left subgraph type is given by a Dynkin

diagram. 0O

4.2 Translation quivers and Riedtmann’s structure theorem

Now we consider the concept of assigning a graph to a stable Auslander-Reiten quiver
introduced by Riedtmann, which does not work for non-stable components. The whole
section closely follows [R80]. Let I' be a quiver with vertex set I'g and arrow set I'y and
let 7 be an injective map from a subset of I'g into I'g. For any vertex x let £~ denote the

set of immediate predecessors and ™+ the set of immediate successors, i.e.
x~ = {y € T'o| there is an arrow y — =},
xT = {y € T'g| there i
= {y € I'y| there is an arrow = — y}.

Definition 4.2.1 The pair (T, 7) is called a translation quiver if
(a) T neither has loops nor multiple arrows between two vertices.
(b) Whenever x € T is such that T(x) is defined then = = 7(x)".

Moreover, we call T the translation of the quiver and say that I' is connected if for all

vertices x and y in I' there is a walk between x and y.

Definition 4.2.2 We say a translation quiver (I',7) is locally finite if = and x~ are

finite sets for every vertex x.

Many stable Auslander-Reiten quivers of functorially finite resolving subcategories are lo-
cally finite translation quivers. However, there are two cases when stable Auslander-Reiten
quivers are not translation quivers. The first case are components that contain arrows with
non-trivial valuation, i.e. multiple arrows between modules. Secondly, although impossible
in A-mod, we cannot eliminate the possibility that in a proper functorially finite resolv-
ing subcategory of A-mod there are irreducible morphisms from a stable module to itself,

which would be considered a loop in the translation quiver by Riedtmann’s construction.
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Definition 4.2.3 A morphism of quivers ¢ : T' — T" assigns to each vertex x of T a vertex
o(x) of T and to each arrow « from x to y in T an arrow ¢(«) from p(z) to ¢(y) in I”.

We call p a morphism of translation quivers if it commutes with the translation.

Definition 4.2.4 A directed tree is a directed graph without loops, multiple arrows or

cycles.

To a directed tree B we associate a translation quiver ZB as follows. The vertices of ZB
are the pairs (n,z) with n € Z and x a vertex of B. For each arrow z — y in B and
each n € Z we have two arrows (n,x) — (n,y) and (n,y) — (n — 1,x). The translation is
defined via 7(n,x) = (n + 1,2). We consider B to be embedded in ZB as the subgraph

consisting of vertices (0,x) and the arrows connecting them.

Definition 4.2.5 A group II of automorphisms of a translation quiver I' is said to be
admissible if {p(n,x)|¢ € II} does not contain two vertices with an arrow between them

for all vertices (n,x) in I.

We then construct the quotient quiver I'/II consisting of vertices (I'/II)g = I'g/II and
arrows (I'/II); = I'; /II. Note that I'/II is a again a translation quiver which is stable if I'
is stable [R80].

Theorem 4.2.6 [R80, Struktursatz] Let T' be a connected translation quiver, then there
is a directed tree B and an admissible group of automorphisms 11 C Aut(ZB) such that
I = ZB/I. The undirected graph B associated to B is uniquely determined by T' up to

canonical isomorphism, and 11 is uniquely defined up to conjugation in Aut(ZB).

Proof:

As it is necessary for further proofs, we give the construction of B. We fix a vertex = of
I' and consider the set of sectional paths starting in x. There is a vertex in B for each
sectional path (z =y, = y1 — -++ = ypn). The arrows of B are (z =y, = y1 — -+ —
Yn) — (T =Yo = Y1 = -+ = Yn — Yn+1)- The rest of the proof can be found in [R80].
]

Definition 4.2.7 Under the assumptions of Theorem 4.2.6 we call the graph B associated
to B the tree type of T'.

Corollary 4.2.8 Let I' be a connected component of the stable Auslander-Reiten quiver
I's that does not contain loops or multiple arrows, then there is a directed tree B and an
admissible group of automorphisms 11 C Aut(ZB) such that T' = ZB/I1. The undirected
graph B associated to B is uniquely determined by I' up to canonical isomorphism, and I1

is uniquely defined up to conjugation in Aut(ZB).

Proof:
Since I' does not contain loops or multiple arrows, it must be a stable translation quiver,

so the statement follows immediately from Theorem 4.2.6. O

Corollary 4.2.9 Let I' be a connected component of the stable Auslander-Reiten quiver
T, that does not contain loops or multiple arrows. Then its tree type B coincides with its

subgraph type .
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Proof:

We fix an indecomposable module X and let ¥ be the subgraph of I' consisting of all
sectional paths starting in X. Then ¥ is a full sectional subgraph and the undirected graph
3 associated to ¥ coincides with B by the construction given in the proof of Theorem
4.2.6. O

We can now proceed preparing the proof of the main result using subadditive functions.
Recall the definitions.

Definition 4.2.10 Let T be a simple-laced graph consisting of edges T1 and vertices 1
such that each verter has at most finitely many edges attached to it. The Cartan matriz
C(T) = (cij) of T is defined as follows. If i,j € Ty, then

2 ifi =]
Cij =14 —1 if there is an edge between i and j
0 otherwise.

Definition 4.2.11 A function n : Ty — Q, x +— ny is called subadditive if

Z Caynz > 0 for all y € Tp.
x€Tp

It is called additive if equality holds for all y € Tp.
Let us now recall an important result on graphs and subadditive functions.

Theorem 4.2.12 [B91, Theorem 4.5.8]
Let T be a connected labeled graph and x — n, a subadditive function on T. If x + n, is
not additive, then T is a finite Dynkin diagram or As.

Theorem 4.2.13 Suppose I is a finite, connected component of I's without loops or mul-
tiple arrows. Then the tree type of I' is a Dynkin diagram and coincides with its left

subgraph type.

Proof:

Since I' is finite, we know that there are only finitely many orbits in I' and there is an
n € N such that 7(X) = X for all modules X in I'. Let X1,...,X,, denote the modules
of an arbitrary orbit, while Yi1,...Y1n,..., Y1, ... Yi, name the modules of the adjacent
orbits. This means Yi; @ --- @ Yy, is a direct summand of the middle term of Eq(X;41)

and hence

k
(X0) + U(Xi1) = > 1Y),
=1

Clearly, equality holds if and only if all modules in the corresponding almost split sequences

are periodic. Adding these equations we obtain
n

n k
S NEIED I
i=1 j=11i=1
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This gives rise to a subadditive function which assigns the sum of the length of n modules
X, m0(X),..., TS‘I(X) of an orbit to the corresponding vertex in I'’s tree type. T is finite
but does not contain any projective modules, so it cannot be a connected component of
I'q by Theorem 2.2.9. Consequently, there is a finite orbit in I'p adjacent to I' by Lemma
3.2.5 and thus the aforementioned subadditive function is not additive. By Theorem 4.2.12
the tree type of I' must be given by a Dynkin diagram or A,,. But A, can only be the

tree type of an infinite component and hence the tree type of I' is Dynkin.

By Lemma 3.2.5 every Ext-injective module adjacent to any orbit of I' must be contained
in a finite orbit. Consequently, I' must also be a connected component of I';, so left
subgraph type, subgraph type and tree type of I' coincide by definition and Corollary
4.2.9 respectively. O

4.3 The main result

In this section we combine the results on the tree type and the left subgraph type and
obtain that (2 is finite if and only if the left subgraph types of all connected components
of the left stable Auslander-Reiten quiver are given by Dynkin diagrams. Firstly, we
observe how the left subgraph type behaves if a connected component of I is not a
translation quiver. Therefore, we consider the case of multiple arrows between a pair of
indecomposable modules in the left stable part of the quiver. It is well known that all
algebras of finite representation type do not have multiple arrows in their Auslander-Reiten
quivers [ARS95, VII Proposition 2.2]. However, there are examples of finite Auslander-
Reiten quivers of functorially finite resolving subcategories with multiple arrows between

modules, where they occur between modules in finite orbits.
Example 4.3.1 Let A be the path algebra of the Kronecker-quiver

—_—
€2 €1.

Then there is a functorially finite resolving subcategory of A-mod that is finite and contains

multiple arrows in its finite component.

As A is a hereditary algebra, it has a unique preprojective component, which looks the

following way. Note that the projective module P; is given by Ae;.

[P <o T_I(P2)<
NN N
1 T_I(P1)< """" 7'_2(P1)<

Since the projective modules are also the standard modules in this order of primitive
idempotents, the whole category §(A) of standard-filtered modules consists only of P;

and P». Consequently, its Auslander-Reiten quiver is given by



and contains a double arrow, although the subcategory is clearly finite.

Theorem 4.3.2

(a) Let T' be a connected component of I'y. If T' contains multiple arrows from a module

X to a module Y, then I(15(Y)) — 00 as n — oo. In particular, T' is infinite.

(b) Dually, if T' is a connected component of T, and contains multiple arrows from a
module Y to a module X, then I(13(Y)) — oo as n — —oo. In particular, T' is

infinite.

Proof:
Suppose first that I(73(X)) < 1(78(Y)) and (74T H(Y)) < I(73(X)) for every n > 0. Tt
follows that there must be some m > 0 such that all modules 733(X) and 7£(Y) have the
same Jordan-Holder length for all n,k > m. Without loss of generality, we can assume
that m = 0. Since there are multiple arrows from X to Y, we have that £q(Y) must be
of the form

0— ) — XX —Y —0

in order to satisfy (X & X) = [(Y)+{(mq(Y)). By Corollary 2.2.7 we inductively conclude
that for every n > 0 the almost split sequence Eq(7(Y")) is of the form

0—=75" (V) —=14(X) @ 75(X) —=15(Y) —=0,

while Eq(75(X)) looks as follows.

0—=rg 1 (X) —=74(V) @ 7§ (V) —=73(X) —=0
It follows that the connected component of X and Y in I'; is of left subgraph type A; and
has the following shape.

<.

o T (X) = s X g
NN

(Y Y

On the other hand, we know that there must be a non-zero morphism f € rady’(P,Y") for
some projective module P. But then f factors over all modules 73(X) and 73(Y) with
n > 0 and hence must be zero by Lemma 2.2.8, which is a contradiction. Consequently,
there is an n > 0 such that I(73(X)) > [(78(Y)) or (75T (Y)) > 1(75(X)). Without loss
of generality, we can assume that {(X) > [(Y) and there are k arrows from X to Y, where

k > 2. There is an almost split sequence

0——1q(Y) A Y 0.

in which X occurs at least twice as a direct summand of Z, thus I(7q(Y")) > I(X). Because
there are k arrows from 7o(Y) to X by Corollary 2.2.7, we can continue inductively and
obtain I(t5 1Y) > 1(753(Y)) for all n > 0. O
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Corollary 4.3.3 If I is finite, then its left subgraph type does not contain multiple edges

between wvertices.

Proof:

The statement is the contrapositive of Theorem 4.3.2. O

The next step is to consider a left stable component that contains a loop, i.e. a module
X such that there is an Q-irreducible morphism to itself. Such morphisms do exist when

the module X is projective and Ext-injective.

Example 4.3.4 Let A be the path algebra

el D g
with the relation 82 = 0. Then the subcategory 2 = add(Py) consisting only of copies of

the one indecomposable projective module P; is functorially finite, resolving and there are

Q-irreducible morphisms from Py to itself.

The Auslander-Reiten quiver of A-mod is given by

T — R — Si.

Therefore, every module in A-mod has a right and a left Q-approximation, so 2 is functo-
rially finite. Moreover, it is closed under direct summands, extensions, kernels of epimor-
phisms and contains 4 A. Hence (2 is a functorially finite resolving subcategory and, since
P, is the only indecomposable module in 2, the morphism from P; to itself factoring over

S1 is clearly irreducible in €.

Although there are to my best knowledge no examples of such morphisms in left stable
components, we cannot rule out their existence. However, the existence of such a mor-
phism provides enough information to determine the left subgraph type of the left stable

connected component it is contained in.

Theorem 4.3.5 Let X be an indecomposable module in £ that is not projective or not
Ext-injective. If there is an Q-irreducible morphism f: X — X, then 1q(X) = X and the
connected components of I'y, Iy and I's containing X coincide and are of subgraph type

A, for some n < 21X),

Proof:

Let f : X — X be an irreducible morphism in 2. Then there exists an k¥ € N such that
the composition f* is zero by Lemma 2.2.8. Hence if X is not projective then the path
obtained by composing f with itself cannot be sectional by Corollary 2.4.7, so we have
70(X) = X. On the other hand, if X is projective, we then know by our assumptions
that X is not Ext-injective. Therefore, we can apply the same arguments to 7, LX)
and analogously obtain 7 (X) = X, which contradicts X to be projective. Consequently,

To(X) = X holds under our assumptions and X is neither projective nor Ext-injective,
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but stable and 7o-periodic. Moreover, all orbits in the connected components of I'; and I,
containing X must in fact be periodic by Lemma 3.2.5. We denote the stable connected

component of X by I'.

Assume now the arrow from X to itself in the Auslander-Reiten quiver does not have
valuation (1,1). Then X & X is a direct summand of the middle term of Eq(X), so by
Jordan-Hoélder length arguments the arrow’s valuation is (2,2) and X @ X is in fact the
whole middle term of £q(X). Consequently, we have a component of the Auslander-Reiten
quiver I'g that contains only X, in particular, it does not contain a projective module,
which contradicts Theorem 2.2.9. Thus the valuation of the arrow from X to itself must
be (1,1). Let

X:X—1L>X :XO h Xl f2 Xm—lfL>Xm.

be a sectional path in the stable component of X, then the following holds.
1. 7o(X;) = Xj for j =0,...,m.
2. (Xj—1) > U(Xj) for j=0,...,m.
3. The almost split sequence £q(X;) contains at most two non-projective indecompos-
able middle terms for j =0,...,m.

We prove all three statements by induction on m. Let m = 0, then the first statement
holds as we have seen earlier in the proof of this theorem. Moreover, I(X_1) > I(X() holds

as X_1 = X = Xj. Lastly, we consider the almost split sequence
0—X—XPOM—X —0.

It is easy to see that [(M) = [(X). Suppose now M has two non-projective indecomposable

direct summands M; and Ms, then

e T(Mz) <o
< To(MiN<- :
/NN

is an example of how the Auslander-Reiten quiver could be shaped around X. Further-

more, there are two almost split sequences
0 ——T1a(M;) —= X & N; —= M; —=0.
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Since there is an irreducible morphism from 7q(M;) to X, mq(M;) is a direct summand
of M. Let us assume 7q(Mj) is not isomorphic to either M; or My. But then [(M;) +
l(ta(M1)) < I(X) by Eq(X) and, on the other hand, I(M;)+I(tq(M1)) > I(X) by Eq(My).
Thus 7q(M;) and must be isomorphic to either M; or My. We repeat the argument for

M, which leaves us with two cases.

The first one is 7q(M1) = M; and 7q(Ms) = Ma, which gives us almost split sequences

and, therefore, {(X) < 2[(M;) for i = 1,2. Putting these inequations into (M) = [(X) we
obtain 2I(My) + 21(Msz) < 21(X) < 2I(M;) + 21(M2) and deduce 2{(M;) = (X). Thus N;
must be zero and the whole component of X only consists of X, M; and Ms but does not
contain any projective module, which contradicts Theorem 2.2.9. In the second case we

have 17q(M;) = Ms and 7q(Msy) = M;. We obtain an almost split sequence
0——=M ] ——=XPNy——=My——>(

from which we deduce [(X) = [(M;) + [(Mz) in the same way as in the first case. Hence
the component of X is finite again but does not contain projective modules. Due to
this contradiction we know that M has at most one indecomposable non-projective direct

summand.

Suppose now the statements have been proved for m — 1. By the induction hypothesis

there is an almost split sequence

0 mel Xm72 @Xm @PHmel —0

that has two non-projective middle terms X,, s and X,,, from which we deduce that
T70(Xm) = X This proves the first statement. Moreover, the induction hypothesis im-
plies that I(X,,—2) > [(X;m—1). Consequently, {(X,,—1) > I(P) ®l(X,,) and, in particular,
(Xm-1) > I(X;) hold, which proves the second statement.

Consider now the almost split sequence

Suppose now M has two indecomposable non-projective direct summands M; and Mo,
then




is an example of what the Auslander-Reiten quiver could look like around X,,. Since
T70(Xm) = Xm, both 17q(M;) and 7q(M2) must be direct summands of M, which is a
module whose length is shorter or equal than the length of X,,. On the other hand, by

the almost split sequences
0 —To(M1) —= X ® Ny —= M; ——0

and
0 ——To(Mz) — X, ® No ——= My —0

we know that {(tq(M1))+1(My1) > I(Xy,) and (o (M2)) +1(M2) > 1(X,y,). It follows that
20(M) > l(tq(M1)) +1(My) + l(ta(Ms)) + (M) > 21(X,,) > 21(M), hence M = M; @ My
and I(X,,) = (M) + [(Ma). In particular, 7q(M;) @ 1q(Mz) is isomorphic to My & Ma,
which leaves us with the same two cases as in the induction start. In the first case there

are almost split sequences

and
0 My Xm Mo 0

with 21(My) = 21(Ms3) = I(X,,). In the second case the almost split sequences are given
by
0 Mo Xm My 0

and

0 M, Xm Mo 0.

In both cases the component ends in these orbits, in particular, there are only finitely

many modules in the stable component of X and the almost split sequence
0—Xp ——> X1 &My & My —— X, —=0

gives us [(X,,) = [(Xm—1). Now we show that this cannot hold if there is a projective
module in this component. Since X, X1, ..., X,,, M; and My are the only indecomposable
non-projective modules in this component, there must be a projective module P such that

there is an almost split sequence
0—X; — X110 X118 P — X1 —0.

Without loss of generality, we can assume that j is maximal with that property. We
obtain [(X;) > I[(Xj+1) by the almost split sequence and the induction hypothesis. As all
the almost split sequences Eq(Xjt1), ..., Ea(Xm—1) have precisely two middle terms given
by the original sectional path, it easily follows that I(X;) > I(Xj41) > -+ > [(Xpp—1) >
[(Xy), which contradict our previous result. Hence our assumption that Eq(X,,) has
three non-projective middle terms cannot be true, which completes the proof for the third

statement.
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We deduce that every module in I" has length shorter or equal to I(X) by statements 1
and 2 and is of To-periodicity 1. In a stable component every full sectional subgraph is of
the same type by Lemma 4.1.5. Therefore, let ¥ be an arbitrary full sectional subgraph.

By statement 3 we know that for every module Y in ¥ the almost split sequence

0 Y M Y 0

contains at most two indecomposable non-projective middle terms, hence every orbit in I’
has at most two adjacent orbits in I'. It follows that every vertex in the subgraph type of
I" has at most two edges connected to it, so the subgraph type of I' is either A,, Ay or

AZL. Suppose it is not A,, for some n < 21X) then there is a sectional path

91 g2 gm—1

Yo Vi Vi1 2> Y,

in T' of length m > 2/X) — 1 as each module in ¥ is stable. Since I(Y;) < I(X) for all
j =0,...,m as a consequence of statements 1 and 2, we conclude that ¢,,---g1 = 0 by
2.2.8. This is a contradiction as, on the other hand, we know g, - -- g1 # 0 by 2.4.7. Hence
the subgraph type of T' is A,, for some n < 21X) which completes the proof. O

We can now summarize the obtained results to the main theorem.

Theorem 4.3.6 Let Q) be a functorially finite resolving subcategory. Then the following

statements are equivalent.
(a) Q is finite.
(b) The left subgraph type of each connected component of I'; is given by a Dynkin diagram.

(¢) The right subgraph type of each connected component of T', is given by a Dynkin

diagram.

Proof:
We only prove the equivalence of the first and second statement since the equivalence of

the first and third statement can be shown dually.

Let © be finite and let I' be a connected component of I';. In particular, I' is stable and
does not contain multiple arrows between two fixed indecomposable modules. If there is
a module in I' with an irreducible morphism to itself, then the left subgraph type of I' is
A, by Theorem 4.3.5. On the other hand, if none such morphism exists, I" is a translation
quiver. By Theorem 4.2.13 the tree type of I' is given by a Dynkin diagram and coincides
with the left subgraph type.

Suppose now that the left subgraph types of all connected components of I'; are given by
Dynkin diagrams and let I" denote such a component. We know that I' is not helical as
helical components have left subgraph type Ao, by definition. Therefore, we can apply
Theorem 4.1.15 and obtain that I' is in fact stable and finite.
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Suppose now that there are infinitely many stable, finite components I';. In particular,
none of these components contains an Ext-injective module, so every projective module
is contained in a finite orbit since the number of non-isomorphic, indecomposable projec-
tive modules coincides with the number of non-isomorphic, indecomposable Ext-injective
modules. Then, as for every module X there is a projective module P and a surjective
morphism from P to X, each I'; must be adjacent to at least one finite orbit in the whole
Auslander-Reiten quiver I'g. But there are only finitely many projective modules in I'q
and hence only finitely many finite orbits. Each of these orbits can only be adjacent to

finitely many I';, which is a contradiction. Hence {2 is finite. O

In order to show how this theorem generalizes Riedtmann’s theorem, we deduce the fol-

lowing.

Theorem 4.3.7 Let Q) be a functorially finite resolving subcategory such that every pro-
jective module in U'q is contained in a finite orbit and there is no Q-irreducible morphism
f: X = X. Then Q is finite if and only if I's does not contain multiple arrows and the

tree type of every connected component of I's is given by a Dynkin diagram.

Proof:

Let T" be a connected component of I';. If Q is finite, then I' does not contain multiple
arrows by Lemma 4.3.2. Moreover, by our assumptions I' does not contain an arrow
X — X, so I' is a stable translation quiver. Then by Theorem 4.2.13 the tree type of I is

a Dynkin diagram.

On the other hand, suppose that I's; does not contain multiple arrows and the tree type
of each connected component I' of I'y is a Dynkin diagram. I is a translation quiver as it
neither contains multiple arrows nor an {2-irreducible morphism f : X — X. By Corollary
4.2.9 the subgraph type of I' equals the tree type of I' and, therefore, must be given by
a Dynkin diagram. Since the numbers of projective modules and Ext-injective modules
in I'q coincide and every projective module is contained in a finite orbit, every left stable
orbit is in fact stable. It follows that I's = I'; and the left subgraph type of each connected
component is also given by a Dynkin diagram. Thus 2 is finite by Theorem 4.3.6. O

The following example shows why we need to assume that every projective module is

contained in a finite orbit.

Example 4.3.8 Let A be the path algebra of the quiver
Cead)
«Q N 1 Vj B
where all paths of length greater than 1 are zero.

It is not hard to see that the only indecomposable injective and projective modules have

the following Jordan-Holder decompositions.

S1 S1 St
P1 = Sl Sl Il = Sl
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Computing the Auslander-Reiten translate of S; we obtain

S1 St St
T(S1)= S1 S

Therefore, the connected component I' of I'4 containing I1,.51 and P; looks as follows.

e (1) < [P, < rrrrrrrrrrr TL(P) <
\\ \\ // //
e s S < 7-—1(5'1 e v e s

Note that the orbits of I' are not adjacent to any other orbits since P; and I; are the only
indecomposable projective and injective modules respectively. Hence the middle term of
all almost split sequences in I' consists of two copies of the same module. It follows that
the length of modules in the orbit of I is strictly increasing and given by the formula
I(t"(I1)) = 4(n+1) — 1 for all n > 0. We deduce that I; and P; are in different orbits
and, in particular, the orbit of Iy is left stable. Consequently, I'; contains a connected

component of the form

SN

e T(S1) wreesmenns G e T_l(Sl) <

whose left subgraph type is A;. On the other hand, the stable part of this connected

component consist only of the following orbit.
s T(S1) < s Sy < 771 (G)) <

Hence its tree type is given by the Dynkin diagram A; although the component is infinite.

In Riedtmann’s original paper [R80] she considered multiple arrows just as single ar-
rows with non-trivial valuation. From that point of view every Auslander-Reiten quiver
without loops is a translation quiver. The next example shows why we use a different

approach to obtain equivalent statements in Theorem 4.3.7.

Example 4.3.9 Let A be the path algebra of the quiver

af\elvjﬁ

with relations o® = 2 = af — Ba = 0.

Note that this algebra is isomorphic to the group algebra of the Klein four-group over
a field of characteristic 2 [B91]. It is not hard to see that A is selfinjective, i.e. every
projective module is also injective, and the only indecomposable projective and injective

module has the following Jordan-Hélder decomposition.
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S
Pi=5L= 5 5
S1
For convenience, let X denote the module rad(P;). It follows from [ARS95, V. Proposition
5.5] that
0—=X—>P &S5 —71HX)—=0

is an almost split sequence. Moreover, we compute

S1 ST 51
7(S1)= S1 S

from which we deduce that the Auslander-Reiten quiver of the connected component

containing P; looks as follows.

[P1]
- F(X) < X</ rrrrr \1( )< “2(X) <
NN N

Let us denote the subgraph consisting of all stable modules in this component, i.e. every
module except for P;, by I'. Then I' is a connected component of both I'y and I'; and its
left subgraph type is ;11, which proves that the component is infinite by Theorem 4.3.6. If
we consider the double arrows as single arrows with valuation, then the tree type of I is
Ag. So T is infinite although its tree type is given by in Dynkin diagram in Riedtmann’s
point of view. This is why we consider connected components containing multiple arrows

separately in Theorem 4.3.7.

Corollary 4.3.10 [R80, Hauptsatz] Let A be an algebra of finite representation type.

Then the tree type of each connected component of I's is given by a Dynkin diagram.

Proof:

The Corollary is an immediate consequence of Theorem 4.3.7 and Corollary 4.3.3. O
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4.4 Coray tubes in functorially finite resolving subcategories

In this section we show that helical components in I'g are the same as coray tubes. Some
of the statements are generalizations of results in [L.93] and their proofs closely follow the

original proofs in the aforementioned paper.

Definition 4.4.1 Let I’ be a translation quiver. A vertex x of I' is called a coray vertex

if there is an infinite sectional path

In Tp—1 s Z2 r =

in I' such that for each integer n > 0 the path

Tp — Tn—1 €9 1 =2

1s the only sectional path of length n in I' which ends at x. The aforementioned infinite

sectional path is called a coray ending in x.

Let = be a coray vertex in a translation quiver I' with a coray as above. For a positive
integer n we define the translation quiver I'[z,n] as follows. The vertices of I'[x,n| are
those of I' together with pairs (7,j) where ¢ > 1,1 < j < n. The arrows of I'[z,n| are
those of I', excluding those ending at x; other than x;.1 — x; for ¢ > 1, together with the

following arrows:
1 (i+1,5) > (i,j) fori >1,1<j <n,
2 (i,j+1) = (i+1,j) fori>1,1<j<n,
3. (n+i—1,1) > x; for all i > 1,
4. y — (i,n) if y — x; is an arrow in I" other than x;11 — z;.

Let 7 be the translation of I'. The translation 7’ of I'[x, n] is defined as follows, if z is a
vertex of I and z # x; for all i > 1 and 7(z) is defined, then 7/(z) = 7(z). Moreover, we set
7(z;) = (n+4,1) foralli > 1, 7/(i,5) = (4,j+ 1) for 1 <j <n,i>1and 7(i,n) = 7(x;)
if 7(x;) is defined.

We inductively define a translation quiver I'[zg, ng][x1,n1] . .. [, 1], where n; are positive
integers, xg is a coray vertex of I and z; is a coray vertex of I'[xg, no|[x1,n1] . .. [xi—1,1i—1].
Where there is no need to emphasize the coray vertices we say that a translation quiver
T is of the form I'[ng, nq,...,n,| if I/ 2 T'[xg, no][z1,n1] . . . [z, ] for some coray vertices
x;. We say I/ is a translation quiver obtained from I' by coray insertions. Dually, one

can define the concepts of ray vertices and ray insertions.

Definition 4.4.2

(a) We call a translation quiver a coray tube if it is obtained from a stable tube by coray

nsertions.

(b) Dually, we call a translation quiver a ray tube if it is obtained from a stable tube by

ray insertions.
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Example 4.4.3 Let A be the path algebra of the quiver

a
_— vy
el €2 —— €3,

B

with the relation v8 = 0. Then I' 4 contains a connected component which is a coray tube.

We have seen in Example 4.1.6 that the connected component I of the injective module

I3 looks as follows.

<L LS
/\/\/
/\/

I is obtained by coray insertions the following way. Given a stable tube I' of type ZAs /T

L CIN LRI TP PO T4 < s D e
L CIN TP EPN PRI S LG e DG e
TN LRI EPR PO ST e DD e
TN LRI TP EPLI S e D] e

ol e
o ol e
o
ol
o

is a coray tube which is obviously isomorphic to I".
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Lemma 4.4.4 Let I' be a connected component of I'q with trivial valuation.

(¢)

(b)

Assume that T' does not contain projective modules and each module in I has at most

two immediate predecessors. Suppose

e X X; X, X=X

1s an infinite sectional path in I' containing an infinite number of arrows with finite
global left degree. If n is a positive integer and 7o," (X;) is defined for some i > 1, then
7o " (X;) is also defined for all j > i. In particular, if some module X; is stable, then

all modules X; with j > i are also stable.

Assume that T' does not contain Ext-injective modules and each module in I' has at

most two i1mmediate successors. Suppose

X=X X5 X; Xz‘+1

s an infinite sectional path in I' containing an infinite number of arrows with finite
global right degree. If n is a positive integer and 75(X;) is defined for some i > 1,
then 75(X;) is also defined for all j > i. In particular, if some module X; is stable,

then all modules X; with j > i are also stable.

Proof:

Suppose the statement is false, i.e. there are positive integers ¢ and n for which 75" (X;)

exists, but 7;,"(X;41) does not. Without loss of generality, we can assume that n is the

least integer for which such an ¢ exists. Hence I' contains a subgraph which looks as

follows.

TQ(YO); """""" Yo
NS
TQ(YI); """""" Y
NS
TQ(Y2) <o Yy

We prove by induction that there is a sectional path

Y e Y Yo 7o (Xi)
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for each length & > 0 and every irreducible morphism f; : 7q(Y;—1) — Y; is a monomor-

phism. Let

0—75" T HX;) ==Yy —>75"(Xi) —=0

be the almost split sequence ending in 7;,"(X;), then fo is a monomorphism. Since I' does
not contain projective modules and every module in I' has at most 2 predecessors, Yy must
be indecomposable, which proves the statement for £ = 0. Suppose now the statement is
true for an arbitrary k. Then there is a monomorphism fi : 7q(Yx—1) — Y, from which
we conclude that the almost split sequence £ (Y}) must have two indecomposable middle

terms, 7(Yx—1) and Y;41. Then by Lemma 2.5.3 we can construct a short exact sequence

fr1
)

04>7'Q(Yk Yk+1 Tén(XZ)HO,

which gives us that the irreducible morphism f11 : 7q(Yx) — Yi41 is again a monomor-

phism. As a consequence, there is an infinite sectional path

ending in Yy. However, as we have chosen n to be minimal and Y; 2 7 "'H(Xi), there is

another infinite sectional path
—n+1 —n+1 —n+1
1" (X)) —— 1" (X)) —— 1" (X)) — Yo
Since I' does not contain projective modules, we obtain two infinite sectional paths

Xk Xio1—X;

and

1Y) — - ——= 1 (M) —— 13 (Yo) — X,

in which by Lemma 3.3.4 each arrow has infinite global left degree since 7¢}(Yy) 2 X;—1.
It follows that the infinite sectional path

Xi X2 X1:X

contains only finitely many arrows of finite global left degree, which contradicts our as-

sumptions. O

Theorem 4.4.5 Let I be a connected component of I'q containing an oriented cycle but

no 1q-periodic module.
(a) If T does not contain a projective module, then I is a coray tube.

(b) Dually, if T' does not contain an Ezt-injective module, then I is a ray tube.

Proof:
By Theorem 3.3.7 we know that there is an infinite path of type Ao in I" which is a
full sectional subgraph. Moreover, the theorem says that I' contains only finitely many

different orbits and at least one of them is not right stable.
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Suppose now that I" contains a stable orbit, then its connected component I' in the right
stable Auslander-Reiten quiver I',. is of right subgraph type A, for some n < s, where s
denotes the number of different 7o-orbits in I'. Then by Theorem 4.1.15 the component T
is finite and, in particular, Tq-periodic, which contradicts our assumptions. Hence every

orbit contains an Ext-injective module. Let

"*>TS-22T(X1)*>T6(X5)H"'HT{)(Xl) Xs X1

be an infinite sectional path in I', which exists by Lemma 3.3.6. Then there exist positive

integers n1,...,ns such that X; = 757(I;) for some Ext-injective modules Iy, ..., 5. It
follows from Lemma 4.4.4 that ny < ny < --- < ng. Let my, mao, ..., m; be positive integers
such that

n1 :...:nml <nml+1 e ...:nm2 < e <nmt_1+1 :...:nmt = Ng.

It then follows that I' as a translation quiver is of the form

(ZAso/T")[m1,ma —my, ..., my — my_1],
where 7 denotes the translation in ZA, and n = r — s. O
Lemma 4.4.6 Let ny,ng,...,n,neyp1 be positive integers for some t > 0.
(a) If the coray tube (ZAx/T™)[n1,n2,...,n¢] contains a path from some vertex x to an-
other vertex y, then (ZAx/T™)[n1,n2,...,n,ni41] also contains a path from x to y.
(b) Dually, if the ray tube (ZAs/7"™)[n1,n2,...,n¢] contains a path from some vertex x
to another vertex y, then (ZAs/T")[n1,n2, ..., ¢, ny41] also contains a path from x
to y.
Proof:

Let 21 be the coray vertex where we insert n;y; and let

Zit1 2 e 29 21

be the corresponding coray, while

v T = X T Tm—1 Im =Y

denotes the path from x to y. If ;1 — x; is an arrow in 7 such that either x; # z; for
alli > 1orx;_1 = x; = 2,41 — 2 for some i > 1, then by definition the same arrows
exist in (ZAoo/7")[n1,12, ..., 0, ne41). On the other hand, if ;1 — ; is an arrow in

such that z; = 2z; but x;_1 # 2;41, then there is path
xj—l e (i,nt+1) e (’l + 1, Ng+1 — 1) —_

--H(nt+1+i—2,2)*>(nt+1+i—1,1)*>$j

in (ZAx/7™")[n1,n2,...,n¢, ne41], which completes the proof. O
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Theorem 4.4.7 Let I' be a connected component of I'q.
(a) Suppose T is left stable. Then T is helical if and only if it is a coray tube.

(b) Dually, if T is right stable, then I' is cohelical if and only if it is a ray tube.

Proof:

Let T be helical, then by Theorem 4.1.6 it contains an oriented cycle. Moreover, since
helical components always contain an Ext-injective module, there cannot be a 7q-periodic
module in I" by Lemma 3.2.5. We deduce that I' is a coray tube by Theorem 4.4.5.

Suppose now that I is a coray tube of the form
(ZAOO/T”)[TM, no, ... ,nt].

We prove by induction on ¢ that there is a vertex i in (ZAs/7")[n1,n2,...,n: such that
771(4) does not exist and there is a path from i to any vertex y in (ZAo /7™)[n1, 02, . . ., 4]
If t = 1, then we consider a coray tube of the form (ZA./7")[n1] and let z; denote the
coray vertex of the insertion n;. Since ZA /7" is a stable tube, there is a path from z; to
y by Lemma 3.2.3 for every vertex y in ZA,/7". Additionally, there is also a path from
21 to y in (ZAs/7")[n1] by Lemma 4.4.6. On the other hand, 771(i) does not exist for
the vertex ¢ = (n1,1) in (ZAx/7")[n1] by construction and there is an arrow i — z; in

(ZAs/7™)[n1], which gives us a path from i to y.

Let y now be a vertex in (ZAs/7")[n1] that has been added in the coray insertion. Hence
y is a vertex of the form (k,!) with k € Nand 1 <[ <n;. If

Zi+1 2 . 29 2
is the sectional path for the coray vertex zj, then there is a path
T(zp) —=(k+1,n) —=(k+2,ny — 1) —=---

o (kA =L+ D) — (ko — 4+ 1,0) —— (k4 ny — 1) —— -

As we have seen earlier in this proof, there is a path from 7 to 7(zj) that we now compose

to a path from i to y. This completes the proof for ¢ = 1.

Suppose the statement is true for some ¢t > 1, then for every vertex y in the coray tube
(ZAoso /T™)[n1, M0, . .., ny] there is path from i to y, where 7 is a vertex such that 77!(i) does
not exist. Consequently, there exists a path from i to y in (ZAx/7")[n1,n2, ..., N, 1]
by Lemma 4.4.6. If y = (k,[) is a vertex obtained by the coray insertion of ns; at the
coray

Zi+1 Zi s ) 21,

then there is a path
v T(Zk)*>(k+1,nt+1)*>(k+].,nt+1—1)*>"'
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--*>(k:+nt+1—l,l—1)*>(k+nt+1—l+1,l)*>(k:+nt+1—l,l)*>---

By the induction hypothesis we conclude that there exists a path from i to 7(zj) in
(ZAx/T™)[n1,n2,...,n¢ which by Lemma 4.4.6 gives rise to a path from i to 7(z) in
(ZAx/T™)[n1,02,...,n¢,ni41]. Hence we obtain a path from ¢ to y by composing this
path with ~, which proves that the statement is true for all ¢ € N. Since I' is a coray
tube of the form (ZAs/7")[n1,na,...,n:, we deduce that for every module Y there is
an Ext-injective module I such that there is a path from I to Y, which makes I' a helical

component. a

4.5 Degrees of irreducible morphisms in functorially finite

resolving subcategories

In this section we analyze Auslander-Reiten quivers of functorially finite resolving sub-
categories using degrees of irreducible morphisms. In particular, we observe under which
assumptions we have [(7(X)) — oo as n — oo for a module X in an infinite connected
component. We give a complete description of all infinite connected components such that

[(73(X)) does not tend to infinity as n — oco. This section again closely follows [L92].

Lemma 4.5.1 Let f: X — Y be an irreducible morphism in a functorially finite resolving
subcategory Q. Then f is a surjective minimal right almost split morphism if and only if

de(f) =1 and all direct summands of Y are not projective.

Proof:

We first assume that f is a surjective minimal right almost split morphism. Consequently,
no direct summand of Y can be projective as f is surjective. Moreover, Y is indecompos-
able as f is an irreducible minimal right almost split morphism. So we compose f with

the corresponding minimal left almost split morphism for 7(Y") and obtain dk(f) = 1.

On the other hand, let de( f) = 1 and suppose no direct summand of Y is projective. If Y’
is indecomposable, then f is a surjective minimal right almost split morphism by Corollary
3.1.3. In case that Y admits a direct summand Y; & Y5 we know that X is indecomposable
as f is irreducible. Let (f1, f2)” : X — Y1 @ Y3 be the corestriction of f to Y1 @ Ya, then
d4((f1, f2)T) = 1. By Lemma 3.1.9 a left neighbour h of (f1, fa)T exists with db,(h) < 1,

which is impossible. O

Definition 4.5.2 Let Q be a quiver without loops or cycles and let KQ be the hereditary
path algebra of Q. Suppose @ has n vertices and let py,...,pn and i1,...,i, denote the
dimension vectors of the indecomposable projective and injective K Q-modules respectively.
Then the Cozeter-matrixz of Q is the matriz C defined via C(ij) = —p;.

Note that C is invertible and that its inverse satisfies C~'p; = —i;. Since the inverse
of the Coxeter-matrix is more convenient for us, we set C~! = (c¢;;). Before we provide
a combinatorial description of the entries in C~! in terms of paths in @, we need to

establish some more notation. Let ) be a quiver with vertices eq,...,e,. We say that e;
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is a predecessor of e; if there is a non-trivial path from e; to e; in (). If this path consists
of only one arrow, then e; is an immediate predecessor of ej. Successors and immediate
successors are defined dually. We denote an arrow from e; to e; in @ by e; — e;, a path

of arbitrary length is denoted by v : e; — e;. For example, for a fixed vertex e;

2. 2

€;—>€j Y€ —rej

is the sum over all paths in @) that end in an immediate successor of e;. Moreover, for any
column vector v we denote its i-th entry by (v);. This and other upcoming terminology is

fixed for the rest of the section.

Lemma 4.5.3 Let QQ be a quiver without loops or cycles. If Q@ contains vertices eq,. .., ey,

and C~1 = (¢ij) denotes the inverse of its Coxeter-matriz, then the entry c;j is given by

cij = —4 of paths from e; to ej + ( Z t of paths from e; to ey)

ej—e
In particular, we have the following.

(a) c;j = 0 if there is neither a path from e; to e; nor to an immediate predecessor of e;.
(b) cij =0 if ej is a non-immediate predecessor of e;.

(c) cij =4 of arrows from e; to e; if e; is an immediate predecessor of e;.

If Q) does not contain multiple arrows between two vertices then we also have the following.
(d) cij =1 if ej is an immediate predecessor of e;.

(e) cij =4 of arrows starting in ej — 1 if e; = e; or e; is a successor of e;.

(f) In particular, if e is a successor of e;, we have c;j = cjj.

Dually, if we set C' = (d;;), then

dij = —t of paths from e; to e; + ( Z # of paths from ey to e;).
ek—>ej

Proof:

Let Pi,..., P, and Iq,...,1I, denote the indecomposable projective and injective K Q-
modules respectively. Alongside with p; and i; for dimension vectors of indecomposable
projective and injective K ()-modules, we denote the dimension vector of the simple module
S; = Pj/rad(P;) by s;. Clearly, ¢;; is given by the i-th entry of the column vector of C~!s;.
Note that since K@ is an hereditary algebra, P; is given by all paths that start in e;, while

I; is the module consisting of all paths ending in e;.

Hence the dimension vector of a simple module can be expressed as s; = p; — rad(p;) =
pj — Zejﬁek pr. By definition we have C~'p, = —ij, so the i-th entry of this column

vector is —1 times the number of paths from e; to ex. Hence

iy =(C7'sy)i = (C7'py)i— D (C7'pk)i = Y (k)i — (i)

€j—eg €j—€f
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= —4 of paths from e; to e; + ( Z # of paths from e; to eg).
ej—rey
The statements (a), (b) and (c) are special cases of the formula above and follow immedi-
ately from the fact that @) contains neither loops nor cycles. Moreover, if @) in addition
does not contain multiple arrows, then there is precisely one path from e; to e; if and only
if e; = ej or e; is a successor of e;. In all other cases there is no path from e; to e;, from
which we deduce statements (d), (e) and (f). O

Let I' be a connected component of I'g containing a sectional subgraph ¥ that consists
of modules My, ..., M, without multiple arrows between them. Since ¥ neither contains
loops nor cycles, there is a Coxeter-matrix C = (d;;) of ¥ and let C~! = (¢;;) again denote
its inverse. Furthermore, whenever ¥ occurs in this section, let m denote the column vector
(I(My), ..., 1(My,))T. Then the i-th entry of C~1m is given by (C~'m); = > =1 cijl(M;).
We split up the sum on the right hand side according to Lemma 4.5.3 (d), (e) and obtain

(C7'm)i= D UM+ Y erl(Mp) = D UM+ Y cml(My),

Mk_>Mi ’y:Mi—>Mk Mk—)Mi ’y:Ml‘—>Mk

where the last equality follows from Lemma 4.5.3 (f). This formula is used frequently in

the following proofs.
Lemma 4.5.4 Let M; be a module in 3, then we have

(a)
Y@ tm)y=UM)+ Y D UMY+ Y erl(My)

Mi—>Mj Mi—>Mj Mk—>Mj ’y:Ml'—>Mk
ki
and
(b)
MooCmy=1M)+ Y > UM+ Y dl(My).
Mj*)Mi Mj*)MiMjﬁMk ’y:MkHMZ‘
ki
Proof:

If M; is a module without successors in 3, then the left hand side of the equation is zero,
while the right hand side is reduced to I[(M;) 4+ . . ar, Ckkl(Mg). Since only the trivial
path starts in M;, the last sum contains only one summand c;l(M;) = —I(M;) by Lemma

4.5.4 and hence the right hand side is also zero. Let M; now be any module in 3, then we

@ tmy= >0 (Y UM+ D owl(My))

Mi—>Mj MiﬁMj Mk.ﬁMj 'y:Mj—>Mk.

— Z Z I(My,) + Z (1(M;) + Z crrl(My,))

MZ'*)MJ‘ MkHMj MiHMj ’\/:Mjﬁ)Mk
ki

= > D UMY+ (ca+ DI+ Y > cwnl(My)

M;—M; My— M, Mi— M ~y:Mj— My,
ki

have
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=M+ Y Y M)+ Y ewld(My)

Mi—>Mj Mk%MJ ’YZMZ'—>M]€
ki

Corollary 4.5.5 For a module M; in 3 we have

(a)
(C7'm)i=—1M) + D UM+ DY (CT'm);— > D U(My)
M;—M; M;—M; M;—Mj My— M;
ki
and
(b)
(Cm)i=—1(M)+ Y M)+ Y (Cm);— Y Y I(My).
M;—M; M;— M; Mj—M; Mj— M,
ki
Proof:

Again we start by considering the case where M; does not have successors in 3. Then we

S+ 3 M)+ Y (= Y S )

3

have

=—I(M))+ > M) = (C'm),.

Mj‘)Mi

For an arbitrary M; the statement follows from applying Lemma 4.5.3 to the right hand

side of the equation, giving

M)+ Y UMY+ Y (CTm)y = Y Y (M)

M]—)Ml M1—>M] MZ—>MJ Mk—>MJ
ki

= > M)+ D cwl(My) = (C'm)s.

Mj—>Mi ’y:Mi—>Mk
O

Theorem 4.5.6 Let I' be a connected component of I'q containing a sectional subgraph
Y. that consists of modules My, ..., M, without multiple arrows between them. Let C~' =

(cij) be the inverse of the Cozxeter-matriz C of ¥. Furthermore, denote the column vectors
(M), .. UM))T, (Ura(M)), ... Wra(M)T and (7 (Ma)), . .., 1(mq (M) T by

m, To(m) and 75 (m) respectively.

(a) If none of the M; is projective, then
mo(m) = C™'m + dim(1),

where I is an injective KX -module.
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(b) Dually, if none of the M; is Ext-injective, then
7 (m) = Cm + dim(P),
where P is a projective KY-module.

Proof:

We use the same notation as before and prove

ro(m)i = l(ra(M;)) = (C™'m)i + Y Cu,

where C,, are non-negative integers only depending on u. Let us define M; > M; if there
is a path from M; to M; and let M; be a maximal module in this sense. We use induction

on this ordering to prove the equation above. Consider the almost split sequence

Therefore, we have

M) + U(ra(M) = > 1(M;) +1(T).
Mj— M;

We reorder the summands in Corollary 4.5.5 and obtain

(M) = —(C7 ')+ > U(M))
Mj— M;

since M; does not have any successors. Substituting this into the previous equation we

obtain

—(C7T'm)i+ Y UMy + Ura(M) =Y 1(M;) + U(T).

My —M; M;—M;

We easily conclude I(1q(M;)) = (C7'm); + I(T) and observe that we want [(T) =
Zv: Mi—s M, Cy. Note that this sum contains only the summand obtained by the trivial
path from M; to M;, hence we set C; = [(T'), which is a non-negative integer. This shows
the claim for a maximal M;. Suppose now M; is a module such that the statement has

been proved for all its successors. There is an almost split sequence

— )—> D M, (M) & Ti .
0 TQ(MZ) Mj%Mi ! MiA)Mj ! ’ MZ - O

from which we obtain

(M) + U ra(My)) = Y UMy + > Ura(My)) + U(Ty).

Mj‘)Mi M,L‘*)Mj

We apply the induction hypothesis to all {(7q(M;)) and obtain

(M) + Ure(M) = Y UMY +UT)+ Y (C7'm)j+ Y Cu).

Mj—}M.L' MZ—>MJ ’72Mj—>Mu
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In order to be able to use Corollary 4.5.5, we reorder the summands, add

PP BRCOEED DD D

M;— M; My—M; M;— M My—M;
k#i k#i

to the equation and deduce

lra(My)) = —I(M) + Y UM+ Y. (C7'm)— > Y

MjA)Mi M,L'*)Mj M,L'*)Mj MkHMj
ki

FYOY msme Y Y a

M;— M My—M; Mi— M ~v:Mj— My,
k#i
NGRS DD SR TARTICIERD DiH
M;— M My—M; ~:M;— M,
k#i i#u

We set

which obviously is a non-negative integer, and obtain

To(m); = l(to(M;)) = (C~'m); + Z Cu.

y:M;— My,

For convenience, let v € Z" denote the column vector whose i-th entry is given by

> :M;—sn, Cu- Consequently, we have
To(m) = C'm+ v,

so it remains to show that v is the dimension vector of an injective K¥-module. Let p;;

denote the number of paths from M; to M; in 3. Then we have

n

U:Z(pluCU7"‘7pnu i ZC plu;w-vpnu) s

u=1

but (pru, - - -, Pru)’ is precisely the dimension vector of the injective K Y-module I, corre-

sponding to the vertex M, since KX is a hereditary algebra. This finishes the proof. O

For the rest of the section we choose a sectional subgraph ¥ such that none of its vertices
has more than one immediate predecessor, for example by considering a sectional sub-

graph that consists of all sectional paths starting in a fixed module. As a consequence,

Z Z I(My) + I(T3)

M;— Mj My—M;
k#i

the formula
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reduces to C; = [(T;), where T; is again the module that completes the middle term of

Ea(M;) in the following sense.
0——T1o(M;) —— @ M; @M raMj)oTi M; —=0

We deduce that in this case 7q(m) = C~!m if and only if ¥ is a full sectional subgraph
or there are some indecomposable projective modules Py, ..., Py and arrows M;; — Pj in

I' such that the union of ¥ with these modules and arrows is a full sectional subgraph.

Definition 4.5.7 Let Q be a quiver, then a map X : ZQ — 7Z is called a subadditive
function on ZQ if

A k) + Ak —=1) > Y AGE)
(4,k)—(5.k")

for all (i, k) € Q.

Note that this definition is different from the definition of subadditive functions on simple-
laced graphs, which we introduced in Section 4.2. Let I" be a connected component of I
containing a sectional subgraph > consisting of modules M, ..., M,. We can then define
a subadditive function on ZY in the following way. First of all we set A\(M;, k) = (& (M;))
for all M; and k € Z such that 7&(M;) exists. Note that since I' is left stable, 7&(M;)
always exists for k& > 0. If 75 (M;) does not exist for some M; and k < 0, we set A(i,k—1) =
=A@ K) + 226 0= (k) AU k). Hence we have inductively defined a subadditive function
on Z3.

Recall that the defect of a quiver ) is the lowest positive integer d = dg such that
C~ %z —zisin rad, for all x € Z", where ¢ is the Euler quadratic form of the underlying
graph of @ with undirected edges. The defect of a vector x is the integer d(z) such that
C~x — x = 9(x)h,, where h, is the generator of rad,. Note that 0 : Z" — Z is clearly a
morphism of abelian groups. For further detail we refer to [SS07, XI.1]. Analogously to
sectional subgraphs, the type of a quiver @) is the undirected graph associated to Q.

Lemma 4.5.8 [BB83, Proposition 4.4] Let Q be a quiver of Euclidean type with n vertices
and let A be a subadditive function on ZQ. We denote the vector (A(1,k),...,A(n,k)) by
Ak. For convenience, for two vectors x,y € Z™ we say x > y if and only if x; > y; for all

1=1,...,n.

(a) If A\, > 0 for 0 < k < n and 0(X\o) > 0, then Ay > 0 for all k > 0. Moreover, if
d(A;) > 0 for some l > 0, then A(i,k) — 0o when k — oo for alli=1,...,n.

(b) Dually, if A\ > 0 for 0 >k > —n and 0(N\g) <0, then A\, > 0 for all k < 0. Moreover,
if 9(\;) <0 for some l <0, then A(i,k) — oo when k — —oo for alli=1,...,n.

Lemma 4.5.9 [SS07, XI. Proposition 1.2] Let M be an indecomposable K> -module.

(a) If M is not contained in the preprojective component of I' ks, then we have
dim(7*(M)) = C~* dim(M)
for all k > 0.
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ually, 1 1s mot contained in the preinjective component of 'y, then we have
b) Dually, if M d h f I h h
dim(7=*(M)) = C* dim(M)
for all k > 0.

Lemma 4.5.10 [SS07, XI. Lemma 1.5] Let Q be a Fuclidean quiver with n vertices and

let C~1 denote the inverse of its Coxeter matriz. Then

for allx € Z".
Note that the following theorem is a generalization of Theorem 4.2.13.

Theorem 4.5.11 Let ¥ be a sectional subgraph of Euclidean type in a connected compo-
nent I' of I'q.

(a) If all modules in 3 are left stable, then I(tE(X)) — 0o as k — oo for each verter X
of .

(b) If all modules in ¥ are right stable, then I(t&(X)) — 0o as k — —oc for each vertex
X of .

Proof:

If ¥ contains multiple arrows, then the statement follows immediately from Theorem
4.3.2. Hence we can assume that ¥ only contains arrows with trivial valuation. Since &
is Euclidean, the Auslander-Reiten quiver of K3 has an infinite preinjective component.
By Lemma 4.5.9 we have dim(7%(I’)) = C~*dim(I’) for an indecomposable injective K-
module I’ and all k € N, so C~*dim(I’) is always the dimension vector of a K ¥-module.
Therefore, C~¢dim(I") —dim(I’) cannot have only negative entries as all entries in dim(I’)

are at most one by choice of Q.

If C~¢dim(I’) — dim(I’) = 0, then by Lemma 4.5.9 we obtain I(7&(I")) < pys for all k > 0
and a constant py.. There are precisely n orbits in the preinjective component of K. since
n denotes the number of vertices in ¥ and, as we have seen in Lemma 2.2.13, there is a
constant p such that I[(Z’) < pl(Z) for any arrow Z' — Z in the Auslander-Reiten quiver of
Q). Hence we have [(X) < p"pys for every module X in the preinjective component of K.
As a result, every morphism from a projective module P to I’ must be zero by Lemma
2.2.8, which is a contradiction. Thus 9(dim(I”)) is a positive integer and the defect of any

non-zero injective module is also positive.

By Theorem 4.5.6 and Lemma 4.5.10 we have 9(1q(m)) = 8(C~1m)+30(dim(I)) = d(m)+
d(dim(I)) and, consequently, (& (m)) > (& (m)) if k' > k. Suppose that d(7&(m)) < 0
for all Kk > 0. Hence there must be an integer r > 0 such that for all £ > r we have
(tE(m)) = 9(r5(m)) < 0. Without loss of generality, we can assume 7 = 0 and that

> is a full sectional subgraph left of all injective and projective modules, which gives us
& (m) = C~*m for all k > 0.
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If d(m) < 0, then there is a t € N such that 0 > C~'m = 74(m), which is impossible as
each entry in the latter is given by the length of an A-module. Hence d(m) = 0, then by
definition the entries of C~¥m = 7&(m) are bounded for all k > 0 as C~%m —m = 0. We
know there is a non-zero morphism f € rady (P, M;) for a projective module P. Since
> is a full sectional subgraph left of all injective and projective modules, f must factor
over infinitely many modules of the form TS(Ml) with £ > 0. So by Lemma 2.2.8 f must
be zero, which is a contradiction. Hence there is a k > 0 such that 9(7&(m)) > 0. Let A
be the map that sends a module to its Jordan-Hdélder length. If necessary, we extend A
to a subadditive function X : Z% — Z in the aforementioned way. Then by Lemma 4.5.8
I(rE(M;)) = A(k, M;) — oo as k — oo, which completes the proof. O

Lemma 4.5.12 Let I be a connected component of I';. Assume there is a module X in
I' such that I(t5(X)) does not tend to infinity for n — co. Then

(a) U(14(Y)) does not tend to infinity as n — oo for every module Y in T,
(b) there is no sectional subgraph of Euclidean type in I and
(¢) every arrow Z —'Y in T has finite global left degree.

Dually, let T' be a connected component of I';.. Assume there is a module X in I' such that
l(14(X)) does not tend to infinity for n — —oo. Then

(d) l(14(Y)) does not tend to infinity as n — —oo for every module Y in T,
(e) there is no sectional subgraph of Euclidean type in T' and

(f) every arrowY — Z in T has finite global right degree.

Proof:

As we have seen in Lemma 2.2.13, there is a constant p such that [(Z’) < pl(Z) for any
arrow Z' — Z in the Auslander-Reiten quiver of Q. Moreover, by our assumptions there
is a constant px such that I(7(X)) < px for infinitely many positive integers n. Let Y
be a module in I" that is not in the 7o-orbit of X, then we know there is a sectional path
of length & from 73'(Y') to 75(X) for some n,m € N by Lemma 3.3.5 as I is left stable.
If we set py = pxp®, we have I(r3(Y)) < py for infinitely many n > m, which proves
the first statement. From this and Theorem 4.5.11 we immediately deduce that I" cannot

contain a sectional subgraph of Euclidean type.

Let Y and Z be modules in I' such that there is an arrow from Z to Y. By our assumptions
there exists a constant py € N such that there are infinitely many 77(Y") such that
l(r(Y)) < py. Let m € N be an integer such that I(7}(Y)) < py for more than 2P
integers 0 < n < m. Consequently, the path

g1 fo

L ) —Z7——Y

T (Z) e (V) 2 B o (2)

is labeled with irreducible morphisms such that fogifi- - gmfm = 0 by Lemma 2.2.8.

Hence every arrow in I' has finite global left degree. O
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Corollary 4.5.13

(a) Let T' be a connected component of I'y such that its left subgraph type is A. Then
I(73(X)) — o0 as n — oo for all modules X in T'.

(b) Dually, if T' is a connected component of I, such that its right subgraph type is A,
then 1(13(X)) = oo as n — —oo for all modules X inT.

Proof:
Since I' is left stable and of left subgraph type A, for every module X in I' there is an

n € N such that there are two infinite sectional paths

X X; X Xo=X

and

Yin—=Y— —— Vi —> o —— Y= X

ending in X with Y7 2 X;. Consequently, by Lemma 3.3.4 all arrows X;1; — X; have
infinite global left degree. Hence the Corollary follows immediately from the contrapositive

of the previous lemma. O

Lemma 4.5.14

(a) Suppose there is a module X in a connected component I' of I'; such that I(75(X))
does not tend to infinity as n — oo. If there is a sectional path in I' which meets some

TQ-orbit more than once, then I' consists of tq-periodic modules.

(b) Dually, let X be a module in a connected component I' of I, such that I(15(X)) does
not tend to infinity as n — —oo. If there is a sectional path in I' which meets some

Tq-orbit more than once, then I' consists of Tq-periodic modules.

Proof:

Let p be the constant from Lemma 2.2.13 such that for all modules Y and Z we have
(YY) < pl(Z) if there is an Q-irreducible morphism from Y to Z. By Lemma 4.5.12 and
our assumptions there is a constant py for every module Y in I' such that I(75(Y)) < py
for infinitely many positive integers n. It follows that for every r € N there are infinitely

many positive integers m such that (753" (Y)) < p*" py. Suppose that

T{Z(Yb) = Yn Yn—l T Y1 YQ

is a sectional path in I' with some r > 0. Without loss of generality, we may assume that
Y,,—1 and Y7 are not contained in the same 7tg-orbit if n > 2. Then there is an infinite
path

e T (V) B (V) = T (Vo1 —

=10 (Y1) —= 70 (Y0) Yooi Y Yo.

Since there are infinitely many modules 77" (Y") on this path with [(75"(Y)) < p*"py, the
path cannot be sectional by Corollary 2.4.7 and Lemma 2.2.8. Hence Y,,_; and Y] belong
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to the same Tg-orbit and n is either 1 or 2. If n = 1, then Y = Té“l(Yo). On the other
hand, if n = 2, then r £ 1 as the path

0(Y0) =Y —=Y1 —Yp

is sectional and we obtain Y7 = T{z_l(Yl). In both cases I' contains a 1o-periodic module,
and hence ' entirely consists of T-periodic modules by Lemma 3.2.5 as T is left stable.

For r < 0 we prove the statement similarly using the infinite path

7—6(YU) > In—1 Y Yo TéT(Yn—l)H"'

1 (V) = 7" (Y0) = 70 (Ya) — -+

Corollary 4.5.15
(a) Let I’ be a coray tube, then I[(73(X)) — 00 as n — oo for all modules X in T

(b) Let T be a ray tube, then l(15(X)) — 0o as n — —oo for all modules X inT.

Proof:

Suppose I(75(X)) does not tend to infinity as n — co. Since a coray tube is the same as a
helical component by Theorem 4.4.7, we know there is an oriented cycle from an injective
module I to itself in I'. Since 755(I) = I is only possible for n = 0, there is a sectional
path from I to 7(I) in I' for some n > 0 by Lemma 3.3.5. Consequently, I" consists of

Tq-periodic modules by the previous lemma, which is a contradiction. O

Lemma 4.5.16 Let X be a non-periodic module in I'q.

(a) If X is left stable and the almost split sequence Eq(X) admits three left stable middle

terms, then l(174(X)) — 0o as n — oo.

15 Tight stable and the almost split sequence admits three right stable middle
b) If X h bl d the al [ EH(X) ad h h bl ddl
terms, then I(15(X)) = 0o as n — —oc.

Proof:

Let I" be the connected component of X in I';, which does not contain 7q-periodic modules
by Lemma 3.2.5. Suppose [(73(X)) does not tend to infinity as n — oo, then I' does
not contain a sectional subgraph of Euclidean type by Lemma 4.5.12. Moreover, every
sectional path in I' meets each To-orbit at most once by Lemma 4.5.14. Consequently, the
left subgraph type of I' must be either Ay, AL or Dy. In all cases there is a infinite

sectional path

Xit1 X X1 Xo = 16(X)

for some 7 > 0. Since £q(X) has three left stable middle terms, so does Eqo(75H(X)).
Then by Lemma 3.1.15 the arrow 75(X2) — 74,(X1) has infinite global left degree, which
contradicts Lemma 4.5.12. O
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Theorem 4.5.17

(a) Let T' be an infinite connected component of I'; that contains a module X such that

l(73(X)) does not tend to infinity as n — oo. Then the left subgraph type of I' is An.

(b) Dually, if T is an infinite connected component of Ty containing a module X such that

l(1$ (X)) does not tend to infinity as n — —oo, then its right subgraph type is Axs.

Proof:

If T' is T-periodic, then it is a stable tube by Theorem 3.2.7 and its left subgraph type
is Aso. If I' is not 1o-periodic, then we know that its left subgraph type is not given by
a Dynkin diagram by Theorem 4.3.6. Moreover, since [(1q(X)) does not tend to infinity
as n — 0o, I' neither contains a sectional subgraph of Euclidean type nor of type A% by
Lemma 4.5.12 and Corollary 4.5.13 respectively. The left subgraph type of I' also cannot
be Dy, as I' does not contain a module with three immediate predecessor in I' by Lemma

4.5.16. We deduce that the left subgraph type of I is A, by process of elimination. O

Recall that we have already seen in Corollary 4.5.15 that the converse statement does not
hold, i.e. there are connected components of I'; with left subgraph type Ao containing a

module X such that [(75(X)) — oo as n — oo.

Corollary 4.5.18 Let I' be a connected component of I'q. Suppose there are only finitely
many Tq-orbits in I'. Then for each positive integer k there are at most finitely many

modules of length k in T.

Proof:

We assume that there is a positive integer k such that there are infinitely many modules
of length k in I'. Since there are only finitely many mq-orbits in I', there exists a module X
which is not 7o-periodic such that I(755(X)) = k for infinitely many integers n. Without
loss of generality, we assume that there are infinitely many positive integers n with this
property. Then by Theorem 4.5.17 we know that X is contained in a connected component

of I'; such that its left subgraph type is Ao, which is a contradiction. O

Corollary 4.5.19 Suppose there are infinitely many indecomposable modules in 0 of

length k for some k € N. Then I'q admits infinitely many Tq-orbits.

Proof:

Suppose the statement is false and I'q consists of finitely many 7q-orbits. Then there
are clearly only finitely many connected components in I'g, one of which must contain
infinitely many indecomposable modules of length k. This contradicts Corollary 4.5.18.
(]

We call the following statement the second Brauer-Thrall conjecture for subcategories. If €2
is infinite, then there are infinitely many positive integers n1, ns, . . . such that for each i € N
there are infinitely many non-isomorphic indecomposable modules of Jordan-Holder length
n; in €. As a consequence of the last corollary and Theorem 2.2.14, one could disprove
the second Brauer-Thrall conjecture for subcategories by finding an example of an infinite

functorially finite resolving subcategory €2 such that its Auslander-Reiten quiver consists
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of only finitely many 7q-orbits. [EMM10] contains an example of an infinite functorially
finite resolving subcategory, of which only one connected component with finitely many

orbits is known, but it is not clear if this component contains all indecomposable modules
in Q.
Theorem 4.5.20 Let I' be a connected component of I'q.

(a) IfT is left stable and contains a module X such that I(75(X)) does not tend to infinity

as n — 00, then there is a full sectional subgraph

Xit1 Xi X1 Xo

such that there exists a non-negative integer n with the property that X; is stable for
all i > n while X; is left stable but not right stable for all 0 < j < n.

(b) Dually, if T' is right stable and contains a module X such that I(1$(X)) does not tend

to infinity as n — —oo, then there is a full sectional subgraph

Xo X1 Xi Xip1 ——--

such that there exists a non-negative integer n with the property that X; is stable for
all i > n while X; is right stable but not left stable for all 0 < j < n.

(c) IfT is stable and contains a module X such that there are infinitely many 74 (X) with
Jordan-Holder length at most k for some k € N, then I' is either a stable tube or

isomorphic to ZAs.

Proof:

By Theorem 4.5.17 the left subgraph type of I' is Ay, and I' is either a stable tube or
not tq-periodic. In the former case the statement is trivial, so we suppose that I' is not
To-periodic. Let X be a full sectional subgraph of I', then ¥ contains a module X, that

has only one immediate predecessor in I'. Since I is left stable, we obtain a sectional path

Xit1 Xi e X1 Xo

which is a full sectional subgraph by Theorem 4.1.5. Suppose now there is a j > 1 such
that X; is not right stable but X;_; is right stable. Without loss of generality, we can
assume that j is minimal with that property. Since I' is a connected component of I'q, we
know that

X]’,1 Xj—2 ce Xl XO

is a full sectional subgraph of a connected component IV of I',.. Hence the right subgraph
type of I is A; and it follows that the component is finite and 7o-periodic by Theorem
4.3.6, which is a contradiction. Thus the proof of (a) is completed and (b) can be proved
dually.

If T is stable and contains a module X such that there are infinitely many 74(X) with
Jordan-Holder length at most k for some k € N, then [(75(X)) or (17, (X)) does not

tend to infinity as n — oco. So statement (c) follows immediately from (a) or (b). O
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