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Abstract

Specht modules occupy a position of central importance in the representation theory of
both the symmetric and Iwahori-Hecke algebras, and there is hence considerable interest
in achieving a greater understanding of their structure. To this end, over the past thirty
years there has been much study undertaken of the homomorphism spaces between these
modules, with a particular emphasis being placed upon the construction of explicit homo-
morphisms between Specht modules.

Being a generalization of the Iwahori-Hecke algebra of type A, Specht modules are of a
similar importance to the Ariki-Koike algebra. In this thesis we provide and analogue
of James’s kernel intersection theorem, the latter having been a key tool in the study
of homomorphisms between Specht modules in the setting of both the symmetric group
and the Iwahori-Hecke algebra of type A. We also provide and outline of how this result
may be used to construct homomorphisms between Specht modules for the Iwahori-Hecke
algebra of type B. Additionally, as a byproduct of this work, we include a sufficient con-
dition for certain kinds of commonly encountered tableaux to determine homomorphisms
between analogues of Young’s permutation modules and the Specht modules.
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Chapter 1

Introduction

First described by Ariki and Koike [4] and, independently, by Broué and Malle [7], the
Ariki-Koike algebra .77} , can most easily be thought of as a particular deformation of the
group algebra of the complex reflection group Z/rZ!S,,. In the case of Ariki and Koike’s pa-
per, their algebra arises as a natural generalization of the Iwahori-Hecke algebras of type
A and type B, both of which can be considered special cases of the Ariki-Koike algebra.
Broué and Malle, on the other hand, were concerned with constructing such deformations
for a more general class of complex reflection groups, being motivated by possible, and
presently still conjectured, applications to Lie theory (see, for instance, [6] for further
details).

In addition to its obvious connections to the study of Iwahori-Hecke algebras of type A and
type B, and those conjectured to exist with Lie theory, the Ariki-Koike algebra also ap-
pears in other related areas of mathematics. For instance, in knot theory the Ariki-Koike
algebra has led in part to a generalization of the Birman-Murakami-Wenzl algebras [25]
that play a role in the study of non-intersecting knots in a solid torus. There is also consid-
erable current interest in the deep relationship between certain topics in quantum group
theory and the representation theory Ariki-Koike algebra. Although specific examples of
this relationship will be reviewed in due course of this introduction, we refer the reader
to [3] and [36] for a broader, more comprehensive account of this topic.

The purpose of this chapter is to provide a brief overview of historical and more recent
developments in the representation theory of the Ariki-Koike algebra. We focus in partic-
ular on those most relevant to this thesis, i.e. those pertaining to the study of spaces of
homomorphisms between pairs of Specht modules. Before continuing, the reader should
be aware that in this thesis we concentrate almost entirely upon the Ariki-Koike algebra
as defined over a basis due to Dipper, James, Mathas, and Murphy [21]. As such, the
introduction we provide is very much confined to this setting and rather limited in scope.
Unfortunately, this means that a number of topics and a wealth of research conducted in
other settings is not discussed. In compensation, the reader is directed to more complete
surveys provided in [22], [40], and [34].



The Representation Theory of /7] ,

Much is already known about the representation theory of the Ariki-Koike algebra. Not
surprisingly given its origins, this has been found to have a number of features in common
with that of the Iwahori-Hecke algebra of Type A and the symmetric group &,; indeed,
much of the development of this subject has been a process of attempting to generalize
results from these two better known structures. In this section we provide an account
of some of the most important, aspects of the established representation theory of .77 ,
relevant to the material appearing in later chapters.

Cellular Algebras, Cell Modules, and Irreducible Modules

One of the most important feature shared with the Iwahori-Hecke algebra of type A is
that the Ariki-Koike algebra is ‘cellular’. Motivated by properties of the much studied
Kazhdan-Lusztig canonical basis of the former algebra [34], the notion of a cellular al-
gebra was introduced by Graham and Lehrer in [24]. One very useful property of such
algebras is that a great deal of their representation theory can be determined from the
cellular structure alone. For instance, once identified as being cellular, the irreducible
modules of the algebra in question are immediately characterized as being the simple
heads, relative to a particular bilinear form arising from the multiplicative properties of
cellular algebras, of a class of so-called ‘cell’ modules.

As this suggests, these cell modules occupy an important position in the representation
theory of cellular algebras, and determining their structure is consequently of much in-
terest. To this end, a major contemporary research direction is focused on decomposition
numbers, these being the multiplicities with which each simple module appears as a com-
position factor of a given cell module, computing these being equivalent to computing the
multiplicities of cell modules appearing as composition factors of the principal indecom-
posable modules.

Before we consider the Ariki-Koike algebra, it’s worthwhile mentioning that a given al-
gebra is defined as being cellular if it has a cellular basis, this being a basis satisfying
certain ‘nice’ multiplicative properties. However, such an algebra may have more than
one cellular basis, and those modules that comprise the cell modules differs over differ-
ent cellular basis. For instance, the cell modules for the Iwahori-Hecke algebra of type
A defined by Kazhdan and Lusztig in [34], Dipper and James in [10], and Murphy [44]
differ, although they are isomorphic (see [44] and [42]).

The Representation Theory of the Ariki-Koike Algebra

As has already been mentioned, the Ariki-Koike algebra is cellular. The cellular basis
of the Ariki-Koike algebra that we work with in this thesis is due to Dipper, James, and
Mathas [21], this being a generalization the Murphy basis of the Iwahori-Hecke algebra



of type A constructed in [44] and [45]. This basis is indexed by pairs of standard Young
tableaux, giving the representation theory of the Ariki-Koike algebra a combinatorial fla-
vour very reminiscent of that of the Iwahori-Hecke algebras and the symmetric group. In
particular, there are a number of striking similarities with the representation theory of
the Iwahori-Hecke algebra of type A as set out in [39]. The cell modules with respect to
this basis are the Specht modules, as defined in [21], themselves a generalization of the
Specht modules that occur in the representation theory of the Iwahori-Hecke algebra of
type A. Here, each Specht module S A where A is a multipartition, is defined as a quotient
of a particular right ideal M* of 4 n, and a clear strategy for constructing homomorph-
isms ©: S* — S¥ between Specht modules is to analyse the structure of homomorphisms
0:M"* — S* and determine when we can factor these homomorphisms through S*. This
topic will be discussed in much greater detail once we have covered some of the most
important developments in the study of the Ariki-Koike algebra.

The simple .77, ,-modules were fully classified in arbitrary characteristic by Ariki in [2]
and Ariki and Mathas in [5]. These simple modules are indexed by combinatorial objects
known as ‘Kleshchev Multipartitions’, which can be considered as a (highly non-trivial)
generalization of the e-restricted partitions appearing in [10] indexing the irreducible
modules for the Iwahori-Hecke algebra of type A. The proof of this classification draws
heavily on the theory of crystal bases of quantum groups developed by Kashiwara [33]
and is covered in depth in [26]. A development closely related to this classification of
the simple modules, and one that again makes use of the connection between .77} ,, and
quantum groups, is that in characteristic zero the decomposition numbers of the Ariki-
Koike algebra are known, this being due to results of Ariki [1], Uglov [47], and James
and Mathas [32]. Despite this being a major development, it should be remarked that the
decomposition numbers are known only ‘in principle’, in so much as they can be calcu-
lated by a recursive algorithm. As such, even in characteristic zero, there remains much
interest in studying decompositions, particularly with a view to finding a closed formula.
More generally, a major open problem is James’ Conjecture [30], the hypothesis of which
being that, in certain specific cases, the decomposition numbers of the Iwahori-Hecke al-
gebra of type A are the same in both prime and zero characteristic. Although a vast
subject and one well beyond the scope of this thesis, some recent developments in this
area and background to the problem of solving James’ Conjecture are given in [16], [17]
and [23].

A useful tool in the study of the Ariki-Koike algebra is the cyclotomic ¢-Schur algebra
introduced in [21], this being the endomorphism algebra of the direct sum of certain right
ideals of 77 ,. As in the case of the Iwahori-Hecke algebra of type A and the g-Schur al-
gebra, and the symmetric group and the Schur algebra, a close relationship exists between
the representation theory of these two structures. This is particularly the case for the de-
composition numbers and block structure of the two algebras (see [31] and [39, Theorem
5.5] respectively). In fact, it is the g-Schur algebra that provides much of the motiva-
tion for the Dipper-James-Mathas-Murphy basis, since this can be ‘lifted’ to a basis of
the ¢-Schur algebra in the sense that elements of the latter can be expressed as a linear



combination of elements of the former.

Finally, an important and more recent development in the representation theory of the
Ariki-Koike algebra, and one well beyond the scope of this thesis, involves the Khovanov-
Lauda-Rouquier algebra. First introduced in [35] and, independently, in [46], these are
graded algebras arising from ongoing efforts to categorify quantum groups. Their rel-
evance here is that the Ariki-Koike algebra is in fact a special case of the Khovanov-
Lauda-Rouquier algebra, an isomorphism between the Ariki-Koike algebra and a certain
Khovanov-Lauda-Rouquier algebra being due to Brundan and Kleshchev [8]. This discov-
ery establishes a non-trivial Z-grading of the Ariki-Koike algebra, and both this grading
and the more general connection with the Khovanov-Lauda-Rouquier algebras have been
the subject of considerable interest since they were first established.

Homomorphisms Between Specht Modules

In the case of the symmetric group and the Iwahori-Hecke algebra of type A, the struc-
ture of the space of homomorphisms between Specht modules has attracted considerable
attention. We now provide a summary of developments in this area that are most relevant
to this thesis.

The Symmetric Group

Two of the first major results relating to the study of Specht modules and the homo-
morphism spaces between them are the kernel intersection theorem [28, Corollary 17.18],
which expresses each Specht module as an intersection of certain homomorphisms, and
the semistandard homomorphism theorem [28, Theorem 13.13]. As long as the character-
istic of the ground field of the group algebra is not equal to 2, the latter result provides
a basis for the homomorphism space from a given Specht module to one of Young’s per-
mutation modules. The theorem still provides a basis of such homomorphism spaces in
the case where the characteristic of the ground field is equal to two, but only for a certain
class of Specht modules. The significance of these results to this thesis is that they have
provided much of the theoretical foundation and inspiration for many later developments,
including our own.

In [19] Fayers and Lyle decompose the homomorphism space between Specht modules as
a tensor product of homomorphism spaces between Specht modules of ‘smaller’ algebras,
these being obtained by removing rows and columns from the partitions indexing the
former Specht modules. A similar process was used by James [29] and Donkin [13] to
study the decomposition numbers of the symmetric group algebra.

This was subsequently used by Fayers and Martin in [20], building upon and generalizing
an earlier result of Carter and Payne [9], to determine when the homomorphism space
between certain pairs of Specht modules are non-zero. It is significant that, whereas the



result of Carter and Payne employs an argument based in geometry, the methods em-
ployed by Fayers and Martin are far more constructive and achieve a similar aim via
combinatorial reasoning; in particular, the combinatorics of tableaux are used to con-
struct explicit examples of homomorphisms, this being an approach that forms much of
the basis of this thesis. As an explicit example of such results being used to investigate
the structure of Specht modules, a recent paper [12] by Dodge and Fayers partly uses [20]
to exhibit what are, in the authors’ own words, the first new examples of decomposable
Specht modules to be found in the last thirty years. The last published instance of such
examples of decomposable Specht modules being due to Murphy in 1980 [43].

The Iwahori-Hecke Algebra of Type A

One of the first results pertaining to the study of the space of homomorphisms between
Specht modules of the Iwahori-Hecke algebra of type A was the generalization of the
kernel intersection theorem, this appearing in [10]. A generalization of the semistand-
ard homomorphism theorem subsequently appeared in [11], and thus set the stage for
a similar analysis of homomorphism spaces and programme of research as that applied
previously to the representation theory of the Symmetric group.

Following the work of Fayers and Martin in [20] and working in the same combinatorial
setting, Lyle produced a similar construction of homomorphisms between Specht modules
for the Iwahori-Hecke algebra of type A [37]. This, combined with [14] led to a classific-
ation of the reducible Specht modules when g # —1; when g = —1 or F is of characteristic
zero we have only a necessary condition for the reducibility of Specht modules [15].

This method of constructing homomorphisms between Specht modules applies only to
the classical non-cellular setting of Dipper and James. In the more modern view of the
Iwahori-Hecke algebra of type A as a cellular algebra, our definition of the Specht modules
differs considerably and hence we cannot call upon the kernel intersection theorem of
Dipper and James. Addressing this problem, a ‘cellular analogue’ of this theorem was
recently developed by Lyle [38].

In general, the constructions of homomorphisms in either setting is a difficult and very
technical matter, one that is wholly dependent on our ability to express homomorphisms
in terms of the elements of a certain basis of the homomorphism space. This has meant
that, until recently, such constructions have been limited to individual special cases.
Fayers addresses this in [18] by providing an algorithm for computing the homomorph-
ism space between arbitrary pairs of Specht modules, thus removing one of the biggest
obstacles faced when studying such spaces.
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The Ariki-Koike Algebra and this Thesis

To date there has been little research into the homomorphism spaces between Specht
modules for the Ariki-Koike algebra. In this thesis we generalize [38], providing an
analogue of the kernel intersection theorem appropriate to the Dipper-James-Mathas-
Murphy basis of the Ariki-Koike algebra. In principle, this allows us to identify when
a homomorphism © : M} — S* can be factored through S* to provide a homomorphism
©:81 - SH as well as a means of constructing homomorphisms between Specht modules
using basis elements of Hom y, , (M A SH). Although such constructions are generally dif-
ficult in practice, we apply this result to construct homomorphisms between certain pairs
of Specht modules, much in the same way that Lyle constructed ‘one-node homomorph-
isms’ between Specht modules for the Iwahori-Hecke algebra of type A in [37]. We also
provide a sufficient condition for tableaux to determine homomorphisms between Young
permutation modules of the Ariki-Koike algebra.

Unfortunately, our results are more limited than those of [20], [37], or [38]. This is be-
cause we cannot currently say when those homomorphisms in Hom 5. (S A SH) that can
be extended to elements of Hom (M A SH) comprise the entire homomorphism space
Hom %;’n(SA,S”). An analogue, described later in Conjecture 1, of the semistandard ho-
momorphism theorem mentioned earlier would resolve this question, and it is believed
that such an analogue is possible. As such, a natural continuation of the research presen-
ted in this thesis would consist of:

* Deducing an analogue of the semistandard homomorphism theorem,;

* Generalizing the results appearing in [18] to the Ariki-Koike algebra. Doing so
would allow us to methodically extend our method of constructing homomorphisms
considerably further than the special cases considered in this thesis. The author
believes that this should be relatively straightforward; and

¢ Providing a necessary condition for tableaux to determine a homomorphism to com-
plement the sufficient condition given in this thesis.

Main Results and an Outline of the Thesis Structure

Chapters 3, 4, and 5 contain a number of new results. Much of our main focus is devel-
oping the theoretical machinery necessary to construct homomorphisms between Specht
modules of the Ariki-Koike algebra by factoring homomorphisms © : M* — S* through S*.
Our approach to this problem utilizes the basis for Hom . (M A SH) provided by those ho-
momorphisms Og : M* — S indexed by an important variety of combinatorial objects
called the semistandard u-tableaux of type A.

During the course of the author’s research it became apparent that it was not at all clear
if and when an element of the more general set of p-tableaux of type 1 determines a ho-
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momorphism and when it does not. We provide a partial solution to this dilemma in the
form of a simple necessary condition for a u-tableau of type A to determine a homomorph-
ism Og: M* — S*. This condition depends purely on the combinatorics of the tableau in
question.

Theorem (Theorem 3.4.2). Let A and u be multipartitions. A row-semistandard ptableaux
S of type A determines a homomorphism Og : M* — S* whenever the entries in S adhere to
a certain ordering.

In addition to being of interest in its own right, this result is an important technical
necessity when it comes to the business of actually constructing homomorphisms.

We also show that a necessary and sufficient condition for a homomorphism © : M* — SH
to factor through S* is that a certain two-sided ideal M N .77 is contained in the kernel
of ©. The central result of our thesis is that, for every multicomposition A, this ideal is
generated (as a right ideal) by a finite family of elements m ,105;1 and m[® of S
Theorem (Theorem 3.3.16). Let J be the right ideal of ¢, , generated by the sets

D) = {m 105} : (d, £,5) € defl1, )}

and
L(A) = {m 1 s e def(n, [)}.

Then J = M n 7%,

As a corollary, this theorem then provides us with another necessary and sufficient con-
dition for homomorphisms © : M* — S¥. More to the point, with this result in place, we
can consider the image of ® of only a finite number of elements of .7Z7 , when trying to
construct a homomorphism between Specht modules S* and S* from ©.

Theorem (Corollary 3.3.17). Let © : M* — S* be a homomorphism. Then the following
statements are equivalent:

* ©(mph)=0 for every h € 77 , with mh € j‘?;
LINQ)] (m,lbf;)t) =0 for every (d,t,s) € def(1,0) and © (m,ﬁ(s)) =0 for every s € def(A,[); and

* O factors through S*.

Finally, we apply the previous result to a specific class of pairs of Specht modules. In this
setting we derive an explicit condition for when there exists a non-zero homomorphism
between Specht modules.

This condition depends upon the residues of the Young diagrams associated with the
multipartitions indexing the Specht modules we’re working with. Informally speaking,
the residue of a particular node appears as a scalar expressed in terms of the para-
meters ¢,Q1,...,&,, and so in effect the theorem places a restriction upon which Ariki-
Koike algebras exhibit non-zero homomorphisms between the Specht modules being con-
sidered.

12



Theorem (Theorem 4.7.3). Let A and y be multipartitions such that [ is constructed from
A by the deletion of a removable node r in a single component x and the adjoining of an
addable node a to component x — 1. Then there exists a non-zero homomorphism © : S* —
SH whenever res, (a) = res,(r)

So, for instance, if the residue of a is ¢?Q; and the residue of r is ¢ 'Q2 we have that a
non-zero homomorphism exists between S* and S* whenever Q1 = ¢ Q2.

The definition of all terms and objects used in this summary can be found in Chapter 2
and Section 3.2.

The structure of the thesis is as follows:

Chapter 2 Here we collect together those fundamental definitions and results from the
representation theory of both the Ariki-Koike algebra and the Iwahori-Hecke algebra of
type A that we will need in the course of this thesis. We conclude with a discussion of
some important topics such as the classification of the irreducible modules of the Ariki-
Koike algebra, although this is not directly relevant from a technical perspective to the
rest of the thesis.

Chapter 3 In this chapter we prove the main result of this thesis, that being an ana-
logue of the kernel intersection theorem of James in the setting of the Murphy basis of
the Ariki-Koike algebra, and provide an outline of how this can be used to construct ho-
momorphisms between Specht modules. In doing so we set the stage for the remainder of
the thesis, providing many of the definitions and technical results that will be needed in
chapter four.

Chapter 4 Here we provide an application of the results from the previous chapter
by deriving a condition that describes when it is possible to construct homomorphisms
between certain related Specht modules for the Iwahori-Hecke algebra of type B, this
being a special case of the Ariki-Koike algebra.

Chapter 5 Concluding remarks are provided, including a brief discussion of current
research and possible future development of the material contained in this thesis. We also
provide a conjecture regarding expressing tableaux explicitly in terms of the generators
of 7 ,,

13



Chapter 2

Background

The aim of this chapter is to provide a summary of the standard definitions and results
later chapters require. In most cases we will adopt the notation and terminology found
in [40]. We also describe the classification of the irreducible modules of the Ariki-Koike
algebra in section 2.8, although this topic will not feature directly in the remainder of the
thesis.

2.1 The Ariki-Koike Algebra

Let [F be a field and let q,Q1,®Q2,...,Q, be non-zero elements of F with g # 1.

Definition 2.1.1. For each pair of positive integers n and r the Ariki-Koike algebra is
the unital associative algebra with generators Ty, T4,...,T,-1, subject to the following
relations:

(To-Q(To-Q2)---(To—-Qr)=0
ToT1TyT1=T1ToT1 Ty

(T;-q)(T; +1)=0 forl<si<n-1,
T;T;1T;=Ti1T;Ti1 forl<si<n- 1,
TiTJ'ZTJ'TL' fOI‘OSi<j—1<n—1.

As in the introduction, we let J7. , or, more simply, .72’ denote this algebra.
Remark. The condition that g # 1 is necessary since the corresponding theory for ¢ = 1
requires a ‘degenerate’ version of the Ariki-Koike algebra, which we do not go into here.

For each 1 =i <n -1, let s; be the simple transposition s; = (i,i+1). If w € S,, and
8;,8i,*Si, is a reduced expression for w, we set T, = T, T;,---T;,. Due to Matsumoto’s
Theorem on reduced expressions [41], T, is independent of the choice of reduced expres-
sion for w, and so is well defined. We shall write T i, for T; T;,---T;, whenever the
latter would be too cumbersome.

11,012,005
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If /(w) is the length of the permutation w € G,,, a consequence of the relations defining
€ is the following multiplication formula:
Proposition 2.1.1. Suppose that w € &, then

T :{ Tws, if {(ws;) > 0(w),

wesi qTws, +(q— 1Ty, otherwise.
Note that the subalgebra generated by T'1,T9,...,T,_1 is isomorphic to the Iwahori-Hecke
algebra of type A, which we define properly in section 2.6. Much of the work in this thesis
uses this fact in order to apply results from the representation theory of this algebra to
the study of the Ariki-Koike algebra.
Definition 2.1.2. For each 1 <% <n, define the element L; € 7. , by

Lk = ql_ka_lTk_2 cee TlTOTl tee Tk—ZTk—1~

These elements are an analogue of the Jucys-Murphy elements that occur in the repres-
entation theory of %, and &,,, occupying a similar role by virtue of generating a large
abelian subalgebra of .77 ;. These elements also play an crucial part in this thesis, much
of the technical details of which being concerned with studying how they interact with
one another and the generators of 777 ,,.

Proposition 2.1.2 ([21, (2.1)]).

1. Let 1<l <r. If j#k, then T; and [1*_,(L; - Q;) commute.
2. L;T; =T;L; whenever j#1,i—1.

2.2 Multipartitions, Diagrams and Tableaux

Recall that:

* A composition of n is a sequence A = (11,A9,...) of non-negative integers such that
Al =Y;Ai =n. It is convention to write A = (A1,A9,...,1;), where [ is the largest
positive integer such that A; is non-zero. We refer to a given term A; in this sequence
is the i-th row of A. ;

* A partition A is a composition satisfying the additional condition that A; = 1;,1 for
alli=1.

A multicomposition of n in r parts is an r-tuple (A1, 1@ ... A7) of compositions
such that |A| =) ANB)|=n. For1<k< r, the k-th component or part of A refers to
the composition A**), and Agk) denotes the i-th row of the k-th component.

¢ A multicomposition in which each component is a partition is a multipartition.

Clearly, compositions and partitions can be regarded as multicompositions and multipar-
titions in 1-part respectively.

15



The set of multicompositions of n in r parts is partially ordered under the dominance
relation: u is said to dominate A, in which case we write A <y, if and only if

-1 s -1 s
Y AP Y AP <3 @+ Y p? 2.1)
k=1 i=1 k=1 i=1

for all positive integers [ and s. We write A<iuif A <pyand A # p.

The diagram [A] of a multicomposition A is a sequence of Young diagrams, each cor-
responding to the composition forming the corresponding component of A. More form-
ally,

Definition 2.2.1. The diagram [A1] of a multicomposition A is the set

[A]:{(i,j,k)er\ﬁx{1,2,...,r}:1sjs/1§k)}.

The elements of [1] are referred to as the nodes of the diagram.

Represented graphically as an array of boxes, we take the coordinates of the triple (i, j,%)
to refer to the row, column, and component in which that node appears. For this reason,
we will refer to each term of a given component as a row of that component.

If A is a multipartition, two important classes of nodes of [1] are the removable and ad-
dable nodes:

® ic[A]is removable whenever the diagram [A]\ {i} is that of a multipartition; and

e atriple i e N2 x{1,2,...,r} and such that i ¢ [1] is an addable node whenever the
diagram [A]u {i} is that of a multipartition.
Definition 2.2.2. Given a multicomposition A, a A-tableau is a bijection t:[1] — {1,2,...,n},
and may be represented visually as filling the nodes of [A] with entries taken from {1,2,...,n}.

As we shall see, certain tableaux index the basis elements of J7 ,, the study of which
is often a matter of investigating the combinatorial properties of tableaux. A A-tableau
t is row standard if its entries are increasing along the rows of each component, and
standard if A is a multipartition and the entries increase both along the rows and down
the columns of each component. We let RStd(1) denote the set of row standard A-tableaux
for each multicomposition A and, if 1 is also a multipartition, Std(A) the set of standard
A-tableaux.

The initial A-tableau t! is the standard A-tableau in which each node (i, j, k) € [A] contains
the entry

c-1 a—-1

> IA®I+ Y A9+ b

k=1 i=1
We say that a node (i, j,k) € [A] is higher than a node (x,y,z) € [A] if tA(i,j,k) < t’l(x,y,z),
otherwise we say that (i, j, k) is lower than (x,y,z).

The elements of the symmetric group &,, most naturally act on the set of tableaux by
permuting the entries.

16



Definition 2.2.3. If A is a multicomposition, define &, to be the set

D) = {w €6, : thwis row-standard}
and G, to be the subgroup of &, consisting of all permutations that stabilize the rows of
th.

It is not difficult to see that [39, Proposition 3.3] implies that &, is a complete set of right
coset representatives of G, in G,,. Moreover, we have the following:

Proposition 2.2.1 ([39, Proposition 3.3]). If w € &, and d € &), then T, Ty = Tyq and
l(wd) =l(w)+¢(d).

If t is a A-tableau, let d(t) denote the unique permutation such that t = t*-d(t).
Definition 2.2.4. For each 1 < x < n the residue of x in t is defined as

res(x) = ¢/ ' Qy,

where t(i, j, k) = x. We write res,(x) for respy(x).
Example 1. Suppose that A =((2,2,1),(3,1)), then

1)2
t‘=( 3[4, 78).
i L+ 1
If tis the row standard A-tableau given by
13
t:( 2 5 ) é 78)’
i L1

then d(t) = (2,3)(4,5,9,6). The residue of 9 in each tableau is given by res;(9) = q*1Q2 and
resy(9) = q_zQ 1.

Using the dominance order on multipartitions, we can impose a partial order on the set
of standard A-tableau thus: Let & be a positive integer with 1 <% < n. For each standard
A—tableau t, let t | £ be the sub—tableau consisting of the nodes of [1] in which only the in-
tegers 1 to k& appear as entries. Also, let Shape(t | £) denote the multipartition associated
with t | k. Then, for standard A-tableaux s and t, define the relation s <t by

st ifandonlyif Shape(s|k)<Shape(t|k) foreveryk=1,2,...,n. (2.2)

We write s <{tif s<<tand s #t.

2.3 A Cellular Basis of 77, and Specht Modules

The following basis of J7 , is due to Dipper, James, and Mathas [21]. For each mul-
ticomposition A let S, be the row stabilizer of t* and define elements x; and uz of I ,,
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r |/1(1)|+"'+|/1(S_1)|

xp= ) T, and uzzll Ul (L —Qy).

weB,

Applying the relations in Proposition 2.1.2 shows that x u} = u;x). Set my = x u; and
let M* denote the right ;. n-module m )72 ,,.

Define * : 77} , — JZ, , to the anti-isomorphism given by Tlf" =T; for all 0 <i <n and set
Mgy = T;(s)m 1T 4 for each multicomposition A and pair of A-tableaux s and t.
Theorem 2.3.1 ([21, Theorem 3.26]). A cellular basis of .7, ,, over F is given by the set

{msi: A is a multipartition,s,t € Std(1)}

Note that T, = T',-1 for eachw € &, and L, =L for 1<k <n.

For each multipartition A, let L%br’ln be the F-module with basis
{ms :s,te Std(w), u is a multipartition such that 1 < u}.

Via the properties of cellular algebras, j{’;’lﬂ is a two—sided ideal of 777 ,,.
Definition 2.3.1. If A is a multipartition, we define the Specht module S* to be the right
4. n-module generated by %”r’ln +mj.

Note that L%br’ln is not contained in m .7 ,,, so the Specht module is not a quotient module
in the accepted sense.

The set
{0+ my,: te St}

forms a basis of S* as a module over F, the elements of which we denote as m = ,%brln +may
for t € Std(A).

Proposition 2.3.2 ([31, Proposition 3.7]). Suppose that 1 <k <n and let s and t be stand-
ard A-tableaux. Then, there exist scalars ry € F such that

meLy =resy(k)mg + Z ToMsp mod,%”r’}n.

veStd(1)
o>t

An extremely useful corollary of this proposition is that m )L} = resj(k)m ) modulo %é’tl
for any given multipartition A; this follows immediately from the fact that m) = muap and
that no A-tableau dominates t.

2.4 Semistandard Tableaux and Homomorphisms

Definition 2.4.1. Let A and u be multicompositions. A u-tableau of type A is a mapping
T:[ul—-Nx{1,...,r}
such that the number of nodes n € [u] with T(n) = (i,%) for a given i and % is )Lﬁk ),
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We call the codomain of T the entries of T and impose a total ordering < on this set
thus:
(i,k)=(j,DHifandonlyif k< j,ork=jandi</.

A pu-tableau of type A is row-semistandard whenever the entries are non-decreasing along
the rows of each component, and the set of all row-semistandard u-tableaux of type A is
denoted J;.(u, ).

Definition 2.4.2. Suppose now that A is a multicomposition, u is a multipartition, and
A <u. Then we say that a u-tableau T of type A is semistandard whenever:

1. T is row-semistandard,;
2. the entries are strictly increasing down each column of every component; and
3. if (i,j,k) € [u]l and T(i, j,k) = (a,c), then k < c.

Let J0(u, 1) denote the set of all semistandard y—tableaux of type A. If t is a y-tableau,
let A(t) be the u-tableau of type A in which the node (i, j,%) € [u] is occupied by (a,c) if
the entry (i, j, %) appears in row a of component ¢ of t*. We use T* to denote the tableau
AY).

When it comes to actually writing down examples of such tableaux, we will let i rep-
resent the entry (i,%), such a format being better suited to displaying as the entry in a
diagram.

Example 2. If 1 =((3,2,1),(2,1)), 1 =((4,3,1),(1)), and tis given by

3/6]9]
5[7

,...
I
—

NN

5

then

—

—
—

—

11]14[34]29)] 14]
Mt):(112112 ’) TA=(2121 ,).

24

Let 1 be a multicomposition and g a multipartition. For S € Jy(u,A) and t € Std(u) we

define
mgt = Z T;(s)mqu(t)-
seStd(p)
AMs)=S

The importance of these elements is given by the following theorem, due to Dipper, James,
and Mathas.

Theorem 2.4.1 ([21, Theorem 4.141). Suppose that A is a multicomposition of n. Then M*
is free as an F-module with basis

{ms:L :S e Jo(u, L), te Std(p) for each multipartition u} .
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The right ideals M* of J€. n are, in a sense, an analogue of Young’s permutation modules
for the group algebra of G,,. Referring to these modules as permutation modules, each
Specht module arises as the quotient of the permutation module corresponding to the
same indexing multipartition.

One of the reasons that semistandard tableaux are important to us is that they determine
a set of linearly independent, non-zero homomorphisms from permutation modules to
Specht modules: Let A be a multicomposition and u a multipartition with A <y and let T
be a semistandard p tableau of type A. By [21, Proposition 4.9] we may define a non-zero
homomorphism from M* to S* by

Or(mpah)= " +|my Y. Taw|h (2.3)
teStd(p)
MH=T
for h € 7. We call such homomorphisms semistandard.

The fact that semistandard homomorphisms are non-zero follows from the definition of
F€F, although not obviously so.
Lemma 2.4.2. O1: M* — S* is non-zero for every T € Tolu, ).

Proof. By definition every element of 7 is a linear combination of the set
{TagmyTaw :n<v and s, te Stdw)}
If ©r were not non-zero, then we would have

Z mqu(t) e JH.
teStd(u)
MH=T

But this is impossible since both the elements m ;T in the above sum and those in the
basis of s7* are elements of the standard basis of .77, and hence linearly independent. [J

Example 3. Suppose that 1 =((3,2,1),(2,2)), p=1((4,2,1),(2,1)), and that T € To(u,A) is

given by
14[14]14]2]
T:(2131 ,1222).

1 22]

Then

Or(mph) =" +(1+T1)1+ T2+ Te 1)1+ T3+ T3+ Ts21)

x(1+T5)1+Ts)
x(L1-Q2)L2-Q2)---(L7—Q2)
x(1+Ty)A+T7)A+Tg)h
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for each h € 7. Since (1+T1)1+To+T21)1+Ts+Ts2+T321)1+Ts)1+Tg)=x, and
(L1-@Q2)(L2—Q2)--(L7 - Q2) = u;, we have that

Or(mph) = SF +my(1+Ta)(1+T7) 1+ To)h.

Of considerable importance is the fact that semistandard homomorphisms are linearly
independent, a property that follows from [21, Theorem 6.6]. In fact, the semistandard
homomorphisms provide a basis for the space of all homomorphisms from M* to S* which
factor through M*. The following conjecture appears in the ‘folklore’.

Conjecture 1. If g # -1 and Q; # Q ; whenever i # j, then the homomorphisms defined in
(2.3) provide a basis for the entire homomorphism space Hom y (M A,S”).

2.5 Quantum Integers and the Quantum Characteristic

Suppose that @ =0 is an integer and define [a] € F by

[0]1=0

[al=1+q+q%+---+¢*!

for a > 0.

These are known as the quantum integers and play a role in the combinatorics of the rest
of the paper. We may also define quantum factorials thus
Set [0]'! =1 and [a]! =[0][1]---[a] for @ > 0 and, for a = =0 set

3 [a]!
T [BlMa-p1

a

B

Definition 2.5.1. The quantum characteristic of F is the positive integer e that is minimal
such that [e] = 0. If no such integer exists, we set e = co.

Note that e = charF whenever ¢ = 1, otherwise ¢ is a primitive e-th root of unity in F.
Throughout this thesis, we will concentrate only on the case where q # —1.

2.6 The Iwahori-Hecke Algebra of Type A

A number of our results rely on the ability to ‘reduce’ certain problems to the setting of
the Iwahori-Hecke algebra of type A. This subsection introduces the standard definitions
and results from this setting that we will need.

A further reason for including this subsection is that due to the similarities between the
notation commonly used in the setting of the Iwahori-Hecke algebra of type A and relating
to the Ariki-Koike algebra, we are forced to use our own notation for the latter in order to
distinguish between the two cases and avoid confusion.
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Definition 2.6.1. The Iwahori-Hecke algebra of type A is the associative unital algebra
with generators ¢1,¢%9,...,t,—1 such that

t=(q-Dti+q (l<i<n-1)
titiv1ti =tir1titiv1 (1=si<n-1)
titj=t;t; (1<si<j-1=<n-1).

As we remarked in section 2.1, the Iwahori-Hecke algebra of type A is isomorphic to the
subalgebra of the Ariki-Koike algebra generated by the elements T',...,T,_1 of 77 ,,. We
will denote this latter algebra by .77;,.

Let A be a composition, then the diagram of A is the set
M ={G,HeN?:1<j<A;},

and a A-tableau is a bijection t:[A] — {1,2,...,n}. As with the Ariki-Koike algebra, we
say that such a tableau is row-standard whenever its entries increase along the rows
and standard when, in addition to being row-standard, its entries also increase down the
columns. Moreover, compositions and tableaux in this setting may be partially ordered in
a manner identical to that (2.1) and (2.2)

Definition 2.6.2. If 1 is a multicomposition, set y3 =¥ ,c5, Tw and define N A to be the
right %,-module y,.5%,. If A is a partition, we define %%f to be the two-sided ideal of .77,
with an F-basis given by

{T;(s)vad(t) :v a partition of n with A<1v, and s,te Std(v)}.

It’s worth remarking that these modules are an analogue of both the /7 ,-modules M A
and the Young permutation modules of the symmetric group.

2.7 Applying the Representation Theory of .77, to J7 ,

A key technique used in this thesis consists of reducing problems in 7 , to problems in
an Iwahori-Hecke algebra and applying results from this latter setting. One way in which
we can do this is by ‘stacking’ the components on a multicomposition. Another, equally
important but more restrictive in when it can be applied, method concerns studying the
individual components of a multicomposition.

2.7.1 Stacking Components of Multicompositions
Let A be a multipartition of n in r parts and let a(1) be the composition of n determ-

ined by ‘stacking’ the components of [1] on top of one another such that [A“*P] appears
immediately below [A?] for all 1 <i <r — 1. More formally, we have
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Definition 2.7.1. If A is a multicomposition of n given by

_ 1) 1) (2) (2) (r) (r)
)L—((/ll ,...,Aplm),(ﬂtl ,...,)LPZ(M),...,(AI ,...,AW))),

then a(A) is the composition of n for which each row given by
a(); =1y
where j and & are such that i = Z{;i 01 A)+E.

With this definition in place, we immediately have that x) = yq1) and that the diagram
[a(A)] of a(A) is the set

[a(A)] = {(i,j) eN?:1<j< ) pk(it)}
k=1

We can associate an a(A)-tableau in J7, to a A-tableau in J7 , in what amounts to a
similar fashion. If t is a A-tableau, let a(t): [a(A1)] — {1,2,...,n} be the a(A)-tableau given
by

(i,))— tx,j,2)

where x and z are such that i = le;ll p1(A) +x.
Example 4. Let 1 =((2,1),(3,3)), and

_([1]5]
t_(s ’278)'

N
o))
©

Then a(1)=(2,1,3,3) and

a®) =

1
3
4
2

8

Lemma 2.7.1. If tis a row standard A-tableau, then

1. a(t)is a row standard a(A)-tableau.

2. Taw =Ta@wy

Proof. Immediate. O

Writing maTaq) = u} Ya)Td(awy) We may therefore apply results from the representation
theory of 7, to ya)Td(at)-

Given multicompositions ¢ and A, we can perform the same kind of procedure on u-
tableaux of type A for multicompositions. If S € 9 (u,1), we define a(S) to be the a(u)-
tableau of type a(A) formed by stacking the components of S in the same manner as was
done for A-tableaux. To complete this process, relabel every entry of the form u, appearing
in S using the rule

w,v)—u+p1(V)+---+py_1(1).
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Lemma 2.7.2. If Sis a row-semistandard p-tableau of type A, then a(S)is a row-semistandard
a(u)-tableau of type a(A).

Proof. Suppose that j <[ are positive integers and that S(x,j,z) = (u,v) and S(x,/,z) =
(s,t). If S is row-semistandard, then (u,v) < (s,#). Therefore, either v =¢t and u <sorv <t
and hence

u+p1 M)+ +py_1V) s+ p1(A) +--- + pr_1(1).

Our proof now follows from the construction of a(u). O

Example 5. If 1 =((3,2),(2,1,1)), then a(u) =(3,2,2,1,1). Additionally, if 1 =((2,1),(3,2,1))

and S € Jy(u, ) is given by
19/1
S= (11 1; 22\,2; 2)

211 3,
then
1[1]4]
2|3
a(S)=[3|3
4]
B

2.7.2 Individual Components of a Multicomposition

Under certain circumstances, we may also use the fact that each component of a mul-
ticomposition is a composition in order to work with an Iwahori-Hecke algebra of type A
or something isomorphic to such an algebra.

Definition 2.7.2. For positive integers m and s, let o' be the isomorphism from &; to
the symmetric group on {m +1,...,m + s} given by

o0 ((i,i+1)=((G+m,i+1+m)) foreachl<i<s-1
and set G, s =07'S;.

For each multicomposition, let Z(l) = Z;;i IAY)| for each 1 <i <r. An immediate con-
sequence of this definition is that, for each multicomposition A, then & ,u = GTi),l 0] for
every 1 <1 <r; that is to say, &, is the group of permutations in G,, that permute only
the entire appearing in the i-th component of t*.

Definition 2.7.3. For each 1 <i <r, define /(1)) be the subalgebra of 4. n generated
by the set

T, T, oo Ty}
{ PR L RS e |

We may then also define an isomorphism {? : 7,0, — 5 (A?)) via

Ao m
Ty Tho,
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foreach1=<j< A —1.

The following lemma collects together some properties of the objects just defined that
will help us transition between the Ariki-Koike algebra .77 ,, and certain Iwahori-Hecke
algebras of type A.

Lemma 2.7.3. Let A be a multicomposition. Then

1 G0 j (o) = {1 (320)0} (va0) whenever i # j;

2. xp=I1\_; {My0); and
Ti)

|/1<i>|(v) =w then

3. ifwe&,o forany 1<i<randve&o, is such that o
1T = (4 (yam) €Ly (a0-0) ) € (a0 7o) (641 (9a0e0) -8 (940) -

Proof. Writing x) =II;_, xy&, where xjo = Y ce 1 T,,, the first part of the lemma follows
immediately. As for the second part, if w € &, then T, commutes with all x;; with
i # j; hence, x) Ty = (x40 2 36-0) %30 T (X100 -2 30). O

Let 1 be a multicomposition. The importance of the lemma above and preceding defin-
ition is that we may express certain A-tableaux in terms of tableaux for its individual
components. Our requirements are such that we will address this matter on a case by
case basis whenever we have cause to do so, rather than provide a general description of
this situation.

2.8 Further Topics from the Representation Theory of the
Ariki-Koike Algebra

Although not of direct relevance to this thesis, it would be remiss to write a thesis on
the representation theory of an algebra and not discuss the irreducible modules for that
algebra. This subsection therefore presented as a summary of such topics.

Irreducible .77-Modules

One important feature of the theory of cellular algebras is that it provides a partial clas-
sification of irreducible modules of such algebras. Phrased purely in terms of the Ariki-
Koike algebra, this classification proceeds thus: Let A be a multipartition. There is a
unique symmetric and associative bilinear map S* x S* — F given by

2
(Mmg,mgMmyy = mysmy  mod J7

where u,p € Std(A). Defining radS A to be the radical of this bilinear form and setting

D = SYradS*, we can now state this partial classification, due to Graham and Lehrer
[24], of the irreducible modules of 7.
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Theorem 2.8.1. The set {D*: A is such that D* #0} is a complete set of pairwise inequi-
valent irreducible ¢ -modules.

Following Ariki [2], we now complete this classification by identifying those multiparti-
tions A such that D* #0. Let A be a multipartition and say that a node x = (a,b,¢) € [1] is
an i-node if i =res)(x). If x is an i-node, we say that it is

1. normal if

(a) whenever y is a removable i-node lower than x, there are more removable
i-nodes between x and y than there are addable i-nodes, and

(b) there are at least as many removable i-nodes as there are addable i-nodes
lower than x;

2. good if there are no normal i-nodes higher than x.

Note that (a) doesn’t necessarily imply (b). We may have an instance where the lowest
removable i-node occurs above a number of addable i-nodes

A multipartition p is Kleshchev if u is the empty multipartition or [u] = [A]u {x} for a
Kleshchev multipartition A and a good node x. In the most general case, Kleshchev mul-
tipartitions correspond precisely to the irreducible modules of .77, as this next theorem,
due to Ariki, demonstrates.

Theorem 2.8.2 ([2]). Suppose that q #Z1 and Qs #0 for 1 <s <r, and that A is a multipar-
tition of n, Then D* #0 if and only if A is Kleshchev.

The appearance of Kleshchev multipartitions in the representation theory of .77 seems
slightly mysterious and rather technical at first, especially compared with their analogues
in the representation theory of .7, and &,,. That they do occupy such a role is due to the
intimate connection between the Ariki-Koike algebra and quantum algebra, demonstrat-
ing how non-trivial the process of constructing such analogues can be when dealing with
the Ariki-Koike algebra. We refer the reader to [3] for further details and references on
this connection.
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Chapter 3

A Cellular Analogue of James’s
Kernel Intersection Theorem

3.1 Introduction

Let A be a partition and, for positive integers d and 0 < ¢ < A4.1, let v® be the composition
given by

Ai+Aiv1—t ifi=d,
V=1t ifi=d+1,
A otherwise.

In [10], each Specht module S* for .7, is defined as a particular submodule of M*, with
the following theorem characterizes these as the intersection of the kernels of a family
of homomorphisms yq,: M A . M. Note that these are not the same as the Specht
modules previously defined and which we consider throughout the remainder of this
thesis.

Theorem 3.1.1 ([10, Theorem 7.5]). If A is a partition of n, then

/‘Ld+1_1 1
N [ keryg,=S"
d=1 t=0

This is the kernel intersection theorem, a corollary of which is that the image of a homo-
morphism O : S¥ — M* lies in S*, if and only if ¥q,:°0 =0 for every d and ¢t. We may use
this to identify and, with some more work, construct explicit homomorphisms between
Specht modules, this being the strategy adopted in [20] and [37] for the symmetric group
and Iwahori-Hecke algebra of type A respectively.

With respect to the cellular basis of Murphy, the definition of the Specht modules for 77,
differs substantially from that of [10]. In particular, in that other setting a Specht module
S appears as a submodule of M*, which isn’t true in the setting of the cellular basis we
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are working with. As a result, Theorem 3.1.1 is in our case false and we therefore require
an alternative means of constructing homomorphisms in this setting. Just such a means
appearing in [38], in which we are provided with an analogue of the kernel intersection
theorem for the Murphy basis of 77, and the corresponding Specht modules in this setting.
In this chapter we generalize this result further, extending it to the Ariki-Koike algebra
with respect to the Dipper-James-Murphy basis defined in subsection 2.3.

The underlying philosophy of this chapter is that, for a given multipartition A, a homo-
morphism O : M} — S* factors through S* if and only if @(m k) =0 for all h € . n With
mah e %an If this is the case, then ® determines a homomorphism © : S* — S such that
the following diagram commutes:

where 7, : M* — S% is the projection given by my(m h) = %Z,An +mph for all he 77 . In
particular, we prove that this condition is equivalent to ®(m i) = 0 for only a finite family
of elements & € 77, ,. Note that ©(mh) = 0 for every h € 77 , with mph € %;j.)‘n if and only
if ©(x) = 0 for every x € M* n t%br’ln Therefore, we can restate our objective as being the
construction of a finite set of generators of the right ideal M* n j?;’ln

This is the same reasoning as that employed in [38], and the set of generators we construct
here is in fact a generalization of those appearing in that paper. Indeed, the relationship
between the two is sufficiently close that there will be times at which, in light of section
2.7, we can use the results of [38] in proving our own.

3.2 Setting the Stage

Here we specify some of the notation and objects upon which the results of this chapter
depend and that occupy a central role throughout this thesis. Let 1 be a multicomposition
of n:

e forevery 1<i<r,let p;(1) =max{x: Agf) # 0}; and

¢ for every pair of integers i and jwith 1<i<rand 0<j<p;(1),

-G it ) J G) -G i G)
A=Y A+ A7 and AT =) 1AM
k=1 =1 k=1

Now let n = (1,7n2,...,1;) be a composition of n and, for each positive integer m, let o
be the isomorphism from &, to the symmetric group on {m +1,...,m + n} given by o :
(I,i+1)—(m+i,m+i+1)forevery1<i<n-1. Weset I, =0,'Y,, where 7, is the the
set of minimal length coset representatives of G, in &,,.
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Definition 3.2.1.
C(m:n)ZC(m:(TllaTIZ,anll)): Z Tw'

WEDm y

For a positive integer m, let f;, : {1,2,...,n} = {m+1,m+2,...,m +n} be the function given
by i — i +m. Using the definition of &, C(m : 1) can be thought of as the sum of terms 7',
such that (f,, ot})-w is row standard?.

Example 6. Suppose that m =4 and 1 =(2,2), then

5(6

n =
faot N

and C “4: (2,2)) =1+ T6 + T6,5 + T6,7 + T6,7,5 + T6,7,5,6-

We now define two families of elements of 777 ,, associated with each multipartition of
n, calling these 0- and [-elements. As we will see, these elements determine our chosen
generators of M n 1, and may be thought of as performing a similar role in J7. , as
the homomorphisms 14 ; do in the representation theory of the symmetric group or in the
Dipper-James version of the representation theory of the Iwahori-Hecke algebra of type
A.

0-elements of .77: For a multipartition A of n, let def(A,0) be the set
def(1,) = {(d,t,5) N’ : 1=s<r,1=d < p,(V), 1<t =25, |

and define ©
) _ (7 [
2%, =C (A 5 (2§.1))
for each (d, t,s) € def(A,0).

These are a direct generalization of the 24 ; elements of .7, appearing in [38]. In fact, one
way in which 2%}

Hy0): we can take the element g ; associated with A and set DS)t =(
4 |/1/1<S>| : o) — A(A) is the isomorphism defined in section 2.7.

arises is to consider the partition A and the Iwahori-Hecke algebra

A

\/I(S)I(hd’t)’ where

[-elements of 77: For a multipartition A of n, let def(A,[) be
def(A,1) = {s €Z:1<s<r,and A\“*D # ¢}

and define
[(S) = (Lz(s+1)+1 - Qs+1) .

LThis is something of an abuse of terminology, since, strictly speaking, fi, ot} is not a tableau in the way we
have defined the term. However, it has the advantage of making some kind of intuitive sense, and permitting
it avoids having to have an overly complicated definition of tableaux that we use only once.
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for each s € def(A, ).

Should we wish to express the fact that a given 0- or [-element is that which is associated
with a particular multipartition A, we will write Og)t(l) or (D).
Example 7. Let 1 =((3,1),(2,2),(2,1,1)). Then

0(11)1:1+T3+T3T2+T3T2T1 0(12;=1+T6+T6T5
0(12; =1+Te+Te¢T5+TeT7+TeT7T5+TeT7T5Te

0(1?:)1 =1+T19+T10T9 0(233 =1+T1
[(1):[,5_Q2 [(2):L9—Q3.

For a multipartition A of n, our set of generators of M* n.7Z* will be the union of the
sets
D) = {madf),: (d,t,5) € def(A,0)} and L) ={ma®:5 € def(A,D}.

More formally, let J, be the right ideal of .7# generated by D(1) UL(A). Then,
Claim 3.2.1. For each multipartition A of n, J) = M} n 772,

Much of the remainder of this chapter is dedicated to proving this claim, from which our
main theorem then follows.
Theorem 3.2.1. Let © : M} — S* be a homomorphism. Then the following are equivalent:

1. © (m,mf;)t) =0 for every (d,t,s) € def(1,0) and O (m,lé(s)) =0 for every s € def(A,);

2. ©(mph) =0 for every h € ] , with mph € J?A; and
3. O factors through S*.
Proof. The equivalence of 2. and 3. is straightforward and was dealt with in the intro-

duction to this chapter, whereas the equivalence of 1. and 2. follows (almost) immediately
from claim 3.2.1.

1.=>2. If mphe e%m, then mh € M* Nt Thus, ©(m k) is zero, since J) = M? NN is
generated as a right ideal by D(1) N L(A).

2. = 1. Immediate. O

3.2.1 Applications to the Construction of Homomorphisms

Here we provide some motivation for Theorem 3.2.1 with a discussion of how we can
use it to construct homomorphisms between Specht modules. We also take this as an
opportunity to introduce further objects and notation that will feature in the rest of this
thesis.

Each 0- and [-element can be associated with a multicomposition corresponding to a dia-
gram formed by rearranging certain nodes of A.
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Definition 3.2.2. For any (s,d,t) € def(A,0) define the multicomposition A - Dfis)t by

o [ A+t ifl=sandi=d,
(1-35)) "=3 A& ~¢ ifi=sandi=d+1,
)L
Ag ) otherwise.

For any s € def(1, [) define the multicomposition A - [*) by

1 ifk=sand j=ps(1)+1,
(s) (k) (s+1) . .
(/1-[3)_ ={ AY*V_1 ifk=s+landj=1,
/ )L;k ) otherwise.

In other words, A - DE‘;’)t is the multicomposition whose diagram is formed by raising the
last ¢ nodes of the (d + 1)-th row of the s-th component of [1] to the end of the d-th row of
the same component. Similarly A-[®) is the multicomposition whose diagram is obtained
by removing the last node from the first row of component s + 1 of [1] and inserting a new
row consisting of a single node at the bottom of component s.

Example 8. Let 1 =((3,1),(2,2),(2,1,1)). Then

[}LD%:( L], T |.and

R e

Now suppose that © : M* — S* is a homomorphism of the form

0= Z as®s
SeJo(u,A)
where ag € F and Og : M* — SH is the homomorphism determined by S € IJo(u, ). We shall
see in Proposition 4.1.2 and Section 4.5 that, for each S € Jy(u, 1) and (s,d, t) € def(1,0),

we can express Og (m ,10(;1) as an F-linear combination of elements of the form

Ox(maap)
where
A'D(s)
Ox:M" dt — SH
is a homomorphism for each X € 9 (u, A Dfis)t). Propositions 4.4.6 and 4.4.8 taken together

with Section 4.5 perform a similar role for @s (m1*¥)) for each s € def(A, ). Applying The-
orem 3.2.1 is then a matter of collecting like terms and, using the linear independence
of semistandard homomorphisms, identifying when these are zero. A further reason for
introducing the multicompositions given in Definition 3.2.2 and the homomorphisms de-
termined by them is that, since every such S is semistandard, these homomorphisms are
linearly independent by [21, Corollary 6.14]; therefore, we can be sure that such linear
combinations are non-zero.
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Constructing Homomorphisms Between Specht Modules: an Example

Let A = ((2,2),(2,1) and p = ((5),(2)). Then D(A) = {m,0{"},m0,},m107)} and L(A) =

{m (D}, where

0(11’)1 =1+To+To1 0(21,; =1+To+To1+To3+To31+T231,2

0(12&:1+T6+T6,5 (D=Ls-Q,,

and Jo(u, 1) = {S1,Ss}, where

S1 = ([11]11/21]21[19), [15]25]) S2 = ([11]11[21[21129), [12]15]) »

and the homomorphisms determined by the tableaux S; and Sy are given by
Os,(mah) = HF +my(1+ Ts)h, Os,(mah) = AF +m,Tseh

for every h € 2.
Suppose now that ® € Hom - (M*,S*) is of the form

0= (Xl@sl + lX2®S2

for some a1,a9 € F. If we define X1,Xg € L%(u,/bb(lli), X3,X4 € %(u,h(;j-&), X5 € %(u,0(12)1-/1),
and B e Jo(u, (V- 1) by

X1 = ([11[14]1421]19), [12]29]) X = ([11]11]14]21]29), [12]12))
X3 = ([14]15[14]11]15), [12]22]) Xg = ([11[11]14]11]20), [12]12])
X5 = ([11]11]21]21]15), [12[12]) B = ([11]11]21/21/31),[12]29])

we have
Os, (madl}) = @5, (m )Ry = A + my (14 Ty + To1) 1+ T5)
="+ (1+q+q%)mu(1+T5)
= (1 +q+ q2) Yy, (mo(ﬂ%)
and so, performing the same calculation for each element of D(1),
(C] (m,lb(l%)l) =a1 (1 +q+ q2) ®X1 (ma(ll)l/l) + a9 (1 +q+ q2) @)(2 (ma(llii)
] (m;m(zl)l) =a1(1+q)(1+qg+ qz) Oy, (mbgl)lvl)
2
+ag(l+ q)(l +q+q )®x4 (maglﬂ)

0 (m,lb(f)l) = (a1(1+q) + azq?) Oy, (mb(ﬂ%) .

32



Setting each of these equations to zero, we see that a1 = @2 =0, and hence 8 = 0, whenever
e # 3, and so let us assume that e = 3. In this case @(m,la(ll.i) and @(m,m(zl)l) are zero

and
0(m10%) =0 as=-g 21+ as. (3.1)

This leaves us with only © (m V) to contend with. Let i < n. Recall that the residue of i
in t* is given by
resu(i) = q”"Q.,

where (x,y,2) € [u] is such that t*(x,y,z) = i. Using the fact, due to proposition 2.3.2, that
myL; =res,(i)m, and
TiL;i=Li1T;—(q—1)L;1

we have, upon a direct calculation,

0 (m,l[(l)) = a10g,(m ) L5 —Q2)+a20s,(m ) L5 —Q2)

= A"+ aymy(1+ Ts) L5 — Q2) + agm, Ts.6(Ls — Q2)

= A"+ aymy(Ls+LeT5—(q - 1)L — Q2 — Q2T5)

+aem(LeTs56—(q —1)LgTe—Q2T56)

= A" +a1m(q*Q1+Q2T5 — (g — Q2 — Q2 — Q2T5)

+agm (Q2T56—-q(q—1Q2—Q2T56)

= (a1 (¢*Q1 - ¢@2) — a2q(g — 1)Q2) O (m . 10). (3.2)
Note that g(q — 1)@2 appears in the penultimate line due to the fact that T¢ € &, and so
m,Te=qm,.

Now, substituting the conclusion of (3.1) into (3.2) yields
C) (m/l[(l)) = (q4Q1 - q_1Q2) Op (m,l.[(l)) >

therefore, when e = 3, the homomorphism © : M A, SH given by © = aB®g, + ag0s, factors
through S* if and only if

¢ 21+q@ar=as and a;1(¢*Q1-¢ Q) =0.

Moreover, this then easily provides us with a homomorphism © € Hom ,(S*,S*). For
instance, setting a; = 1 we have that

O(mph) = H#F +Os,(mph) — ¢ 21+ q)Og,(m 1 h)

is just such a homomorphism, from which we may also conclude that Hom ,(S*,S*) is
non-empty if (¢*@1 - ¢~ 'Q2) =0.
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3.3 Proof of Claim 3.2.1

Our starting point is to provide a basis of M* N 77* when regarded as an F-module. The
remainder of the proof then consisting of showing that each element of this basis can be
expressed as a linear combination of elements from D(1) and L(A).

Lemma 3.3.1. The right ideal M*n SN is free as an F-module with basis

{ms¢:S € Jy(v, L), te€ Std(v) for v a multipartition with A <1v}.

Proof. By Theorem 2.4.1, every element of M} N.77* can be expressed as a linear combin-
ation of elements mg¢ with S € Jy(v,1) and t € Std(v), with v ranging over the multipar-
titions of n. Moreover, these elements are linearly independent over F. The lemma then
follows from the basis for J#* given in Section 2.3. O

Since mg¢ = mge T4t for every t € Std(v), we will have M An#r ey 1 if we have that

msy = Z }/S)tm,lag)th(j)t + Z )f(u)m,l[(u)h(u) €7 (3.3)
(d,t,s)edef(A,0) T uedef(Al)

where yf;)t,y(u) e F and hf;)t,h(“) e , for every S € Jy(v,A) with v a multipartition of n

dominating p. In fact, we will prove a slightly more general result with the aim of gaining
a sufficient condition for when row-semistandard tableaux determine homomorphisms
between permutation modules. As a first step towards this goal we provide the following
easy but very useful lemma.

Lemma 3.3.2. Let w € &, be such that, for every i, w(i) appears in the same component of
t” as does i. Then Tyuf =ulTy.

Proof. Since w only permutes entries within each component of t, we can write w as
a product w = wiwg---w, where w; € &0 ». Each w; fixes all entries not in the set
&9+ l,V(i) + 2,...,V(i) +v®]}, and so w does not involve sy for any 1 <i <r. Therefore,
T, may be expressed as Ty, Ty, - -- T, , €ach term commuting with u; by Proposition 2.1.2
and the definition of u}. O

The following notation mimics that appearing in [38].
Definition 3.3.1. Let v and A be multicompositions and let S be a v-tableau of type A:
* For each pair of integers (i,j) with 1< j<rand 1<i<p;(1) and (k,/) with 1</ <r

and 1 <k < p;(v), define SE;JZ)) to be the number of entries appearing in the k2-th row

of the /-th component of S that are equal to (i, j).

* Forlsj<rand1=<i<p;(d),let F(Sx ” be the sequence

ML) o@D DD 12 «22) D2 L) «@F) )
Sy S Sy S Sy oSGy S S NGy
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* Let S be a v-tableau of type A and let tg be the row-standard A-tableau in which i
occupies a node in row u of component v if the place occupied by i in t” is occupied
by (u,v) in S. If tg = t* - w, we set T's = T,. This is a generalization of the 15 notation
introduced in [10].

Our next lemma makes use of the definitions and general reasoning outlined in section
2.7.
Lemma 3.3.3. Suppose that A and v are multipartitions of n and that S € 9,.(v,A). Then

Mmgy = x/lTsu H C (_(J) F(Sl,j))
i,jz1

Proof. Recall that x, = y4(,) and consider the row-semistandard a(v)-tableau a(S) of type
a(A). This allows us to write

msy = Z T;xvu:; = Z T:yy u; zymu;’,
xeDy 2€9,
Me'x)=8 ('2)=T
where
¢ the first equality is a consequence of the definition of mgy given in Subsection 2.4
and the fact that S is semistandard forces the tableaux t” - x to be standard; and

* y=a(v),1=a(l),and T = a(S).
Note that, since the expressions involving y and  are merely the ‘stacked’ versions of
Z Ty xy,
XDy
At¥x)=S

the x’s and z’s being considered are in fact the same permutations

Applying [38, Corollary 3.7] to y,(s)qpev yields
yrer = YayTas) [ [ C (a’(V)i—l : a(S)}, oo a(S)f(a))
i=1
=xTs ch (_(j) F(SZ,J))
i.jz

By definition, for each i and j the term C ( FS ) consists only of elements T, of G w;

therefore, C( v Ff’l ])) =u}C (_(J ) FZ J)) by Lemma 3.3.2. This then completes the

proof. O
Example 9. Let 1 =((3,2,2),(3,1,1)) and v =((4,3,2,1),(2)) and let S € To(v,A) be given by

13[14[14[19]

g = | 212131
31 32 s |12]12
29]
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Then
mgp =(1+Tg+TgTo)1+Te)T7654T11,109T11,10mv
=x2T7654T11,1090T11,10us (1 + T3+ T32+T321)1+Te+Tes5)(1+Ts)
=xTsuj [] C(V(ij_)l :F(SL-’J»)).

i,j=1

As a consequence of this lemma and we need only focus on how T's interacts with u] for
each multipartition v of n dominating A and every S € 9y(A,v) in order to show that mgy
is of the form given in 3.3. This breaks down into two cases:

* when all of the components of A are the same size as their counterparts in v; and
¢ when at least one component of v is larger than the corresponding component of A.

Of these two cases, the former is considerably easier and so we consider this first. To
help distinguish between these two cases, we will informally view v as being constructed
from A by a process moving nodes around the diagram [A]. In the first case, [v] can be
formed by moving nodes within the components of [1], which we will describe as v being
a component-wise shift of A. The second case, where v is in part formed by moving nodes
between components, is described as v as being a cross-component shift of 1.

Before we study these two cases, recall that one of the conditions for a tableau S € 9 (v,1)
to be semistandard, as given in Definition 2.4.2, is that

if (a,b,c) € [v] and S(a,b,c) =(i,k),thenc <k (3.4)
Subsequent results throughout this thesis depend heavily on our non-semistandard tableaux
satisfying this condition, and so we define J; o(v,1) as the set of row-semistandard v-

tableaux of type A satisfying (3.4).
Definition 3.3.2. We say that S is quasi-semistandard whenever S € J; o(v, 7).

3.3.1 Component-wise shifts

Let A and v be multicompositions such that A <1v and A9 = v for every integer s with
1<s<r. Then:

¢ the s-th components of each multipartition are partitions of the same size, which we
denote by ng;

e since V¥ = X(s) and A <v we have that 19 <v®) for every value of s; and

* the set of entries appearing in a given component of t*,

{X(S) + 17%(8) + 27 (XX} ’x(s+1)} B

is the same the set of entries appearing in the corresponding component of t".
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Lemma 3.3.4. Let S € 9, 0(v,1) and let ws € S, be such that Ts =Ty, Then, for all i,
1<i<n and ws(i) appear in the same component of t*.

Proof. We proceed by induction on the component index s. Let s = 1 and suppose that
i appears in the first component of t*. If ws(i) does not appear in the first component
of t*, then at least one node (x, y,1) € [v] such that S(x,y,1) = (x,v) for some v = 2. Since
IAD| = |vD| we must there for have some entry of the form (a,1) appearing in a component
of S lower than the first, contradiction our assumption that S is quasi-semistandard.

Suppose now that the lemma holds for all values of s less than some arbitrary 2 and that
i appears in component % of t*. Suppose also that ws(i) does not appear in component % of
t*. Since S is quasi-semistandard and B = Iv(k)l, we have that wg(i) must appear in a
component lower than k. But then component % of S contains a term of the form (u,v) with
v =k + 1, meaning that there is an entry of the form (a, %) appearing in some component /
of S other than k. By our inductive hypothesis, [ = &, but this contradicts our assumption
that S is quasi-semistandard. Thus, i and ws(i) both appear in component % of t* and, by
induction, the lemma is proved. O

For each 1< j=<r, let w; € 6, be such that the s-th component of t} . wg is the same as
that of t* - w j- Setting Ts;» = Ty, we have a decomposition of T's in terms of the elements
Ts(j) .

Lemma 3.3.5. Let A and v be multipartitions such that A <v and |AD| = V| for all

1<i=<r. Then, whenever S€ J,o(v,A), the elements Tqw,...,Tg» commute pairwise and
r
Ts=[] Tsw-
Jj=1
Moreover,

() 4 —(y)
Ts ] C(V(i_lﬁrfx,y))ZE(TS”)EC("&—Dfo,y)))'

x,y=1

Proof. Since w; € G,y for each 1 < j <r, we may write w = wiwsg---w,. Therefore,
ij Ty, =Ty, ij whenever j # k, due to the defining relations of .77, and so

-
Ts =[] Tso.
=1

S
(x,5)

of C (Viy—)l : F(Sx’y)) is an element of G,0. O

By similar reasoning, T'y;) commutes with C (V;y_) ) ) whenever j # y, since each term

We are now almost in a position to present the main result of this subsection, that be-
ing that mgy € J) for every S € 9y(v,1) whenever v is a component-wise shift of 1. Its
proof requires a fairly technical factorization of x; and relies on being able to set certain
problems in the context of Iwahori-Hecke algebras of type A as detailed in Section 2.7. In
particular, we will make use of the following result, due to Lyle.
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Theorem 3.3.6 ([38, Theorem 2.3]). Let 77, be the Iwahori-Hecke algebra of type A and
let A be a partition of n. Then N*n 4 = 7).

Here N* and %;jf refer to the ‘type A’ analogues, described in Definition 2.6.2, of M* and
JCH (where A is a partition of n and u a multipartition). In this case J) refers to the ideal
of 7%, generated by elements y;m(l)(/l)

We will first prove that a result analogous to Theorem 3.3.6 holds for component-wise
shifts. Doing so will require us to make use of the the isomorphism { f : H iy — A (/W))
given in Definition 2.7.3 and our setting

k-1 r
xpam =[] (f (va0) TI le (y10)
i=1 j=k+1

for each 1 < %k <r. Note that, as a consequence of Lemma 2.7.3, we have x) = xA\,wa)C% (ya0)-
In what follows, for S a quasi-semistandard v-tableau of type A, we write

mse = ). T:l(s)mv (3.5)
seRStd(v)
AMs)=S

Proposition 3.3.7. Let A and v be multipartitions with A <1v and [AD] = |v@) for all
1<si<r. IfS€J,o(v,A), then mgy € M*. Moreover, if S is semistandard, then mgp € J).

Proof. If |AD|=v®| forall 1<i<r, then uj{ =u. Also, by Lemma 3.3.3, we have

—(y)
msp = ). mep=(x2Tsuy) [] C( ! rfxy))
seRStd(v) xy=1
A(s)=S

By Lemma 3.3.2, Tsuj = u; Ts, and so we can write

mstv_xAuATs H C(_(y) F(Sxy))

x,yz1
—(y) .S
=maTs [] c( y r(x,y))
x,yz1

Thus, our first statement is true, this obviously being an element of M*.

To show that mgt* € J) whenever S is semistandard, suppose that % is the least value for
which A® <v®, Lemma 3.3.5 and the fact that Tg» = 1 for all 1 <i < allows us to write

mgyv = u/le 1_[
j=k

p;(v)
Tso [T c(w?, TS J))) (3.6)

i=1

Writing x3 =23\ 30 ( 2 (ya») and substituting into (3.6) yields

pr(v)
My = U X ® (Ck (vaw)Tsw [] C (_(k) F(l k))) h, (3.7
i=1
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where A consists of all remaining terms of the product that appears in (3.6). Our proof
proceeds by first showing that

pr(v)
A —(s) .S A A0 AP
¢y (ya») Tsw) l_[l C (Vis—l : r(i,k)) €, (N ﬂjfﬁ(k)l) ,
i=

By setting T € 7 (v®,A®) to be the tableau obtained by relabeling the entries of S*
according to the rule
s®i, j,k) = (U, k)= TG, j)=1

we now have that

Pr(v)
A —(k) .S )
¢ (yam) T l—ll C (Vi—l : r(i—l,k)) ={ (yTtv(k)) .
i=

Note that this rule means that T is a semistandard v*)-tableaux of type A*) whenever S is
semistandard. This follows from the fact that the condition |[A%®| = |[v\®)| for everyl<k<r
means that all the entries appearing in the k-th component of S are all of the form (L, %),
which, in turn, means that / is non-decreasing along the rows of this component and
strictly increasing down its columns. Hence,

AR

A%
yTtv(k) € N N |A(k)| .

By Theorem 3.3.6 this implies that

52 (yTtvue)) = (]’1 (y;l(k) dX:Dfil,)t (A(k))h/) = ((2 (yam) bei]i)t(/l)) (2 ()
t

d,t

where 1<d,1<t< /lgekjl, and A’ € ) m, and so our proof is complete since substituting
this into (3.7) yields
Mgy = (m,leDfi)t()L)) {2 (') R €Ty. O
4

3.3.2 Cross component shifts

As in the case for component-wise shifts, we use Lemma 3.3.3 to write
Mmgy = (.’)CATS l—[ C (V(x_Ly) . F(Sx,y))) u::
x,y=1

with the aim of expressing the right hand side as an element of J; whenever 1 <1v and
S € Jo(v,A). Here the situation we're interested in is where |A¥| < [v®?| for at least one
1<i<r-1. As before, we have

— .S F_ o+ — .S
I1 C(V(x—l,w T(x,y))uv =uy [] C(Wx—l,y)-r(x,y))
x,y=1 x,y=1
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and so we focus our attention upon x; Tsu} .

In this case, it is not in general true that Tsu} = u}Ts. Our intent, therefore, is to de-
termine how T's interacts with u}, with the aim of writing x) Tsu in the form given in
(3.3).

In order to proceed, we must introduce a particular family of A-tableaux. As before, let A
and v be multipartitions with A <v, and, recalling Definition 3.3.2, let S € 9, o(v,A). The
tableaux in question will be defined recursively as follows:

1. Recalling Definition 3.3.1, set t5(g) = ts;

2. For 1 =i <r—1 define t5(;) to be the A-tableau obtained from tg;_1) by setting the
entries in the first i components to be the same as in t*. Note that the first i com-
ponents of tg contain only entries from the set {1,2,...,v(;;+1)} and so there are then
T; = Z;.:l(lv(j )| —1A9)|) entries from the first i components of t appearing in the re-
maining r — i components of our tableau. Labelling these {x1,x2,...,%,}, such that
x; <xj whenever i < j, we replace these elements using the rule

Xk HZ(i) +k.

Example 10. If 1 =((2,1),(2,2),(2,2,1)) and v =((3,2,1),(3,1),(2)), and S € Ty(v, L) is given

by
LiLi2s) e
S =|[2;]2¢ 5 ,[15123]
Q 1<2]
Then
o _([1]2] [7]8] 2= o [[112] [7]8] 154
— 9] — 9]
oo = | 1112][4]5 911
S(2) = 3 ’67’812
— 10

Remark. It is in the second part of this construction that the fact that S is quasi-
semistandard is necessary. Otherwise, 7; may not represent the number of entries from
the first i components of t¥ appearing in the last r — i components of tg(;).

With this definition in mind, if w € G,, is the permutation such that tg = thw, set Ts =
T,. In order to better describe how Tg interacts with u;, we introduce the following
notation.

¢ For any given multicomposition a of n, let E;’(i) refer to the factor of u}, corresponding
to the first i components of a:

i+1]1a®]++]al D)

E:;(i) = H H (Lg _Qj)

=2 k=1
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¢ Similarly, we specify g;(i) as the factors of u}, corresponding to the last (r—1)—i

components:
r a4t @D

E;(z‘) = H H (L —@Q)).

j=itl k=1

¢ Finally, if y is another multicomposition of n, with a vy, let u;(i)\a<i) signify the

+

‘difference’ between uy

and u} at the i-th component:

(@)
YL

+
Uyingd = H (Lj-Qi+1).

j=a"+1

Example 11. Suppose that a =((2,1),(2,2),(2,2,1)). Then

uty =(L1-Q2)(L2—Q2)Ls—Q2)
x(L1-Q3)L2—Q3)L3—Q3)La—Q3)Ls—Q3)Le—Q3)(L7—Q3)
Ul =(L1-Q3)L2—Q3)L3—Q3)Ls—Q3)Ls—Q3)Le—Q3)L7—Q3),

and, if y =((3,2,1),(3,1),(2)), then

u;@\a(z) =(Ls—Q3)(Ly—Q3)(L1o—Q3).

The following lemma expresses how the terms of T'5 in a sense filter out the extraneous
terms of u}, the result being something of the form uzh for some h € 7. Subsequent
results then establish that whatever is to the right of u] after this filtering procedure is
completed consists of a linear combination of the elements of D(1) and L(1) (multiplied on
the right by elements of 7).

Lemma 3.3.8. Let A and v be multipartitions of n in r parts with A <1v. If S is a quasi-
semistandard v-tableau of type A, then, for every 0<i<r-1

+_ —+ o+ + )
Tsu, = (TS(i)u/‘L(i)EV(Hl)) uv(i)\/l(i)hl
for some h; € .

Proof. Let ws be the permutation associated with 7T's and for each 0 =i <r—1 let wg(;) be
the unique permutation such that ts;) = th. ws(;). Furthermore, let w; be the permutation
such that tg;_1) = ts;)-w;. Our strategy is to compare the lengths of ws and ws;)w; in
order to show that the latter is reduced for all i, and that T}, commutes ‘enough’ with u ;.
Recall that, for w € G,,, Dyer’s reflection cocycle is the set

Nw)={(,k)e6,:1<j<k<nand jw>kw}

and that the length ¢(w) of w is the same as the cardinality of N(w). Hence the length
of wg is equal to the number of pairs (j,%k) where j < 2 and where % occupies a node of tg
higher than that j occupies.
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It is trivial to see that the lemma is true when i = 0; in this case T's;) = T, ﬂ;m = u:(i)\ A0 =
1, and g:(m) =u}. Assume now that the lemma is true for an arbitrary value i = %, so that

+ —+ o+ +
Tsu, = (Ts(k)u;L(mEV(km) uv(k)\/‘t(k)hk'

For any node x € [1], let ng(;)(x) be the number of entries in tg(;) less than tg;)(x) situated
in lower nodes. By its definition wg 1) fixes the first £ + 1 components of 4, so

lwsw) =Y, nsm@+ Y, ngp)

xe[A®+D] xg[A%*+D]
= Z nS(k)(.’)C)+[(ws(k+1)),
xe[Ak+D]

where the equality f(wsp 1)) = X yepaev)ns@)(x) follows immediately from the construc-
tion of the tableau ts+1)-

We will now show that for every element of the set

{(tS(k)(x),fs(k)(y)) tx€E [ A%+D

,ts1) (%) > tsz)(y), and x lower than y}

there is an element of N(wp.1) and vice versa, and so

Y. nswm®) =Nwgi1) = Cwe).

xe[AR+D]

By our construction of {5+1) from tsz), wr+1 permutes only the elements of Q = {X(k) +
1,...,V¢+1)}. Additionally, if x and y are nodes of the ﬁnal_r —(k + 1) components of [1]
such that t5z+1)(x) and ts;+1)(y) take entries from the set {Az+1)+1,...,V@#+1)}, then

tsk+1)(OWr 1 < ts@+1)(PMWri1 © tsi) () < ts)(¥). (3.8)

Suppose that a and b are such that ¢ < b and awp1 > bwp,1. If x,y € [A] are such that
tsz+1)(x) =a and tg4+1)(y) = b, then x € [A%+D]. otherwise, (3.8) results in a contradiction.
Since a < b and the first £+1 components of t5 1) are the same as those of t}, we therefore
conclude that y is lower than x. Conversely, suppose that x and y are such that x € [A%#*D],
y is lower than x, and tgg)(x) > tgz)(y). Since x € [A%+D] and y is lower than x, we have
that ts+1)(%) < ts+1)(¥).

We now complete our proof of the lemma: f(wsy)) = ((wsk+1)) + €(Wr+1), and so wge) =
Ws(k+1) - Wr+1 is reduced; this in turn implies that T'sz) = Ts+1)Tw,.,- Finally, since wg11
fixes all entries outside of Q, we see that T,,, commutes with ﬁz(k) g:(,ﬁl). Combining
these two facts then yields

+_ —+ + + +
Tsu, = (TS(k+1)u/1(k+1)Ev(k+2)) U (kDN Yk +D) Tw,., uv(k)\,we)hy

as required. O
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Example 12. Let A =((2,1,1),(3,1),(2,1)) and v = ((4,2),(3,1),(1)), and let S € To(v,A) be
given by

[y
N

1,[14[34[15]

15[1y)]
21129 2 ’

g =

Then

Tsuy =Ts765Ts76T10T34
x((L1-Q2) - (Le —Q2)((L1—Q3)---(L1o—Q3))
=Ts765Ts76T10(L1-@Q2) (L4 —Q2)((L1-Q3) - (L10-K3))

-~ -~

Tsa) ) Ul
x (L5 - Q2)Le—Q2) T34
”:um(l)
=T10(L1-Q2) - (La—Q2)((L1—-Q3) - (Ls —Q2))
— -~ 2
Tse@) Uy gy=u;
x (L9 —Q3)(L10—Q3)Ts,7,6,5T876(L5—Q2)Le—Q2)T34
“:<2)\A(2>

It’s worth remarking that in the above example, Ts;-1) = T's2) = T10 commutes past
uX(Lg —@Q3) and so, since [? = Lg— Q3 we can write mgy = m @A for some h € 7.

We might well ask what happens when A = v, since in this case u} does not contain
a factor of ("D = (LI(” - Qr). To answer this question, suppose that % is a positive integer

and maximal such that |A®)| # [v®)|. IfSis a quasi-semistandard v-tableau of type A, then
each of the final r — £ components of S are a permutation of the entries appearing in the
corresponding component of the tableau A(t"). Hence we can define another semistandard
v-tableau of type A, which we denote by R, constructed from S by replacing all the last
r —k components with those of A(t").

Corollary 3.3.9. Suppose that A and v are both r-multicompositions of n such that A <lv
and suppose that k is the maximal positive integer such that VB £ R If Se Fr0(v, M),
then

2 Tstey =30 Tagk-1)U1 Uy -1 aGe-1)

for some h € 7. Moreover, u:(k—l)\/l(k—l) #1

Proof. If IAD] = v®D) for all I = &, then the permutation determining T's fixes the final r—1
components of V. We may then write this permutation as a product uv where u € Gx and
v € Gy for

X= {1,2, . ,V(k+1)} and Y = {V(k+1) +1Lvg) +2,... ,n} .

Hence T's = T, T, and, by definition, T, = T. Given that v only permutes the entries of
Y within the components of t* they occupy, T, commutes with u; and

x;LTsu:f = xATRu:fTU.
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Applying Lemma 3.3.8 then yields

+ _ —+ + +
XA Tsuy = 23 Tr(k- 1)U g — 1) Ly() Y 2k —1)\w(k—1)
for h € 7. However, by the definition of %, E:(k) = Ej{(k) and so

+ + +
x/lTSuv = (x/lTR(kfl)u/l) uv(k—l)\/l(k—l)h' =

Using the fact that u;r(k_l)\ Ak-1) = [=Dp for some h € 7, we may rewrite the conclusion

of Corollary 3.3.9 in the following, more suggestive form:

x;LTSuT, = x,lTR(k_l)u:{[(k_l)h

for some h € 7.

We next attempt to better describe Tg(;-1) in a form more suited to our purposes. Through-
out we will fix 2 as the maximal integer x such that [v®)] £ A3,

For 1 <s <t, define

n(t,8)=(s,s+1,...,%)
D(t,8) =Tyts)=T-1Tt-2---Ts

Lemma 3.3.10 ([38, Lemma 3.8]). Suppose that A is an a-tableau of type [ for composi-
tions a and B, and let a(0) = tP. If we define a(i) recursively by

a(i) =a(i — DrG*,i),

where i* occupies the same node in a(i — 1) as does i in t,, then

n-1

Ty = [ DG*, 0.
j=1

It’s worth remarking that Lemma 3.3.10 was originally stated for partitions and row-
semistandard tableaux, but can be modified as we have done since the lemma depends on
neither of these restrictions. The statement and its notation can then be easily adapted to
multicompositions and the setting of the Ariki-Koike algebra: if A and p are multiparti-
tions of n and A € Jy(u, ) we consider the compositions a(1) and a(u) and the a(u)-tableau
a(A)-of type a(1), and use the fact that Ty = T'y(p).

Lemma 3.3.11. Let A and v be multipartitions with A <\v such that there is at least one
1<i<rwith |]A?| <|v?| and let S be a quasi-semistandard v-tableau of type A. Then

x2Tsuy =x,1uj{])((z(k) LD A + DI&E=Dp,

for an element h € €.
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Proof. By Corollary 3.3.9 and the fact that S is quasi-semistandard, we can write
x2Tsuy = xATR(k—l)uXu;r(k—n\/uk—l)h,

for some k' € 7#. By definition, u:(k—l)\)t(k—l) = [®=Dp" for some A" € 7 and so we can
rewrite this as
x,lTsu:; = x,lTR(k_l)uj{[(k_l)hNh/.

Applying Lemma 3.3.10 to Tgx-1), and recalling that , we have

(1) . . (1)
Tae-n= [| DG".)=D((Aw+1) Aw+1) [I DG".),
iZX(k)+l j:Z(k)"'z

where the first equality results from the fact that the first £ —1 components of ts-1) are
identical to those of t* and hence D(i*,i) = 1 for every i < A+ 1.

The product

pr(1)
[T DG*.J)
J=Aw+2
commutes with u; (®=D in its entirety since j > A+ 1 and so the result follows due to the
fact that _ .
D ((/l(k) * 1) A+ 1) - T(Z(k>+1)*—1 o Tz(k)"'sz(k)‘*'l
commutes with u7, but not necessarily with u} ((k=D), O

Note that D(Az)+1)*, Az)+1) = 1 when (A)+1)* = A)+1, so that x) Tsu = m[*~Dh for
some element & € 7. Our proof that mgy € J; is then complete in the cross-component
case if D(x*,x) can be expressed as a linear combination of elements of the form Dg)th and

(@Wp for h e H.

For this, we will need the following characterization of Dfis)t due to Lyle [38, Lemma 3.9]:
for m,a,b =0, define

(m,a,by:={i=(1,i2,...,ip):m+1<i1<ig<---<ip<m+a+b}.

If (a,b) is a composition, then

b
Cim;(a,b)= > []Dm+a+l,ip.
ie(m,a,b)l=1

Therefore,
t —
DE;,)t: > HD(Md,s)Jrl,iz), (3.9)
i€ (Aa-1,9,45,t) =1

for every (d,t,s) € def(A,0).
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Lemma 3.3.12. For 1 <! < p;(A), we have

Y EY k)~(k k
D (A(l,k) +1,Aq) + 1) = 05’1)3( ) . ‘D(l,i

1-1,1

(k) (k) (k)

- a1—1,101—2,1 h '01,1}”—1
(k) ~(k)

_02,101,1}12
(k)

—Omhl

_h07

where ho,h1,...,hj_1 € 7 and hg commutes with u
everyl<i<l-1.

Xl(k_l) and h; commutes with u; for

Proof. Ifl =1, then using (3.9) with s =% and ¢ =1 gives us

_ —) Adap+l
D (/1(1,]@) +1,A "+ 1) = D(lr)l - Z D (/1(1’}3) +1, i)
iZZ(k)+2
and we can take the sum on the right hand side as our (. Suppose then that the lemma
is true for some arbitrary value of /. Since

D (Z(l+1,k) + 1A + 1) =DAk+1.6)+ LAk + DDAk + L, Ag) +1)

and B
_ _ ) /l(l+1,k)+1 _
DAasip+ LAam+ D=0 1= 3, Dlarip+1LJ),
J=Aap+2
we have
) Ky _ ~(R) (k) (k)
D(/l(l+1,k) + 1L, A+ 1) = °l+1,1°z,1 .. .0171
®)~(R) * Aas1m+l _
071911701 _Z DAq+1,0)+1,0)
J=Aamt+2
&~ |~ Aasipt+l _
091911 ( %510~ _Z D(Aq+1,e)+1,)) | h2
J=Aap+2
@ |~ Aasrp+l .
=071 %511~ _Z DAgs1,py+1,7) | h1
J=Aapt2
) Agsrp+l _
%511~ _Z D(Aq+1,)+1,7) | ho.
J=Aap+2
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. . (k)
It is routine to check that 0 1411

for every x <k —1 and x < k respectively.

and ZD(X(HL/@) +1,) both commute with D(kib(k) ---D(lki

x,1 x-1,1

That

*) Aasiptl
Dl+l,1_ Z D(/l(l+l,k)+19.])
j:ﬂ,(l,k)+2

commutes with u}[(k_l) follows from both terms being elements of the symmetric group

acting on the set {Z(l,k) +1,... ,X(l+1,k)}- The given expression can then be written in terms
of generators T'; of 57 with i # Ag) + 1. O

Recall that when S is a quasi-semistandard v-tableau of type A, we have
Tsul = uiD((Agy + 1), Ay + DIEVh, (3.10)

for some h € 7. We now show that we can rewrite the right hand side of (3.10) in the
form we need in order to show that mgy € J, in the cross-component case.
Lemma 3.3.13. Let S be a quasi-semistandard v-tableau of type A and let

uI DAy + D", Agy + DIED

be as in (3.10). Then there is some [ with 1<1 < py(A) such that
. _ -1
u;D((/l(k) +1)*, A + DI = uz Z ria(il,el)hi _ [(k_l)hb
i=1

for hy,hY,...,h;_ € and r; €F.

Proof. Since S is quasi-semistandard, the A-tableau ty;_1) defined previously is row-
standard. We also have, by definition that the first £—1 components of tz_1) are identical
to those of t*. Hence we have that the entry (A¢;) + 1)* appears at the beginning of a par-
ticular row of component &; hence, D(x*,x) is of the form

D (%(l—l,k) + I,X(k) + 1)

for some [ with 1 <1 < p3(1); in fact, [ is the number of the row containing (Z(k) +1).
The statement now follows from Lemma 3.3.12. Indeed, by definition ngl) commutes with

uz for all values of i, and so, using the notation in Lemma 3.3.12, we can take

1~k (k)
;=" o

By
i-1,1% 921" 01 1P

foreach 1<i<I-1, and (= ho. O

Proposition 3.3.14. Let A and u be multipartitions of n with A <\v and such that there is
at least one 1< i <r with I\ < v If S€ J,0(v,A), then mgy € J).
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Proof. If S is a quasi-semistandard, then Lemma 3.3.3 and Lemma 3.3.11 shows that we

can write mgy as _ _
u DAy + D%, Ay + DIEDh

for some h € 7. Applying Lemma 3.3.13 then completes the proof. O

3.3.3 Generating M n7#*
Recall that we take J, to be generated as a right ideal of .77 by the sets

D) = {madl):(d,t,5) € defir,0)}  and LV ={mal®):s € def(a, D}

Let A and v be compositions of n and let S € 9,(u, 1). A useful result from the representa-
tion theory of the Iwahori-Hecke Algebra of type A [39, 4.6] is that

Y. yaTx=hyy (3.11)
x(—:@y
v(ttx)=T

for some h € .7;,. Using this ability to regard certain constructions in .7# as objects in .77;,
and properties of the latter algebra, showing that J is contained in M*n A is relatively
straight forward.

Lemma 3.3.15. For every r-multipartition A of n

Mt

Proof. Fixing (d,t,s) € def(1,0), let v = A-Og)t and consider m,lbf;)t. The terms OS)t and u;[

commute with one another, since u) = ujl and Dg)t € 7°(6S,); hence,

m,lbfis’)t = (x;mils,)t) uj.

Let S be the row-semistandard A-tableau of type v derived from T* by changing the first ¢
entries in row d + 1 of component s from (d + 1, s) to (d,s). We have

avg,=x Y Te=yaw 2 Tu
’ xE@A x(—:@aw
v(ttx)=8 a(V)t*Px)=a(s)

and so, by (3.11),
m,mii)t = hyamuy = hxyu, =hm,

for some h € 77;,; thus, mmils)t € M} n 77 since v dominates 1.
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Now fix s € def(A,) and let v = A- (). If S is the row-semistandard A-tableau of type v
derived from T* by changing the entry in the first node of the first row of component s + 1
from (1,s+1) to (ps(1) +1,s), then

Y T.=1,
xE.@A
v(t*x)=8
and so, again by (3.11), we have
x) =hx,

for an element h € /. Since u} ) = u} and A <v we have that m;[®) = xju} = hayuf =
hm, € M* rn%m, as required.

O

We may now prove the main result of this chapter by collecting together the most import-
ant results so far encountered in this chapter.
Theorem 3.3.16. Let J) be the right ideal of 77, ,, generated by the sets

D) ={m 0%} : (d, £,5) € defi, )}

and
L) = {m,ﬂ(s) .s e def(A, [)}.

Then 3y = M* n .
Proof. By Lemma 3.3.1, the right ideal M* n.#? is free as an F-module with basis
{ms¢:S € IJpy(v,A),te Std(v) for v a multipartition with A <1v}.

Proposition 3.3.14 shows us that mgy € J) whenever there exists some 1 <i <r such that
AD] # Iv(i)l, whilst Lemma 3.3.7 does the same for the case where || = |[v®| for every
1 <i < r; therefore, M*n SN < J). Lemma 3.3.15 then completes the proof, since its
conclusion is that J; € M* n .52 for every multipartition A. O

Via our discussion in the introduction to this chapter, we immediately have the (import-
ant) corollary of this result.

Corollary 3.3.17. Let © : M* — S be a homomorphism. Then the following are equival-
ent:

* ©(mph)=0 for every h € 5. , with myh € JC;
* 0 (mgbfis)t) =0 for every (d, t,s) € def(1,0) and © (m£°)) = 0 for every s € def(A, ); and

* O factors through S*.
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3.4 Homomorphisms and Quasi-Semistandard Tableaux

Before we continue on to constructing homomorphisms in the next chapter, we provide
a useful consequence of the proof of Theorem 3.3.16. As we saw in Section 2.4, every
semistandard tableaux S € Jy(u, 1) determines a homomorphism Og : M* — S%; in this
section we prove that the same is true of quasi-semistandard tableaux. Recall that M*
is the image of M? under the anti-isomorphism * : 5 — ; that is, M}* = /#m,.
Lemma 3.4.1 ([21, Corollary 5.17]). Suppose that A and p are multicompositions of n.
Then Hom y(M*, M*) = MM n M* via the map ¢ — @(m)).

The following proposition and its corollary establishes the property of being quasi-semistandard
as a sufficient condition for a row-semistandard tableau in 9 (u, 1) to determine an ele-
ment of Hom (M A,M ) and Hom, (M A,S H) respectively.

Proposition 3.4.2. Let A and p be multipartitions of n with A <y and let S be a row-
semistandard u-tableau of type A. Setting

Os(mph)=|#"+my, Y Tae |k
seRStd(u)
Ms)=8

for each h € A defines a homomorphism from M? to S* whenever S satisfies (3.4), i.e.
when S is quasi-semistandard..

Proof. By Propositions 3.3.14 and 3.3.7, we have that mgy € M A hence, mgy € M* N

m,. Applying the anti-isomorphism * : 7 — 7 to mgy yields mug € 7myn M¥. The
remainder follows from Lemma 3.4.1. |
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Chapter 4

One Node Homomorphisms

4.1 Chapter Introduction

Before introducing this chapter, which for the most part concerns a very specific class
of multipartitions, we provide a couple of more generally applicable results. Let A and
¢ be multipartitions such that A <y, and recall that each quasi-semistandard tableau
S € J0,-(u,1) determines a homomorphism Og : M A St via

Os(mah) = +my, Y Tyeh.

seRStd(p)
AMs)=S
Definition 4.1.1. Let Q(Sx ) be the sequence
(x,9) o(x,) (x,y)
S(l,l)’ S(2,1)’ e S(p1(7t),1)’
(x,y) lx,y) (x,y)
S(1,2)’ S(2,2)’ e S(pz(/l),2)’

x,y) ox,y) (x,5)
S(l,r) ) S(Z,r) geeey S(pr(A)J‘).

The first result of this chapter serves a similar purpose to that of Lemma 3.3.3 in the
previous chapter, in so much as it expresses an object in which we'’re interested in a form
more suited to our aims.

If A and p are multicompositions with A <y, and S is a pu-tableau of type A, we set first(S) to
be the ‘largest’ u-tableau such that A(first(S)) = S in the dominance ordering on p-tableaux.
More intuitively, first(S) is the u-tableau such that

e A(first(S)) =S, and
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e if i and j both appear in the same row of t* and i < j, then i appears in first(S)
occupying a node of [¢] higher than that occupied by ;.
Lemma 4.1.1. Let u and A be multicompositions of n with A <y, and let S be a y-tableau
of type A. Then
—s) g
my Y, Tawy=muTagstsy [] C (/11‘1-1 1 Qi)~

seRStd(w) i=(i1,iz)
AMs)=S

Proof. Immediate from the definitions. O

Our second result calculates Og (m Abfis)t) for each (d,t,s) € def(A,0) in terms of a linear

combination of elements Ox(m.), where v = /I~Df;,)t and X € 9 -(u, V). Its statement requires
us to first expand some of the notation established in the previous chapter.

Definition 4.1.2. If 1 and p are multicomposition and S € I (u, 1), let S(:i’y ) be the number
of entries of the form (x, y) occupying a node of S lower than i.

Proposition 4.1.2 ([38, Proposition 2.7]). Let A and u be multipartitions of n with 1 <1y
and fix an element (d,t,s) of def(1,0). Suppose that S is a semistandard p-tableau of type
A and let of be the set of row—semistandard p-tableau of type v = )L-Df;’)t obtained from S by
replacing t entries of the form (d + 1,s) with (d,s). Then each X € &/ is quasi-semistandard
and hence Ox defined in (3.3.10) is a homomorphism M" — SH. Moreover,

x\d®)
sl

1

Ed,s)_sfd,s)

d,s
Os (mabff,)t)z > (qusii s
1

)G)X(mv)7

where 1 runs over the rows in S.

Proof. By the discussion above, we may write

% Y Taw=Yew 2,  Tdae)-
seStd(p) a(s)eRStd(a(w))
Ms)=S a(M(a(s))=a(s)

This defines a homomorphism N*W — N®#  where these are the ‘type A’ permutation
modules described in Definition 2.6.2, by [39, Equation 4.6]. Working in type A, we can
adapt the proof of [38, Proposition 2.7] almost immediately; namely, by applying the anti-
isomorphism = to [37, Proposition 2.14]. O

Example 13. Let 1 =((3,2,2,1),(2,1)) and p=((4,3,2),(2)), and let S be given by

1[11]1,[24)]
S=1121121/31 ,‘12‘12‘ .

31141

Then
Os (madly) = (1+q +g2Ox, (my) + O, (m,),
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where

11 11 11 22‘ 11 11 11 22‘
X1=112121/21 ,‘12‘12‘ and Xo=1121/121]31 ,‘12‘12‘ .
31 41 21 41

Notice that the tableaux X € 99 (i, V) referred to in Proposition 4.1.2 are not necessarily
semistandard, and so the various Oy involved in each linear combination may not be
linearly independent. This leads to the possibility that such a combination is in fact zero.
In order to address this complication, much of this chapter is dedicated to expressing each
Oy in terms of semistandard (and hence linearly independent) homomorphisms.

In [18], Fayers provided an algorithm for expressing homomorphisms Og : S* — M* in
type A that are indexed by non-semistandard tableaux as a linear combination of semistand-
ard homomorphisms. Unfortunately, we cannot presently make use of this algorithm even
in type A due to the differences between the Specht modules appearing in that paper,
which are the Specht modules in the sense of [10] that we discuss as the beginning of
Chapter 3, and the Specht modules that arise as a result of the cellular basis we work
with here. However, the author is currently working with Lyle in the hope that we will be
able to fully generalize [18] to the setting of the Ariki-Koike algebra.

For the remainder of this chapter, we apply the results from the previous one to construct
homomorphisms between certain pairs of Specht modules for the Ariki-Koike algebra with
r =2 (otherwise known as the Iwahori-Hecke algebra of type B. Suppose that 1 and u are
bipartitions such that A <y and

p= (A0 AP 41,20 )L (A2, AP -1, a8 ) 4.1)

for a given pair of integers i and j. In other words, ¢ and A are such that [u] can be
formed from [A] by removing a single node from the second component and adding it to
the first. When p is related to A in this way we will call a homomorphism © : M* —
SH a one-node homomorphism, these forming the focus of this chapter. We will actually
concentrate on the case where i =1 and j = pa(1), from which the more general case can
be inferred.

4.2 Characterizing Tableaux

With A and p multipartitions and as specified at the end of section 4.1, here we collect
a number of properties of semistandard p-tableaux of type A. This will culminate in a
characterisation of such tableaux in terms of the entries occupying a certain class of nodes
of [u].

Lemma 4.2.1. If Se€ Jy(u, L), then there is exactly one node n € [,u(l)] such that S(n) = (i,2),
for some 1 <i < pa(A).

Proof. There are exactly [AP| = |uV| — 1 entries of the form (x,1) appearing in S. All
of these must occur in the first component if S is to be semistandard, leaving precisely
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one unoccupied node n € [,u(l)]. The proof of the lemma is then complete, since there are
AV = Ip(l)l + 1 of entries of the form (i,2) and the same number of nodes of [u] yet to be
assigned an entry by S. O

The following lemma demonstrates that every semistandard p-tableau of type A is com-
pletely determined by which entries occupy nodes in the set

&, = {(i,j,k)e [u] :j=,u§k)}.

Since the elements of this set depend only on the values taken by a = (i,k), we write
(i,,u(ik),k) as ey.
Lemma 4.2.2. Let S € Jo(u,A). Then S(i, j,k) = (i, k) for every (i, j,k) € [p] with j # puP.

Proof. The first row of S must contain all of those entries of the form (1,1). Were this not
the case, our assumption that S is semistandard would be contradicted as there would be
at least one such entry in either:

* a lower row of the first component, violating condition 2 of Definition 2.4.2; or

* alower component than the first, violating condition 3.
Since u(ll) = )L(ll) +1 and S is row-semistandard, there is precisely one node occupied by an
entry other than (1,1) and this node must be situated at the end of the row; therefore, the

lemma holds when (z,2) =(1,1) .

Now let (i,%k) be such that (1,1) < (i,£). If the lemma holds for every row x and every
component z such that (x,2z) < (i, %), then, by either condition 2 or condition 3 of Definition
2.4.2, each entry of the form (x, z) occupies a node higher than row i of component .. There
are

i-1
(k-1) (k)
24D+ 3 2
=1
such entries and D)
i
’/1(""‘1)’ + Y AP +1
=1

possible nodes they can occupy, and so there is at most one entry of the form (i, %) occupy-

ing one of these available nodes. Employing a similar argument, the Agk) = ugk) nodes of

row i in component % contain at least /lgk) —1 instances of this entry. The lemma now
follows since the remaining entry in this row is equal to or greater than (i,k) and S is
row-semistandard. O

We shall prove that S is in fact completely determined by the set of nodes e, where a =
(i,k) is such that either:

* [ <pr(p) and (i +1,k) <S(ey); or
* i =pp(u) and (1,k +1) < S(ea).

54



We denote this set &s.
Example 14. Let 1 =((4,3,2,1),(3,2,1,1)) and pu=((5,3,2,1),(3,2,1)), and let S € To(u,A)
be given by

LIL LY o
_ | 121121121
S »|29/49
31141 3
2] 192]
In this case, &5 =1{(1,5,1),(4,1,1),(2,2,2)}.
If instead S is given by
14)19)14 11‘21‘ 15|19 22‘
_ | 2121)31
S »129|39 )
31141 4
Q =2

then &s = @.
Lemma 4.2.3. Let Se€ Jo(u,A) and let j, ke N? be such that ej,ex € &s; then S(ej) < S(ex) if
and only if j <k

Proof. Suppose that S(ej) < S(ex) and k <j. If j = (j1,/2), then there are exactly
Je .
jo— (j2)
|'u(J2 1)‘ + Z”ij2 1
i=1

nodes of [u2] higher than ej. Moreover, since p(ll) = /1(11) +1and p® =22 for all (x,2) #(1,1)
and (x,z) # (p2(1),2), this is also the number of entries in S that are less than or equal
to (j1,j2). That S is semistandard means that all such nodes must be occupied by these
entries and, since ey is higher than ey, this contradicts our assumption that S(e;) < S(ex).

Conversely, suppose that j <k and that k =(k1,%2). Then, by similar reasoning, all nodes
higher than ek are occupied by entries less than or equal to (k1,k2); therefore, S(e;j) <
(k1,k2) < S(ek). O

Proving that S is completely determined by the entries it maps to each node of the set &5
depends on describing how S assigns entries to the remaining nodes of [u]. Lemma 4.2.2
already accomplishes this for those nodes not appearing at the ends of the rows of [ 1], and
so we now focus on those nodes that do.

Proposition 4.2.4. Let S be a semistandard p-tableau of type A and let k = (k1,k2) for
l1<ko<2and 1=<ky<pa(u):

1. we have
(k1 +1,k2) if k1 <pp,(A)
S(ek) = )
(1,k2+1) lf k1=pk2()t) and k2=1

whenever

(a) k<minfj:ej€&s},
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2.

(b) S(ej) <k <minfl:ej € & and S(ej) < ey} for j such that ej € &s, or

(c) S(ej) <k < (p2(R),2) for j such that S(ej) # (p2(1),2) and j = max{l : e € &}
(should such a value j exist);

S(ex) = (k1,k2) whenever j <k < S(ej) for any j such that ej € Es; and

3. If k=(p2(A),2), then S(ex) = (p2(1),2).

Proof. For the first part of the lemma we prove only (a) in the case where k1 < pg,(1),
the remainder of 1. and the remaining case being sufficiently similar to this to warrant
omission.

1.

2.

(a) Suppose that k < min{j : ej € &s}; therefore, S(ex) is equal to either (k1,k2) or
(k1+1,k2). The first row of the first component of [¢] consists of ,u(ll) = /1(11) +1
nodes, /1(11) of which being assigned by entries of the form (1,1) by S. Since S is
semistandard, S(ex) = (2,1) if k = (1,1). If k #(1,1) and the statement is true
for all 1 <k, then there are

ky
ko—1 (k2)
|#( 2 )|+Z'ui2 -1
i=1

nodes higher than ex and these must all be assigned entries less than or equal
to k. In particular, these include all possible instances of k: S(ew,-1.2,) =k

and there are H;ekf) — 1 further instances of k occupying the nodes of row k1,

component kg, giving a total of ug?) = )LZ?) entries. Therefore S(ex) # k and
hence S(ex) = (k1 +1,k9).

Our proof is essentially the same as that of 1. (a). Suppose that j = (j1,j2) is such
that ej € & and that j <k < S(ej). There are

Gom| L & G
’u“ ‘+Zui2—1
i=1

nodes higher than j and the same number of entries less than or equal to j. Since
S(ej) #j and S, these nodes must occupy the nodes in question. There are now two
possibilities to consider: either ji = pj,(u) or j1 < pj,(u). Since the proof proceeds
in an identical fashion for both possibilities, we will omit the latter case. If k =
(j1+1,j2), then S(ej) # k and, since S is semistandard, row ji + 1 of component jg
contains all entries of the form k that appear in S. There are /ISJI 2 such entries and
,u;J 2 = /IYZ 2); therefore S(ek) = k. Our inductive step mimics that of 1. (a), completing
the proof. ]

We conclude this section by remarking that each of its results apply, subject to changing
some of the entries, to the more general case when p is given by (4.1): Fix positive integers
k< p1(A) and j < po(A). If pY = AV for all 1< <, then S(;,1) = (i,1). Similarly, if

56



'ugz) = /152) for all j <i < pa(A), then S(i,2) = (i,2). In this way, the set &5 still completely
determines S.

4.3 Describing Homomorphisms

We now use the results of the previous subsection to refine our description of semistand-
ard homomorphisms Og : M* — S*. A great deal of the most important aspect of this
description depends solely upon the images of the elements of & under S.

Definition 4.3.1. Let j =(j1,/2) be such that e; € &s. If S(ej) = (x, y), define a; = t#(e;) and
—()

(.Uj = Ax—l +1.

Additionally, for integers 1 <a,b <n-—1, set 5‘ (a,b)=TyTy+1---Tp_1, adopting the con-
vention that 7 (a,b) = 1 whenever a = b.

Proposition 4.3.1. Let S be a row-semistandard p-tableau of type A. Then

Os(mh) = (a%b#"‘mu [1 T (a5,05) T1 C(Z?f—)l : le)

je&s i=(i1,iz)

h,

where 1<ig<2and 1<iy=<pi,(A), forall he .

Proof. By Lemma 4.1.1

> —(ig)
Os(mah) = (%”“ +muTagesusy [1 C(A0: Qf)) h,
i=(i1,12)
and so we must show that

H f’ (aj,wj) = Ta(first(s))-
je&s

Suppose that j = (j1,/2) is any node with e; € &. By definition, d(first(S)) sends a; to

the smallest integer in row x; of component xo of the tableau t* with (x1,x2) = S(ej). By
Lemma 4.2.3 and the definition of first(S)

d(first(S)): aj— wj— wj—1— - — aj + 1~ aj.
If k is minimal such that ey € &5 and j <k, then, again by Lemma 4.2.3,
d(first(S)):i—i
for all integers i. Hence d(first(S)) consists of disjoint cycles
(aj, 05,05 - L,w05-2,...,a5+1),

for every j € &s. O
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Example 15. Let A =((3,2,1),(2,2,1)) and p=((4,2,1),(2,2)), and let S € Ty(u, L) be given

by
11[14[14]29)]
151
s=(2121 ,2232 )
31 22

We have s ={(1,1)}, a@,1) =4, and we,1) =9, and so T (a(z,1), we,1) = T45,6,7,8 and Os(m,) =
JOH + muT47576,778(1 + Tg).

The subsequent lemma lays out some useful properties of the description of Os(m i) given
in Proposition 4.3.1.

Lemma 4.3.2. Let S be a semistandard p-tableau of type A and let j = (j1,j2) and k =
(k1,k2) be elements of &s. If j #K, then:

1. T (aj,w;) and T (ak,wx) commute with one another;

j —(k
2. C(Z%Z) :QJ.S) and C(/1§e 12) :le{) commute with one another; and

- —(k
3. T (aj,w;) and C (/1212) : le{) commute with one another.

Furthermore, if j is not the unique node of [ul] for which S is occupied by an entry of the
form (0,2) and k # (1,2), then the element [V = (Lpowj4+1 — Q2) commutes with both

T (aj,w;) and C(Xﬁff) :Q3).

Proof. 1. That f‘ (aj,w;) and f?’ (ax,wx) commute follows immediately from the fact
that their indexing permutations are disjoint; see the proof of Proposition 4.3.1.

2. The permutations indexing the terms of C(ny_)l : Q?) are all elements of the sym-

metric group on {/1(»112_)1 +1,... ,Tw} whilst those indexing the terms of C(I;e 12_)1 : le()

J J1
k k
are elements of that on the set {1212_)1 +1,... ,1212)}.

3. Our proof proceeds in a similar fashion to the previous two cases: we need only the
additional observation that i
) s
Cc(21:0f) =1
for all i = (i1,72) with j <i < S(ej). This follows from the fact that all entries of the
form (i1,i9) are confined to a single row of S, by Proposition 4.2.4. O

A consequence of Lemma 4.3.2 is that we can rewrite our semistandard homomorphisms
in a form which is much more convenient for computing the action of Os (m 1[(1)).

Corollary 4.3.3. Let S be a semistandard p-tableau of type A, Then

Os (mal®) = ¥+ my T (an,0m) C (1171 QF )| s,
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where _ i)
hs=T1 Ty [ C(x7:05).

Jebs i=(11,i2)#(1,2)
j#n
Proof. An immediate consequence of Lemma 4.3.2. O

4.4 The Image of m I’ under a Semistandard Homomorph-
ism
Our intention here is to provide an analogue of Proposition 4.1.2 for the elements m ;).

Even in the case we consider, where 1 and A are identical bar the position of a single node,
this is so much more lengthy and technical than the proof of Proposition 4.1.2.

We begin with the following lemma specifying how the Jucys-Murphy element L; acts on
the generators T'; and T, 1.
Lemma 4.4.1. Recall that L; = q1_lTi—1,i—2,‘..,1,0,1,...,i—2,i—1- Foralll<i<n:

1. TiLiy1=(q—DL;1+L;T;;
2. TiL;=L;j1T; - (q—1DL;41;
3. TiL; =L,;T; whenever j#iori-1, and

4. let a and b be positive integers with a < b, then is equal to

LoT(a,b)+(g- DXl L T(a,j-DTGb) ifb=i,
T(a,b)L; ={L;1 ’?(a,b)—(q —1L;+1 f?“(a,i)f“(i+ 1,b) ifb>ianda<i,

LiT(a,b) ifb<iora>i

Proof. 1., 2., and 3. follow immediately from direct calculation, and the latter two state-
ments of the fourth part are an immediate consequence of these. That

- - i-1 - -
T(a,i-1)L; =L, T(a,i-D+(q-1)) L;T(a,j-1T(,i-1)

j=a
follows from repeated application of 1. O
Fix S € 99(u,A) and, as in the previous section, let n = (n1,n9,n3) be the unique node in
the first component of [u] for which S(n1,n2,n3) = (x,2), where x is a positive integer with

1 <x < pa(A). The form taken by Og(m 1 1D) depends on whether or not x = 1, and so we
consider each of these two cases in turn.
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The case where x =1: For 1<z<pi(A)—niandv=A7- (D define tableaux Wy, W, €
I (u,v) by

i 0={ Y et 2
and
(p1 (V) +1,1) if (3, 0) = (m1+ 2,10, 1),
Welisjs k)= S(n1+2,40),,,1) i G k) =, (4.3)
S(i,j,k) otherwise

for all (i, j, k) € [u]. Wo and, for all specified values of z, W, satisfy the hypothesis of Propos-
ition 3.4.2, and so define homomorphisms BOy,,0y, : MV — S¥. We explicitly describe this
homomorphism below.

Lemma 4.4.2.

> e —(i2)
O, (mvh) = (%”“+mu [T 7@ T C(T2 :Qis))h
je&s i#(1,2)
and
> e e —(1) =
Oy, (myh) = (%ﬂ“ +my H T (aj,w;) T (an,/ln1+z_l + 1) T (P‘(nll)+z’w“)
je&s\{n}
—(i2)

x ] c(%

i1— nit+z— sMni+z T
i#(1,2)

1:05)C (T amy 1AL 1))h
for every h € J.

Proof. The tableau Wy is constructed from S by relabelling the single entry of the form
(1,2) appearing in the first component as (p1(1)+1,1). Hence

Tatirstio) = Tdirst(s) = H T (aj, w;).
jeé&s
By definition, if i € [¢] is such that S(i) # (1,2), then S(i) = Wo(i); therefore,

c(xy 08 ) =c(2(?) k)

for all i # (1,2). Also, since the entries of the form 15 are all confined to the first row of the
second component of Wy, we have

1.

D). W
c(a®r:af,)
This proves the first part of the proposition.
For the second part, first(S)(i) = first(W,)(i) for every i # n and i # e(,,+,,1). Applying a
similar argument as in the proof of Proposition 4.3.1 then yields

- - —(1) ~(_Q1
Tagirstar) =[] T(ajawj)T(aanﬁz_ﬁl)T(u%f+z,wn).
je&s\in}
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Additionally, by the construction of W,,
—(is) —(is) :
oA 2i:0f)=c (A2 0f)

whenever 1 #(1,2) ori# (n1+2,1). Since

@M.o% | =
C (M | '9(1,2)) =1,
we are left with only
=0 s =0,
C (An1+z—1 : Q(nﬁ-z,l)) and C (An1+z—1 : Q(n1+z,1))

to consider. By Lemma 4.2.4, all entries of this form (n1 + z,1) are contained in the same

row of S, and so
—(1)

C(Aneam1 1 9, o) =1

On the other hand, in W, one entry of the form (n; +2,1) appears as W,(e,), with the
remaining ALY _1 entries all appearing in row nj + z; hence,

ni+z
7D G _o[7Y 10
C (An1+zfl . Q(n1+zy1)) =C (A’nl‘*’Z*l 01, An1+z - 1) .
Combining these observations yields the stated expression for Oy, (m.). O

We can write

, — - —(iz)
@Wo(mv):%H+mﬂT(an,wn) H T(aj,wj) H C(A’Lllz—l'gf)
jeés i£(1,2)
j#n

:f?”+mﬂf’(an,wn)hs 4.4)
and
> pd —(1) -
O, (my) =" +m, T (an, Apyrz—1+ 1) T (ﬁ(nll)Jrz,wn)

x hsc(i(” 11,40, -1). (4.5)

nit+z— rn1+z

—(1) 1 —(1) W,
We let hy, denote hgC (Anﬁz_l 1,20, — 1) =hsC (An1+z_1 : Q(n1+z,1))‘

’'"n1+z

We will show that Og(m 1) can be expressed as a linear combination of Oy,(m) and,
for each z with 1 <z < p1(1) —n1, By,(m,). In order to simplify the proof, we need the
following three results.
Lemma 4.4.3. _

My T (an, AP+ 1) (Lo 40 — Q2) € S

Proof. T (an, 1AV + 1) and (Ljxwj42 — Q2) commute with one another, and, by the remark
following Proposition 2.3.2, we have m L w9 = muLm 1 =Q2m, mod . O
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Lemma 4.4.4.

A(Z) 1
(g - DQ2my T (an,IAD] + DLy 12 Z T (1AV)+2,1A% + 1+) (4.6)
is equal to
2)_ -
(""" = 1)@z, T (an, 1AV 4 1)
modulo F°M.

Proof. The term f?‘ (@n,|AP] + 1) commutes past everything that appears to its right in
(4.6), and m L@, = Q2m; hence, equation (4.6) is equal to

AP-1
(- 1DQam, Z T (1A01+2,1A%1+ 1+3) T (@n, AP+ 1). 4.7)

By [39, Corollary 3.4] m, T (IA]+2,IAD| +1+i) = ¢/*1"2m,, for every 1<i<1® -1
Therefore, (4.7) is in turn equal to

AP -2

(q- 1)Q2( Y g )muT(an,M(DHl) O

y=0

Lemma 4.4.5. For every ni+1<y<p1(p),

=)
Ky

my Y T(ank=-DT (kIAP1+1)Ly (4.8)
k:ﬂ‘y{)ﬁl

is equal to

—m
_ — —1) A 1) y 1 —1)
¢ IQumy T (an 4yl +1) T (B A1 +1) Y T (N2 +1,k-1)
-0
k=A, ;+2
modulo JO.

Proof. Using Proposition 2.3.2 to evaluate m L, for each k, we have that (4.8) is equal to

=)
Hy

my Y. @"7QiT (ank-DT (k,1AV1+1). (4.9)

k= ﬁ(yl)1+1
Writing T (k IAD] 4+ 1) as T (k ,Lt(l)) f; ( ) JAD 1) and observing that
T (an, k=D T (k,EP) =T (k7] T (@n, k- 1),
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yields
mu T (an, k- DT Gk, BD) = ¢ Fm, T (an, k- 1).
Substituting this into (4.9) then allows us to write (4.8) as

—(1)
o8
(1) e - (_
¢ Qumy Y. T(ank-DT (ED,ADV1+1), (4.10)
k=17 41

-1
and, since u(l) = A;_)l +1 we have that

T (ank—1)= T(an’ ;1)1)T(—(y1>1,k 1)

=T (am, Ayy +1) T (A2 + 1,k -1)

Moreover, T (A 1+ 1,k- 1) and T (,ugvl), AD] + 1) commute for all stated values of 2. Ap-
plying this fact to (4.10) then yields
(1) - 1 -
4.8)="" Qum,, T (an, Ayy +1) T (B, 11D +1)

1(1)+1

i (1)
x Y TR +LE-1),
h=Ty 142
as required. O
With the previous three lemmas in place, we're now ready to precisely describe the image
of m I under Og for a given S € Jy(u,A).
Proposition 4.4.6. Let S€ Jo(u,A) and let v=271- (D, Then

Og (m,ll(l)) (res#(n) res; (1,1(12),2)) Oy, (m.)
p1(p)—nq "
+(g—-1) Z res, (nl +z,u§ll+z, 1) Oy, (my).
z=1
Proof. By Corollary 4.3.3, we have
O3 (mal®) = A4+ my T (am,0n) C (IAV]:OF )| Vs

and so we begin by considering

M T (an,0n) C(IA]: 0 )| (P,
By the definition of S and the fact that S(n) = (1,2),

(M(DI 9(12) (I/l(l)l 1,02 - 1)
AP-1

=1+ 3 T(AP1+ 1,1+ 1+4).
=1
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Multiplying on the right by (‘) and applying the fourth part of Lemma 4.4.1 gives us that
C(IA®1: Q5 ,)) (¥
is equal to

1

AP-1
(L|A<1>|+1—Q2)+((L|;L(1>|+2—Q2) )y T(m(1’|+1,m‘1’|+1+i))
i=1

A1
—((q—l)pr|+2 Y T(IA(1)|+2,|/1(1)|+1+i)).
i=1

By Lemma 4.4.3 and Lemma 4.4.4 respectively, multiplying on the left by m ;’ (an,wn),
and noting that wy, = IAD] + 1, has the result that the second term is killed off and the
third term gives us

(2) e
~ (¢ = 1)@amy ¥ T (an, AP+ 1),
=1

As for the first term, a consequence of Lemma 4.4.1 is that

my f‘ (cxn,wn) (L|/1(1)|+1 —Qz) =my (La'n —Qz) E’ (an,wn) (4.11)
AD|—an+1 - -
+g-Dmy Y Lays; T(@man+j-1)T (an +7,1A0)+ 1) (4.12)
j=1

Fix an integer z with 1 <z < p;(u) —n1 and set y =n1 +z so that (4.12) is equal to

p1(W) iy’

(g-Dmy Y Y LpT(ank-DT (k1AP+1).
x=ni+1 k:ﬁ(yl—)1+1

Lemma 4.4.5 then gives us that Og(m ) is equal to

@ _ -
mu(Lay — 0" 7'Q2) T (an,0n)hs

p+1(w (1) - —(1) -
+(q—1)( Y " Y Qum T (a2, s +1) T (P, 101 +1)
x=n1+1
Z(yl)ﬂ —
x ¥ T(ha+Lk-1)hs|.
k:al,)1+2

Comparison with (4.4) and (4.5) then completes our proof since:

—(1)
A, +1 ~ (—(1) A0 B ]
) zk=1§1_)1+2 T (Ay—l tLk- 1) hs=C (Ay—l ' Q(y,l)) hs = hu.;

* myuLgy, =resy(m)m, mod S
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o ¢"1Qy =res)(1,1,2); and

w_
o ghy le:resﬂ((n1+2,p(nll)+z,1)). O

With this case complete, we now turn our attention to the case where S(e,) = (x,2) and
x # 1. This case is simpler than the last, in terms of both statement its proof. One way of
thinking about both is that [V ‘acts’ on the tableau S thus, as we shall see in Proposition
4.4.8

e if (x,2) = (1,2), then [V gradually moves (x,2) row by row down through its initial
position in S; and

e if (x,2) > (1,2), then [V swaps the positions of (x,2) and an entry of the form (1,2)
such that the resulting tableau is row-semistandard.

The case where 1 <x: Define the y—tableau U of type v = A- (V) by

(p1(M)+1,1) if(i,j,k)=n,
UG, 7,k =4 (x,2) if .7, k) = (1,42, 2), (4.13)
S(i,j,k) otherwise.

Like Wy and W,, this tableau satisfies Proposition 3.4.2, and so Oy : MV — S* is a homo-

morphism.
Lemma 4.4.7. Let v=A-1V. Then

Ou(myh)= " +m, ] f(aj,wj).’f‘(anﬁ(Z)H) f‘(ﬁ?),wj)
je&s\{n}
< T1 C(Z(i’f_)l 05
i#(1,2)

forall he 7.

Proof. This is very similar to the proof of Lemma 4.4.2, and so we only provide a sketch
proof. Since all of the 1(12) — 1 entries of the form (1,2) in U reside in the first row of the
second component, we have

D). _
c(1A®1: 0l 5) = 1.
Now consider entries of the form (x,2). In S we see that

(1,2) (x,2) (x,2)°
Thus —(2) s —(2) U
c ()Lx_l : Q(xz)) =C ()Lx_l : Qm)) .
Equality of the remaining terms follows immediately from the definition of U. O
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As a result of this lemma, we can in this case write
> - —(2) —
Ou(ma) =" +m, T (an, 2 +1) T (B, 05) hs. (4.14)
Our next result concludes this subsection, expressing Og(m 1 [() in terms of Oy(m,) when
S(ep)=(x,2)forx>1.
Proposition 4.4.8. Let S be a semistandard p-tableau of type A. Then

Os (m A[(l’) = —(g — Dres,(e(1,2)Oy(m.).

Proof. By Lemma 4.2.4, all entries of the form (1,2) occupy the first row of the second
component of S whenever 1 < x, hence

C(1A V10 ) =1

and so Corollary 4.3.3 means that we need only consider m f?‘ (atn, wn)IV. By part 4 of
Lemma 4.4.1 we have

T(anawn)[) (Lpwire— Qz)T(an,a)n)
(g - DLpopn T (an, AV1+1) T 1AV +2,08),

and evaluating m L w9 = myL,w 1 = Q2m gives us that
mu T (e, 0n)P = ~(q = DQamy, T (e, A1+ 1) T (1101 +2,0n)
Taking ANV +2= I,u(l)l +1 we can rewrite f; AV +2, wy) as
(|”(1)| ‘1 u(2)) T (N(12)’wn)
Using this, along with the fact that f?‘ (I ,u(l)l + l,ﬁ(12)) commutes with ;‘ (an, AD] + 1) and
T (16V1+ LD € {Ty € 2 :we &,

we have

- (2) _ -
My T (@, 0n) Phs = (g = g 1 Qomy, T an, 1AV +1) T (B2, wn) s
=—(q — Dres,(e,2)m, T (an, 12D + 1) (u(lz),wn) hs.

The statement then follows immediately from Lemma 4.4.7 and comparison with (4.14).
O
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Example 16. Let A =((2,1),(1,1)) and u=((3,1),(1)), and let S1,S2 € T (u,A) be given by

1= (B ) ana s, = (L0022 ).

Then, lf@ = @Sl + G)Sz

= =

‘l\'.JH
—

0(m1lV) = (¢°Q1 - 4@2) Ox(m,) + (g - Dg ' Q10x(m.),

where

—

111 111112
X:(21 131,) and Y=(3 1] 1’)_

4.5 Manipulating Maps: Semi-standardization

To recap, we can now calculate Og (m Abfis)t) and Og (m ,1[(3)) for every (d, t,s) € def(1,0) and

every s € def(1,?) for a given S € Jy(u, 1), in the sense that we may write

05 (m10%)) = 3 ax, Ox,(my) (4.15)
12

and
05 (mal®) = ¥ B, O, (my), (4.16)

where

* axi,ﬁwi EIF,
o v:/l-bf;)t,

* X; €T o(u,v) and W; € T7 o(u,n).

andn=21-19; and

Although the various O, and Oy, are homomorphisms, we cannot say if they are lin-
early independent. As a result, it may be the case that (4.15) and (4.16) are zero. To
address this, the results in this section provide us with a way of writing (4.15) and
(4.16) in terms of the images of m, and m;, under semistandard, and hence linearly in-
dependent, homomorphisms. For want of a better term, we will call this process semi-
standardization

However, this does not entirely avoid the problem that we may end up unwittingly con-
structing the zero homomorphism. It may be the case that we construct a homomorphism
from the semistandard tableaux presented in this section only to find that the coefficients
we choose are all zero, such as when coefficients contain [e] as a factor, where e is the
quantum characteristic defined in Definition 2.5.1. This problem will be discussed more
fully in Section 4.7.
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4.5.1 Semi-standardizing O (m;@ff)t)

Motivated by convenience and the fact that S(x,y,z) = (x,2) for every y < ,ugf ), we take to
writing

(1) (1) (1) (2) +(2) +(2)
(IJ .]1 7.]2 5 7Jp1(”)7.]1 7]2 2. 7.]p2(’u)))

where j(z ) is to be taken as referring to the entry S(x, ,u ,z). In order to avoid any ambi-
guity we shall write D(S) (,u) to denote the element D(S) is an element of D(u), rather than
the more usual D(A).

Let s and ¢ be fixed. For each particular value of d there are four possible configurations
of S that we need to consider, these being given below. They can be, fairly imprecisely,
summarized, as representing the situation when (d,s) appears in a row higher than d
(Case I and Case II), and when (d, s) appears in row d.

Case I

S=(1: P, 1+ 18,5510 1) (4.17)

where ;&) > (d +1,5) and either d =s =1 or j¥’ = (d, s) for some (%,1) < (d,s).

Case I1

(/1 J(l) ;JE;) 1;]55)’((1 +1 S) Jf;-)i—2’ "](:2)(11)) (418)

where ](s) >(d+1,s) and either d =s=1or ](l) =(d,s) for some (k,l) <(d,s).

Case III
s= (AP0 (), [+ 1,9, g0 1P (4.19)

where /' > (d +1,) for some (k,1) < (d,s).

Case IV
1 2
S= (A0 A+ 1,90, 7 ), T2 (4.20)

for some 1<k <d -1 and where ](s) >(d+1,s).
Example 17. Let S be given by

11]14]14]24]

21(21|29 1o[1y]
3.3, 138 |
41141

Here A falls into case I for (d,s) =(1,1), case II for (d,s) =(2,1), case III for (d,s) =(3,1),
and case IV for (d,s) =(1,2).
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Before we continue and consider each case (and its sub-cases) we introduce some technical
Lemmas. These go some way towards letting us describe how the elements of D(1) interact
with certain tableaux.

Lemma 4.5.1 ([38, Lemma 3.13]). Let m = 0 and let n = (n1,...,1;) be a composition.
Suppose that 0 <x <. Then

C(m :771’---7771) =C(m 3771,---,77x)c(m+ﬁx 377x+1,---,771)c(m :ﬁx7ﬁl _ﬁx)

The next two statements are introduced in order to help us better study the Oy, (m.,) terms
described in the introduction to this subsection.

Lemma 4.5.2. Let 1 =(n1,n2) be a composition and let t be a row-standard n-tableau with
entries taken from {x+1,x+2,...,x+|nl} such that t(1,n1) =x+|nl. Then

Td(t) = Tx+171 Tx+171+1 tee Tx+|n|—1Tw

where w € Dy (y,-1,1,)-

Proof. Let v be the permutation (x +7n1,x+n2,x+n2—-1,x+n2—-2,...,x+n1+1). Since
v € 076y, that we can write T, as T, T, follows from [39, Proposition 3.13]. O

Proposition 4.5.3. For all x =0 and every n1,n2 =1,
C(x:M1,m2)) = (Txrny Txsny+1- Txan-1) C (x: (1 = 1,m2)) + C (x : (n1,m2 — 1))..

Proof. Let n=(n1,n2) and consider the set of row-standard n-tableaux with entries taken
from the set {x +1,x+2,...,x +|nl}. This set can be partitioned into two subsets: that in
which the entry x + || occupies the node (2,72), and that in which x + || occupies the node
(1,11). Due to Lemma 4.5.2, the former provides us with the term

(Tx+n1Tx+n1+1 T Tx+|n|—1) C (x : (711 - 1,112)) ,

with the latter providing the remaining term. O

From here on in, for every 1<i <r, let x,» denote the image of y,» under the isomorph-
ism { f s A0 — f%%m, e defined in Section 2.7. The next result, in which this isomorph-
ism plays a prominent role, is a limited generalization of the well known result in the
setting of the Iwahori-Hecke algebra; that being if 1 is a partition and t is a standard 7n-
tableau in which i and i + 1 appear in the same column, then yu(T; = —ym modulo higher
terms.

(s)

Proposition 4.5.4. Suppose that d,s =1 and that ;" | = ,u(;). Then

—(s) . (s) z
m“C(u;_l—l.l,uj)€%“
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Proof. Factorizing x,, we can write
C (HS) 1 1 1 u(s)) — uyxy\p(s)xy(s)c (IJE—;) 1 1 1 u(s))
Setting y = u®, we have that
%9 C (ﬁ(;) ;—1:1 y(s))

corresponds under the isomorphism ¢ : % ) =

u defined in Section 2.7 to the sum

'u(s)

'u(s)
Z Yoy
i=0

where, for every 0 <i < u®, t; is the row-standard y-tableau such that
T(x,y)+1 if(x,y)=(d-1,74-1),
ti(x,y)=1 t(x,y)—1 ify=dandx<i,
t(x,y) otherwise.

Apart from when i = u®, each such y-tableau is standard. When i = u® we have Yoy =
yury;,_, T'i and since ,u(s) —1and ,u(s) are in the same column of t;, we then have

ﬂ(s)—Z

Yt = TVt .t Z ryypy mod ‘%’Tyl’
1=0

for some ry, € F, by [39, Corollary 3.21]. Moreover, applying [39, Corollary 3.19] yields
ri =—1for each 0 < u < u® —2; hence

/J(s)

E Yoy, € Y.
r S [yl
1=

This means that

20C (A - 1:1,1) (4.21)
is a linear combination of terms of the form {,(ns) where s and t are standard {-tableaux,
with ¢ ranging over the partitions of |y| dominating y.

We also have that (Y(T;(S)),{Y (Taw) € 7(S,), and so these terms commute with ujs
thus, (4.21) is a linear combination of terms of the form

(Y (T;(S)) u;xu\u@)(y(ng)(y (Td(t)) € %M' O

With these technical results in place, we are now ready to continue on to the main topic
of this section: the semi-standardization of non-semi-standard homomorphisms. Much
of this section has a slight similarity to the previous one, in so much as our dominant
strategy is to define tableaux that suit our needs, along with the homomorphisms determ-
ined by them, and then deduce our results by various comparative methods.

Throughout this section, take v to denote the multicomposition A - D(S) Since we consider
mainly arbitrary values of d and s, there will be no danger of amblgulty in not specifying
values for (d,¢,s) in our notation.

70



Case I Suppose that d > 1 and that S € Jo(u,A) is as in (4.17). For ¢t =1, let X1,X2 €
I (1, A) be given by

d,s) if (x,y,2) = (d, 1, s) or (d +1,b,5) with b= ¢ -1

X =
1(x7y;2) { S(x’y,z) Otherwise,

and
d,s) if (x,y,2)=(d +1,b,s) for b <t,

X = i
1(x,y,2) {S(x,y,Z) otherwise.

(s)

That is to say, X1 and Xz are the two possible u-tableaux of type -0 ",

replacing ¢ many entries (d + 1,s) with (d, s).
Lemma 4.5.5. The homomorphisms Ox,,0x, : MV — SH are given by

formed from S by

v —(ig) —(s)
Ox,(m) = A" +myTaessy  [1 C(Miy :05)C(Aglr: 1,45t -1)
i#(d+1,s),(d,s)

and

> = (—(s) —i —(ig)
®X2(mv) ="+ mqu(ﬁrst(S)) T (”S)a /JE;) + t) l_[ C (/11'12 : le)
i#(d,s),(d+1,s)
—(s) (s) —(s) (s)

xC(Agl1: 1,15 - 1,¢)C(Ag 1 1,45), ¢~ 1).
Proof. That Tgfirst(x,)) = Td(first(s)) 1S immediate and, by Lemma 4.1.1, provides us with
the required equality for Ox,(m,). In the case of Ox,(m,) , the proof then proceeds in a
manner identical to that of Propositions 4.4.2 and 4.4.7. O

Corollary 4.5.6. The homomorphisms ©x,,0x, : MV — S* are given by

Ox,(my) = A +mC () A, t-1)C(Agly : 1,45 +2-1)

—(2) s
xTagstsp  [1 € (/11'1 H O )
i£(d+1,9),(d.9)

and

Ox,(my) = A" +m, T (ﬁf;),ﬁf;’ + t) C (ﬁfjﬁl A8 -1, t)
—(s)

xC(Ag 1,45, ~t=1)C(Agly 1,4 +¢-1)

—Giy) g
xTarsusy | C(/lil :Qi).
i#(d,s),(d+1,s)

Proof. By [37, Lemma 3.13], we have

Oy : 1,48t -1) = (Y, At~ 1)C(Tgly 1,49 +2- 1)

and
O[Ty 1AQ - 16 =C(E, A9 - 1o)Xy )y : 14D +-1).
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Now, recall that Ty(first(s) = [jeess f‘ (aj,w;). By the properties of S detailed in subsection
3.1, we have that i <j if and only if S(e;) < S(ej) and so T'; is not involved in Tyfrst(s)) for

anyie {ﬁgil +1,... ,Zfisll}. From this we deduce that the necessary factors of Oy, (m,) and

Oy, (m,) commute with Tyrst(s)) to yield the expressions given in the corollary. O

With this Corollary in place, we’re now in a position to refine and, if necessary, semi-
standardize the expression for Og (m ,mi)t) given in Proposition 4.1.2. Although so far we
have concentrated on the case where d > 1, the following proposition also holds for d =1
with only minor alterations of the proof being necessary.

Proposition 4.5.7. If t =1 and either ui&§ | # ¥ or & =(d,s) then

(s) _
O3 (m0%)) = gt [A - A8 +1] O, (my).

Otherwise, Og (m Abf;)t) € M,

Proof. By Proposition 4.1.2, we have Og (m/laff,)t) = a10x,(m,) + a20yx,(m,) for constants
ai,ag € F. Suppose that ¢ > 1. Then by, Corollary 4.5.6,
O, (my) = A+, C (S 4G, 6~ 1) h

— o (s)
=AM +mu0 g, (Wh

for a certain h € 77, and so Oy, (m,) € JPH. Now, we have
> —(s) —(s)
Oryimy = A +my, (CAg_y 1§, 0~ CAgLy 1t = D)

= A" 4y, (0, -5, (w) A
for a certain h € 57; hence Ox,(m,) € M,

Suppose now that ¢ =1 and that either /.tfle # ,uf;) or jf;il #(d,s). Setting this value of ¢

in Proposition 4.5.3 gives us

> —(s) —(i2)
Ox,(my) = A" +myC (g1 1 LAY Taesisn [T C[Ty

el
05
i#£(d+1,5),(d,s)

and

Ox,(my) = A+, T (15,1 + 1) O] : 45" - 1,1
<C(Ag 11,15, -2) ¢ (X, : 1,15
—(i2)
xTarsus) | C(/lillz :Qf’).
i#(d,s),(d+1,s)
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By Proposition 4.5.3 this is equal to

A+ (05 w-1)(Ag 1 1,18), - 2) ¢ (T, 11,19
—(i2)
x T q(first(s)) I1 C (lillz Q) ),
i#(d,s),(d+1,s)

and, since mubg)l € J7H, this gives us

Ox,(my) = A" ~m, O[Ty :1,AG), ~2) O (T :1,45)
—(i2)
xTagrssy || C (Aillz gen )
i#(d,s),(d+1,s)

25, -1 myC (181 129 ) Tamisn 1 O[T :%)

_ sl 2l
= d+1 i
i#(d,s),(d+1,s)

=25}, - 1] ox, (ma.

The proof is then complete by the direct calculation of a1 = [/15;)] and ag =1 when ¢ = 1.

Finally, suppose that foll = us) and that jf;ll =(d,s). Then

> —(s) —(i2)
Ox,(my) = A" +muC(Agl1 LAY Tarsisy [1 - C(Tay

s
0f).
i#(d,s),(d+1,s)
Proposition 4.5.4 then completes the proof.

Finally, for Case I, we consider the case when (d,s) =(1,1).
Proposition 4.5.8. If t =1, then

_
O3 (m1of)) = g% A - AL + 2| Ox,(m.).

Otherwise, Og (m,lb(llg) = M,

Proof. In both cases, the proof is virtually identical to that for when (d,s) # (1,1). The

only real difference is that a1 = [)1(11) + 1], rather than [/1(11)].

We now move on to cover the other three cases. Given the similarities between the proofs
so far and those yet to come, we will suppress many of the details, in most cases simply
stating what the relevant tableaux are and the form of the homomorphisms they determ-

ine as and when they are needed without labouring too much over justification.
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Case Il Suppose that d > 1 and that S € Jg(u, 1) is as in (4.18). For ¢ = 1, let X3 € I (u, 1)
be given by
d,s) if (x,y,2)=(d+1,b,s) with b <¢

X = i
3(x7y7 Z) { S(x,y’z) otheI‘WISe.

That is, X3 is the u-tableaux of type v formed from S by replacing ¢ many entries (d +1,s)
with (d, s).
Lemma 4.5.9.

Z —(i2) —(s)
Oy, (my) = A +myTagrstsy || C(Aizz iﬂf)c (’ld—l : L/lf;),t)
i#(d,s)

Proof. That T y(irst(s)) = Tdirst(xs)) 1S immediate by the construction of X3, and so the result
is a consequence of Lemma 4.1.1. O

As in the previous case, we can almost immediately state a more useful expression for the
homomorphism B, :
Corollary 4.5.10.

On = 07 o, 2 (7 1)
X H f (aj,wj) H C (XE?) :Qis) C (Zﬁfil : 1,/15;) +t- 1) .
i#(d,s)
Proof. By Lemma 4.5.1 we have

C(Tly:1,25) = (Y A1) C(Agly - 1,49 +2- 1)

and
Taresusy =T (ax,wx) [| T (aj,05) =T (ﬁs),wk) [T 7 (a;05).
jeé&s j€&s
j#k j#k
. o [(s) _ i [(s) —(s) 7 [((s) :
Therefore, since we may write T' (“d ,wk) =T (”d Ty +x) T (”d +x,wk) , the remainder

of the proof is now a matter of multiplying C (ﬁf;il : )LS), t) through to the left. O

Let X4 € I0(u,v) be the tableau given by

d,s)  if(x,,2)=(d,uS,s)
Xa(x,y,2) = ji;) if (x,y,2) =(d + l,ufﬁl,s)

S(x,y,z) otherwise.

X4 is then the tableau obtained by swapping the position of the (d + 1,s) at the end of row
d +1 with that of jS) and then replacing the former with (d,s).

Proposition 4.5.11. Ift > 1, then Os(m,) € SH. Otherwise, Os(m.) = _qﬂfﬁrlgh(mv),
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Proof. Using Proposition 4.5.3 and Corollary 4.5.10 we have

O, (m) = I+, (C(ES A +1,¢) - C (A 29 + 1,6 -1))
T+ TT 7 (o) TT O[T 05) (353149 +2-1)
i#(d,s)
= A+ (05,40 =05, ) T (B + 4, ) T T (a5, 5)

x T c(A”:05)c (g 1149 +¢-1).
i#(d,s)

The case when ¢ > 1 is now immediate.

Ift =1, then

O, (m) = 7% —my, T(“(cIS)+1 ”E;J)rl)T(”E;J)rl’ )H%(“j’wj)

X#EI,QC(A(M) QS)C(Tj’l 1 u“’)

. s — -
:%“—q”(chl lm#T(ﬂgll,wk)HT(aj,wj)

X#E[,S)C(A“Q) QS)C(Tj’l 1uY)

(s)
-1
= —q'ud+1 ®X4(mv).

The second equality comes about due to the fact that m,T; = gm, whenever s; € G, (see,

for instance, [39, Lemma 3.2]), which is the case when ,u(s) +1<1< pf;ll O

We are not yet done with this case, as it might be that ' © and 151312 < J(s) Here

d+1 =H d+2
8) appearing in a high node of the same
column ] d +2 occupies. In fact, we may have that ,uilsll ,uf;ll ufisil +1» With ](s) being
larger than a number or even all the entries appearing in the nodes below its position.
Fortunately, in such a situation it is possible to swap the position of ](s) with that of the
entry immediately below it, a process that introduces a factor of —1. By the properties of

tableaux given in Proposition 4.2.4, we have that if JE;) > ‘]51312, then JE;lZ =(d+2,s).

Xy is st111 not semistandard as we would have j

Let X € I, A) be the tableau formed from X4 by swapping the positions of _](s) and (d+2,s).
That is:
(d+2,s) if(Q,j,k)=eq+1s,
X@i,j, k) =4 ;& if (i,/,k) = eqias,
X4(i,j,k) otherwise.

Proposition 4.5.12. With X If X4 are defined as above, then Ox(m,) = —0Ox,(m.).
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Proof. We have that Ox,(m,) is given by

A +m, T (,Tlf;ll,wk) M7 (a.05) ] C (Z(iif) : Qf’) C (Z(;il : 1,;155’)
i#(d,s)
=M+ my TT‘ (ﬁf;il,ﬁf;12) f?“ (ﬁgiz,wk) H E; (aj,wj) H C (XE?) : Qf) C (I(dsil : l,ufj))
i#(d,s)

Now we have
my T (/_‘51811@5;12) =My (C (ﬁgll -1: L“E;J)rz) -C ("_‘51311 ~LiLpg), - 1))

_ —(s) . (s)
=-m,C (:“j+1 ~L:Lug,- 1)

_ 7O (s
——m,,C(/ldJrl.l,uderz—l)

by Proposition 4.5.4. Hence

Ox,(m) = ¥ =y C Ay : 1Sy — 1) T () 0k
s —(i2) —(s)
<[] T (a5,05) ] C (/lillz :Qis) C (/1;_1 : 1,,ufis))
i#(d,s)
= _®X(mv)- O

Notice that if we still don’t have a semistandard homomorphism, we may repeat this

procedure as many times as we can: gradually eliminating terms from ’_7‘ (ﬁf;il,ﬁ(;i2) as

we did in the proof translates into shifting jfis) further down the column it occupies, one

node at a time.

Case III Letd >1 and let Se Jy(y,v) be as in (4.19). For t = 1€ 9 (u,v), let X5 be given
by
(d,s) ifx=d+1,y<t,andz=s,

X = i
5(x,y,z) {S(x,y,Z) otherwise.

Proposition 4.5.13. For ¢t =1, @S(m,mg)t) = 1,

Proof. For some element a € F we have

@S (m,lbff,)t) = a®x5(mv) = %I’l + amqu(ﬁrSt(S)) 1_[ C (%;2_)1 . le) C (Zgil . /'LE;), t)

i=(x,2)

> — —(2)
Z«%””+amuc(ﬂ£fil:uff),t) Tairsusy | | C(/lx—lzgis)
i=(x,2)

5 —(2) Z
= A +am 03 (WTagrsisy [] C (Ax—l 0 ) = -

i=(x,2)
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CaseIV Let d >1 and let S € Jp(u,A) be as in (4.20). Let Xg,X7 € I (u,v) be given
by
_ | (d,s) ifx=d+1,y<t,z=s,
Xe(x,y,z)—{ S(x,y,z) otherwise

and

(d,s) ifx=d+1,y<t—1,z=s, and (x,y,2) = (&, u(l) 1)

X’ b b =
7(%,3,2) { S(x,y,z) otherwise.

Proposition 4.5.14. If t = 1, then Og (m,lb(s)) Ay d Ox,(my). Otherwise, Og (m,lb(S))
H

Proof. By Proposition 4.1.2 there are coefficients ag and a7 such that
05 (m 2] = 1Ox,(m) + @20y, (m).
We first show that Ox,(m,) € JPH whenever ¢t > 1. In this case we can write
O, (M) = A% + m, Ta(grstx,)C (/ld 11,0 - 1) h

for some h € 7. By Lemma 4.5.1 we can write

C(;Lf}’l 1A, t-1) = C(AS’1+1:A‘“,t—1)C(Tj)1 1A +1-1)

=C(ER, + 14, e-1) 0 (T 114D + 1 -1)

Observing that
CEP + 1Pt -1) =0,

commutes past Tqsrst(x,) then shows that Ox,(m,) € JPF for t > 1. The proof that Oy, (m,) €
JCH follows a similar course. O

4.5.2 Semi-standardizing © (m,[®))

The case for m (¥ is considerably easier than that for m AD(S) In this case we encounter
only those tableaux of a form given in (4.2),(4.3), and (4. 13) By their construction, the
only way in which those tableaux can fail to be semistandard is if ,uf;) = ,ugi ; for integers
d,s, and I and the tableau happens to deposit an entry directly above a smaller entry in
the end nodes of one of these rows. Dealing with this case, the proof of Proposition 4.5.12
can easily be adapted to this situation.

Proposition 4.5.15. Suppose that /,tfis) = ”S) ; for some d, s, and l. Let S € Io(u,A) and
let Wo € 9 (,u,/l- [(1)) be as it was defined in (4.2). If S is such that Wo(en, s) > Wolem11,s) for
some d <m <d+1, then Oy (m ) =-0x(m ), where X €T (u,A- [(1)) is the tableau

formed from Wy by swapping the positions of Wo(ep, s) and Wo(en+1,s).

An analogous statement holds for W, and U.
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4.6 Killing off Homomorphisms.

Let © : M* — S* be a homomorphism such that © = Y segy(u1) [sOs for constants fs €
F. Our objective is to determine a set of conditions that determine when ©® (m ,mfis)t) =0

for all (d,t,s) € def(1,0) and when ©® (m 4[(1)) = 0. This amounts to identifying, using the
machinery developed in the the previous section, and collecting like terms resulting from
the act of evaluating © (mmg)t) and © (m[V).

Although fairly simple in terms of the reasoning underpinning this section, in practice
this is a lengthy and technical procedure, especially with regards to m (‘). We divide this
section up into two parts in the hope that this will aid clarity.

4.6.1 When does © (m lbg)t) =0?

Let u be a multipartition and recall that e ) = ( 7, u;.k),k) el[ulforevery (j,k)withl<k<r
and 1< j < p(p). For each S € Iy(u, A), let Sj, = S(e(jx)) and let Eg be the sequence

S1,155S01(1),1551,25 - - 5 S po(),2

Using the fact, proved in Lemma 4.2.2, that each S is completely determined by S(e(; z)),
where e(; ) € &, we write S = (u : Es). This adapts the notation used in [37] to J7 ,,.

Suppose that S = (u: Es) € 99(u, A) and that T € Jo(u, A) is obtained from S by swapping the
positions of the entries (u,v) and (x,y), but keeping all other entries the same. Defining
the pair (7(x), é(y)) by Spx),é(y) = (x,y), we then write

(F(w),é)) (F(x),e(y))
fr=r|8: ;oo
(x,y) (w,v)
Where

(F(u),é(v))
)
(2, y)
é(v)
A(u)’
readily extended to rearranging more than two entries of a tableau.

is to be read as ‘node (f'(u),y é(v)) is occupied by the entry (x,y). This notation is

We are almost in a position to describe what conditions the various coefficients fs must
satisfy so that © (m Abf;)t) =0 for a given (d, t,s) € def(A,0). Before that, we need to consider

what it means to ‘collect like terms’ in the expression of ® (m Abg)t).

Suppose that (d,s) > (1,1), that S € Jo(u,A) is such that S; ; = (d,s), and that NS) = ,uiisll
for some 1 <[ < ps(1). We can ignore the case where S is as in (4.19), since this would
mean that Og (m/mg)t) € ,%Z“, and so we conclude that S is as in (4.20); i.e.,

S= (j(ll),...,(d+ 1,s),...,j§11,(d,s),(d+2,s),(d+3,s),...,(d+l,s),j§;11,...,jfz’(#)).
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We then have that Og (m,lbff)t) = axO®x(m,) for an element ax €F, v=A7- DS)t, and where

X €I, o(u,v) is given by

X= (/L (), 1S 180, +2,8),(d +3,8),. (A +1,5), 15 J D)

Therefore, we need to identify those tableaux T € 9y(u, 1) such that Ox(m,) features in the
expression due to Proposition 4.1.2 (and taking section 4.5 into account) for O (m ;LD(S)
These are precisely the tableaux obtained from S by swapping the positions of (d + l,s)
with that of (d,s),(d +2,s),(d +3,s),...,(d +1,s), or Jd+l and rearranging the latter collec-
tion of entries so that the result is semlstandard.

Moreover, these are the only configurations we need to consider when (d,s) > (1,1) and

,uiis) ,ui‘;l ;- Suppose otherwise and let S be such that Sy s # (d,s), Then (d,s) must appear

in a row higher than d, and so

S= (/0,9 S A+ 1,5),(d+2,9),(d +3,5), .., (d +1,5), 5002 ).

But then we end up with exactly the same collection of tableaux as we did when we took
S to be such that S4 s =(d,s).
Proposition 4.6.1. Let © : M* — SH be the homomorphism given by

©= ) fs6s.

SeJo(u,A)

Then
(€] (mm“) ) 0

for every (d, t,s) € def(1;0) if and only if the following conditions hold:
e If(1,1)<(d,s) and ,u(s) ,uiisll for some 1 <1 < ps(u)—d. Then, for each Se J,(u,A) of

the form
= (1:81,15 -+ Si@)-1,6(5)> (A + 1,8), Si(d)+1,6(s)5- - -5
Sd-1,6,(d,8),(d +2,9),...,(d +1,5), 84116, Spy(.2)
we have
A(S)fs ‘e A9 1 fls: (f(d,s)ié(d,s)) (dl,s) _o;

ds)  (d+1s)

e If(1,1)<(d,s) and yf;) > “f;il ,ufisll > ”f;ilﬂ’ then for each S € Jo(u,A) of the form

= (1:81,15 -+ Sid,9)-1,6d,9)(A + 1,8), Si(d s)+1,6(d,5)s - - - »
* Sd—l,s(d, 8)7 (d + 27 S), R y(d + l,S), Sd+l,$7 AR Spg(p),2)
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we have

A9 LA —1[ © _ 4 ] (
+qtanT A=A+ 1 S: | ,
q fs*aq d Td+l f (d.s) (d+1,5)

29 1 (S.(f(d,s),é(d,s)) (d,s) (d+1,s))

(A(d,s),6(d,s))  (d,s) )

—q d+1 l R l , 1
(d,s) (d+2,s) (d+1,s)

-1 49 _1 ((d,s),é(d,s)) (d,s) (d+1,s) (d+2,s) (d+1-1,s)
+(=1)""q"dn f(SZ )

| ’ l ) l ’ | geeey |
(d,s) (d+1,s) (d+1,s) (d+2,s) (d+1-1,s)
(7(d,s),é(d,s)) (d,s) (d+1,8) (d+2,s) (d+l,s))
|

(s) _
+ (=1 glin 1f(s: R L T
(d,s) Sa+1,s (d+1,8) (d+2,s) (d+1,s)

and
o If(d,s)=(1,1) and A = A, > A", then for each S € To(u, A) of the form
S= (H : 2737 o 7l + 1aSl+l,1aSl+2,1a LRRE] sz(y),z)
then

(1,1) 2,1
AP =28+ 2] f(S)—f(S : )

Ly
(3,1) (2,1
(1,1) 2,1 (3,1))

+f(S:

Ly by
41 21 G

-1 1, @1 61 @, 1
(-1y""f|s:

[ R o
(Z+1,1) (2,1 (3,1) (BN
1D (2,1 3,1 (l+1,1))

!

(—1)lf(S: R R A
iY@ 61 a+1,0)

Proof. In the second case, we have already verified that we have collected all ‘like terms’,
the reader being invited to verify that this is also true of the remaining two cases. The
coefficients with which they appear follow immediately from section 4.5. O

In the next section, we will specify coefficients f5 that satisfy these conditions. Along with
the results in this subsection, our method of doing this is very similar to that appearing
in [37], as should be expected given the close relationship between that paper and this
thesis. What is entirely different is the role played by [ in determining when © gives
rise to a homomorphism of Specht modules, this being the subject matter of the next
subsection.

4.6.2 When Does O(m (V) =0?

Collecting like terms in this case is slightly more complicated due to the more involved
. . . 1
expressions for the g (m (V) in terms of homomorphisms @y : M AV, Sk evaluated at
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m ., and the reader will benefit greatly from keeping in mind Propositions 4.4.6 and
4.4.8 when going through many of the statements in this subsection.

Suppose that S € Jo(u, A) is such that S,, 1 =(1,2) for an integer 1 <m < p;1(A) and recall
that one of the terms involved in the expression for Og(m V) is @y, (m.) where W,
is constructed from S by replacing the entry S;, 1 = (1,2) with (p1(1) + 1,1). Our strategy
is to identify, for each such S, those other tableaux T for which Oy, (m ,Hu)) arises when
evaluating the homomorphisms they determine at m I(V.

To do this, we will need some more notation. Recall the definitions of the tableaux Wy, W,,
and Ue 9 (u,/l . [(1)) constructed from a given tableau S, as given in (4.2), (4.3), and (4.13)
respectively: let n = (n1,n9,n3) be the unique node in the first component of [ 1] for which
S(ni,ng,n3) =(x,2), where x is a positive integer with 1 <x < pa(1), and let z be an integer
with 1<sz<p1(1)—n1. Ifx =1, then

.o (i) +1,1) if (i, k) =n,
WO("J’k)‘Jl SG, j,k) otherwise,
(PiMV+1Y) GG R = (1),
Welisjk) =4 8(n1+2,u0),,,1) i G,j k) =n,
S(i,j,k) otherwise

for (i, j,k) € [ul. If, on the other hand, x > 1, then

(PIM)+1,1) if G, k) =n,
UG, R =4 (5,2) if i,k = (1,12,2),
S(i,j,k) otherwise.

for (i, j, k) € [1].

When we wish to avoid any possibility of ambiguity and specify the tableaux they are
constructed from, we will write Wy(S),W,(S), and U(S).

We now specify all possible ways such like terms can appear. This depends greatly on the
form taken by the multipartition u, and so we proceed on a case by case basis.

Suppose that S € Jo(u, A) is such that S, 1 =(1,2) for some 2 <m < p1(A) and suppose that
p%) < “(n?—l and y(f) > ,u(22). Then there is an integer 1 <! < m with e; ; € [u] removable and
S;,1 =(m,1) : were this node not removable, then part 2. of Proposition 4.2.4 implies that
(m,1) would appear directly above an entry (x,1) with x < m, contradicting the fact that S

is semistandard.

Next, define tableaux T,R € Jy(u, 1) by

S12 if(x,y)=(m,1), (4.22)

(1,2) if (x,y)=(1,2),
Tyy=
Sx,y otherwise
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and

(m,1) if(x,y)=(m,1) (4.23)

(1,2) if(x,y)=(,1)
Ryy =
Sx,y  otherwise.

Lemma 4.6.2. Fix an integer m with 2 <m < p1(1) and suppose that S € To(u, ) is such
that 8,1 = (1,2), Then T and R are the only tableaux such that W,(T) = Wo(S) and U(R) =
Wo(S).

Proof. Suppose that X € Jo(u, ) is such that X;, ; = (1,2) for an integer 1 < % < p1(1) and
Wo(X) = Wo(8). Since Wop(X) is formed from X merely by relabeling (1,2) as (p1(1) +1,1), we
must have that X =8S.

Suppose now that X is such that W,(X) = Wy(S) for some & <z < m. Since W,(X) is obtained
from X by swapping the positions of (1,2) and (k+z,1) and then replacing (1,2) with (p1(1)+
1,1), leaving the positions of all other entries unchanged, we have that 2k =1, z=m -1,
and X =T.

Finally, suppose that X is such that X; 1 = (u,2) for some u > 1 and that U(X) = Wo(S). The
tableau U(X) is constructed from X by swapping the positions of (u,2) and S1 2 =(1,2), and
then replacing the latter with (p1(A) +1,1). Our task is then complete, since this means
that £ =m and (u,2) =Sy 2, so that X=R. O
Suppose now that S is as before, but u(12) = y§2) for some 1 </ < pa(u). Notice that in this
situation, S; o = (i +1,2) for every 1 <i </. With T as in (4.22), define a family of tableaux
P! € To(u, A) by

Sig if(x,y)=(m,1), (4.24)

_ (x,y) ify=2and1<x<i,
Piy=
Sx,y otherwise.

Lemma 4.6.3. Fix an integer m with 2 <m < p1(1) and suppose that S € To(u, ) is such
that Spm1 =(1,2). Ify%) < “2)—1 and ”(12) = ,u?) forf some 1 <1 < pa(w), then T and the P are
the only tableaux such that W,(T) = Wy(S) and U(P*) = Wy(S).

Proof. We dealt with T in Lemma 4.6.2, and, by construction, U(PY) = Wo(S) for all i. To see
that these are the only tableaux for which this is true, suppose that X € Jo(u, 1) is such
that U(X) = Wo(S). By construction, X , = S , for every (x,y) # (m,1) such that y # 2 or x > i.
For each of the remaining values of (x, y) we have that X, , € {(1,2), 2,2),...,,2), Siyz}, but
the only semistandard tableaux with these properties are the P’. O
Let S be as before and let u be such that /,t%) = ugl) for some 1 </ <m and y(12) > u(22). In
this case there are integers £ and w with / <=k =m and 1 <=w </, such that 5,1 =(%,1).
With this in mind, define Q € Jo(u, 1) by

(x,y) ify=1landk<x<m, (4.25)
Sx,y otherwise,

(1,2) if(x,y)=w,1),
Qx,y = {
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and let R be as defined in (4.23).
Lemma 4.6.4. Fix an integer m, with 2 <m < p1(A), and suppose that S € To(u, 1) is such
2)

that S;,1 =(1,2). If ,ugi) = ,ugl) for some 1<l <m and ,u(12) > ug ', then Q and R are the only

tableaux such that W,(Q) = Wo(S) and UR) = Wo(S).

Proof. Rhas already been dealt with in Lemma 4.6.2, and, by construction Q is the unique
tableaux satisfying the statement of the Lemma. O

Remark. By Proposition 4.2.4 we have that Q.1 = S, 1 = (x,1) for all values of x with
w<x<k,and S, 1 #(x,1) for all values of x with £ <x < m. This fact will be important
when we come to construct homomorphisms.

Being a combination of Lemmas 4.6.3 and 4.6.4 and their proofs, we leave the proof of the
following result to the reader.

Lemma 4.6.5. Let S € Jo(u,A) be such that S,, 1 =(1,2) for some value of m with 2<m <
p1(A). If/,t%) = ,ugl) for some 1<l <m and u(lz) = ug) for some 2 <k < po(u). Then, Q and the
P!, as defined in as in (4.25) and (4.24) respectively, are the only tableaux with W,(Q) = Wo(S)

for some value of z and U(P?) = Wy(S). O

Finally, we consider the case when m = 1. This is nearly identical to the situation in
Lemmas 4.6.2 and 4.6.3, with the only difference being that we no longer have to worry
about tableaux where (1,2) appears in a node higher than e;, ;. This simplifies matters
considerably, and so we only provide a statement.

Lemma 4.6.6. Let S € Jo(u, A) be such that S1,1 =(1,2).

e If ,u(12) > /.1(22), then the only tableau X with U(X) =Wo(S) is R, as defined in (4.23); and

. If,u(12) = ,u?) for an integer 2 <1 < pa(u), then the only tableaux X with U(X) =Wy(S) are
the P! defined in (4.24).

We are now in a position to state our conditions which, taken together with Proposition
4.6.1 concludes this section.
Proposition 4.6.7. Let © : M* — S be a homomorphism given by
0= Z fSGS’
SeJo(u,A)
for fs €F. Then
0 (ma®) =0
if and only if the following conditions hold:

1. Suppose that Sy, 1 =(1,2) and that there exists ¢ <m be such that S 1 =(m,1), then:

o If ug) < ,ufi)_l and p(22) < u(lz), then
(m,1) (1,2)
(resy (em,1) —resy (e1,2)) fs — (g — Dresy(e12)f (S: Siz ,(112))
( 1 (é,l) (m,1) 0 d
+(qg —1)res, |e S: 1, 1 |=0;an
7 ul m’l)f( 12 (c,l))
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o If uﬁ}} < uﬁ,ll)_l and #(12) = ,u?) , then

( D ( ) (m,1) (1,2)
res, e —res) (e —(g — Dres,(e S: 1, |
(resy (em,1) a(e12)) fs—(q ule1 f( @2 (1’2))
(m,1) (1,2) (2,2)
+(q—1)resy(e1,2)f(S: | A )
3,2) (1,2) (2,2)

1 mD (1,2 @2 @2
(-D""Ng-Dresyler)f (S: 1 , |, | ..., |
Si2 (1,2) (2,2) 2,2)

( H (c,1) (m,1) 0
+(g—1res, (e S: 1, 1 |=
1 u m’l)f( (1,2) (c,1>)

2. Suppose that S;;, 1 =(1,2) and ,ug) = ,u§1) for a given 1 <1 < m. Denote by c the unique
integer such that ¢ <l with S.1=(k,1) for I <k <m.

o If ,u(22) < ,u(12), then

(m,1) (1,2)
[

S12 (1,2))

(c,1) (k1) (k+1,1) (m,1)

:l,l,l,...,l)=0
1,2) (k1) (k+1,1) (m,1)

(resy (em,1) —resy (e12)) fs — (g — Dresy(ero)f (S :

+(g—Dres,(ep1)f (S

o If u(12) = ,ug) for an integer w with 1 <w < pa2(u), then

(m,1) (1,2))
Loy

(2,2 1,2)

(m,1) (1,2) (2,2)
Ly b, )
(3,2) (1,2) (2,2)

(res# (em,l) —res) (61,2)) fs—(q—Dresyle12)f (S :

+(q — Dresy(e12)f (S :

-1 (m,1) (1,2) (2,2) (w,2)
(=1)""g—-Dresyler2)f{S: | , |, | .., |
Swz (1,2) 22 w,2)

(c,1) (E,1) (k+1,1) (m,1)
+(q —Dresy, (ek,l) f (S )

=0.

R ST Reeeray |
(1,2) (k,1) (R+11) (m,1)

3. Suppose that S11=(1,2),
o If u2 < u?, then

(1,1 1,2
J-o

(resﬂ(em)—res;l(el,z))fs—(q—l)res”(el)g)f(s: 1,
S12 (1,2)
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o If ,u(12) = ’ugz), then

(m,1) (1,2)
Loyl )
(2,2 1,2)

(m,1) (1,2) (2,2)
Lyl )
(32) (1,2) (2,2)

(resu (e11) —resy(e12))fs—(g— Dresy(e2)f (S :

+(q — Dresy(e12)f (S :

I mD (12 22 w2
(=1 (g—Dresyler2)f|S: | , |, | ,..., |
Swe (1,2) (2,2) (w,2)

=0.

Proof. Immediate from Lemmas 4.6.2, 4.6.3, 4.6.4, 4.6.5 and 4.6.6, and Propositions 4.4.6,
4.4.8, and 4.5.15. O

Combining Propositions 4.6.1 and 4.6.7 then provides us with the conditions we need for
) (m;mf;)t) and O (m [V) to be zero for all (d,¢,s) € def(1,2). In the next section we use
these to construct and explicit homomorphism satisfying these conditions.

4.7 An Example of an Explicit Homomorphism

Building upon the results of the previous section, we now exhibit constants fs € F for each

S € Jo(u, A) such that the image of m Abs)t under the homomorphism

®= Z fsOg (4.26)
SeJo(p,A)

is sent to zero for every (d,t,s) € def(1,0). We then use these constants to show that the
conditions in Proposition 4.6.7 are also satisfied, provided that the residues of certain
nodes obey a simple relationship.

Note that the coefficients fs are well defined by virtue of the linear independence of
Os.

Let i and j be such that 1 =i < pj3(1) and 1 < j < p2(1)—1 and define S((7,1)),5((j,2)) € F
by

1 if S(e; 1) # (i,1)
s(G,1) =4 —q7* if S(ej 1) = (i, 1) and p{! = pl?
AP AP +i| ifS(e;1)=(,1) and p{Y > pf), .
1 ifS(ej,z)?f(j,Q)
S(,2n=4 —¢7"  ifS(e;2)=(j,2) and uP = i,
-¢7X[X] ifS(ej2)=(j,2) and ,u§2) > :“;'2+)1'
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where X = A;.Z) + pa(1) -2

pet) V-

With this notation in place set

p1(1) p2(M)-1
fs= 118G [ s,2)
i=2 j=1

in the expression for © : M* — S* given in (4.26).
Example 18. Let 1 =((2,1,1),(2,1,1)), p=1((3,1,1),(2,1)), and let S € Fy(u, L) be given by

Then

N (11’ - 22).

21
1 32

fs=—-q"

Proposition 4.7.1. Let © = }.gcqyu0) fsOs. Then @(m/lbiis)t) € K for every (d,t,s) €
def(A,0).

Proof. We show that the homomorphism specified above satisfies the criteria of Proposi-
tion 4.6.1.

1.

2.

Suppose that both d and s are greater than 1 and that /lfis) = Af;il for some 1 <

[ < ps(u). By section 4.5, Og (mlbfis)t) € /M if S is of any form other than (4.17) or
(4.20),. That being the case, let us assume that S is as in (4.19). We then have
that Oy (m 10® ), where X € 9 (u,/l-Df;)t) is obtained from S by relabelling the entry
d,t 5
S(eq,s) =(d +1,s) as (d,s), appears with a coefficient of
g f (S

(*(d,s),s) (d,s) (s)
. )+q/1d+11f8'

o0,
(d+1,5) (d,s)

In calculating the value of this coefficient, we may ignore all values of S(i,1) and
S(j,2) except those corresponding to i = d,s and i = *(d, s) since these are by defini-
tion the same for both tableaux. Hence for some non-zero « € F the above simplifies
to

(6" gD+ g% =0,
where C is the remainder of [];—2 S((i,1))[1;-1S((,2)) after factoring out the afore-

mentioned values of S(i,1) and S(j,2).

(a) Let s=1,and 2=d = py(A). If 1}’ > A1)

da1 then, by the same line of reasoning
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as in the previous part, there exists C € F such that

1) 1)
C(qid [A(ll)—/lfil)+d]+qld+1 [/1(1) AP,

+ 1]
_q/lfﬂl—l(_q—lH ...... +(=1)"¢-D Af}+1—1((_q)z—1)
+D g (Y AP - A0, +a+ 1))

_ C(qag) [/1(11) _/1(1) +dJ

+qai}l1—1([/1(1) Agiﬁl] 4q D [l—1])

/1(1) /1(1)

+(_1)q_l+1 d+1

' +d+l])

(b) Let s=2andlet 1 =d < p2(1)—-1. If )L(l) )Lfilil, then the proof in this case is
identical to that of the second part of the proof of [37, Theorem 4.2.5]

3. Suppose that (d,s) = (1,1) and that /1(1) /1(1) for some 1 <1 < p1(A), Then there
exists an element C € [F such that

W17 D a1 1D @1
(’ﬂz 1[)L(1)—)L(2)+2] fs_f(S:(3ll)’(211)

-1 1Ly @1 G 1,1
+(=1)""f|S [ |
(1+1 nen sy a
. 1D 2,1 3,1 (I+1,D
+(—1)f( NP SRR Gov ))
Ji @20 B (+1,1)

_ C(q1;1>—1 [/1(11)_1(1)+2] +q/l2 —1+1[l_2]_q/1§“—1+1 /1(1)_/1(1)”])
p <1>—l+1c( I- 2[/1(1) /1(1)+2]+[l 2]- [/1(1) /1(1)”])

=g (AP AP +1] - [AP - AP +1]) = 0. O

We now show that © (m ,1[(1)) = 0 when O is determined by the coefficients just deﬁned
subject to a certain condition being satisfied. In particular, let a = elll ;and r= p L),
so that a is the node added to the first component of A and r the node removed from
the second component in order to construct y; we prove that © (m ,1[(1)) =0 if and only if

res,(a) =res,(r).

Let x be an integer with 1 <i < p1(1) and recall that for each S € Jy(u,A) with S, 1 =(1,2)
we define Wy to be the tableau defined by relabelling S, 1 as (p1(1) + 1,1). Our strategy is
to show that the coefficient with which Oy, (m ;..») appears in the expression for © (m ;.)
given in (4.26) is zero if and only if our claimed condition is satisfied. We begin with a

proof of this when x = 1, since this is relatively straight forward, and serves as a good
model for the general proof.
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Definition 4.7.1. If S € Jy(u,A), we write gy, ) to denote the coefficient with which
Oy, (m 4.(») appears in the expression for © (m ).

Although this definition adds brings yet more notation to the fray, it has the advantage of
allowing us to avoid some cumbersome phrasing throughout the rest of this chapter.
Proposition 4.7.2. If S € Fo(u,A) is such that S, 1 =(1,2) for some 1 =m < p1(A), then
&uy(s) = 0 whenever res;(a) = res,(r).

Proof. In accordance with Proposition 4.6.7, we have six possible cases to check:

1. 1<m, ,u(22) < u(lz), and ,u(,}L) < ,ugi)_l;

2. 1<m, y(zz) < u(12), and p%) = ,ugl) for some 1</ <m;

3. 1<m, ,u(12) = 1@ for some 2 <w < pa(1), and Y < ”5711)—1;

4. 1<m, ,u(12) = u(u?) for some 2 < w < pa(A), and ,u(,,ll) = ugl) for some 1 <7 <m;

5. m=1and u(22) < u(12); and

6. m=1and #(12) = ,ug) for some 2 < w < pa(A).

Of these conditions, we will check only the fourth, our reasoning being that the others are
more straightforward in light of this case. Recall that in this case there is some [ <k <x
such that S; 1 =(%,1) with 1 =c <.

For every s <w, let P*,Q € Jo(, 1) be as in (4.24) and (4.25). By Lemmas 4.6.4 and 4.6.5 we
know that, other than S itself, only these tableaux contribute to gy,s), and by Proposition
4.6.7 we need our coefficients to satisfy:
(m,1) (1,2)

Lyl )
2,2) (1,2)
(m,1) (1,2) (2,2)

R )
3,2) (1,2) (2,2)

(resy(em,1) —resy (e1,2)) fs — (g — Dresy(er2)f (S :

+(q — Dresy(e12)f (S :

(m,1) (1,2) (2,2) (w,2))

(—l)w(q—l)resu(el,z)f(S: I A T
Sw2 (1,2) (2,2) (w,2)

+(=1)" (g - Dyres, (ex1)f (S

=0.

(c,1) (k,1) (k+1,1) (m,l))

S R T |
1,2 &1 E+1,D" 7 (mD)

Consider

fou=Fls: | (4.27)

RIS
Suz  (1,2) (2,2) (w,2)
for an arbitrary u with 1 <z <w —1. We have

(m,1) (1,2) (2,2) (u,Z))

[1P“,2) = (-¢™1)" and []s((,2)=1
j=1 j=1
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since the fact that S is semistandard means that S((j,2)) =1 for all 1 < j < w. Therefore,
we have that fpu = (—g71)" fs, and so P* contributes

(2)

(1) (1)
D" (=) (g~ 1g"* " Qafs = (¢ = g"" ") Qefs.
Adding together the contribution of all such P* then gives us

@ @
-1
(q 1

~¢"" %) Qsfs. (4.28)

(2) (2)

Now let u =w. Since ;" ; < ;" we have

u w-1 (2) —w
]_[lp (,2) = (~¢7Y) (_q (19 +p20-22, )[/1(2)+p W12 ]
J_

and so the contribution of P¥ to fs is

1 @ ) @_
D~ 1)(-¢ """ (—q (s 0-20- ‘”)[A@)+pzm> A2 - w] @ Qsfs

== ql_w (—q ()\,(2)+p2()L) AP @ )) (qu)erzu) Apzw w_ )qﬂ(12) 1Q2fs
:q:“(12)_w (l—q (,1(2)+P2(/1) 2¢ zm w))QQfS
12w A2 —ps(M)
=lgq™ —q % Q2fs, (4.29)

where we have used the fact that 1(2) ,ug) u(lz).

Finally, consider
(c,1) (k1) (k+1,1) (m,1)
fqu(s: i, ! )

Ly b e, .
(1,2)" (k1) (k+1,1) (m,1)

The first thing to notice about this is that ,u(l) < ,u(,,IL) and that

m+1
i m—k 1 U
[TaG, = (¢ )" " [AP-AP+m| and []P@G,1)=1
i=k i=k
(see Lemma 4.6.4 and the remark that follows it), and so

fa= D" (=g )T AP AR 4 m] fo.

Thus, we have that Q contributes

— 1 _ 1) _4(1)
(g-1g" gt AP - AP +m| Qufs = g T (¢ M 1) @u f
(1) (1) _
= (@ = g" ) Qufs (4.30)

to gw,(s), making use of the fact that )l(l) /1(1) = ,ug) in our calculations.

89



Finally, combining (4.28), (4.29), and (4.30) with (res; (en,1) —res; (e1,2)) fs gives us

(1)

_ _ m_ _
(q“'" Q1 -q" Qo +q" TIQ1—gM Q4
A2 5o(1) @) _ 2)_ @_q
—q 0 PV Qg + g TVQa — gt Qe +qM Q2| fs

@_ ﬂ/(2) _ (A)
=(q“l 'Q1-q Qs | fs
= (resy(a) —res)(r))fs

as required, completing the proof in this case. The remaining cases, being more straight-
foward and sufficiently similar to this case, are omitted. O

This concludes our construction of ®, thus we have (almost) proved the following, the
main result of this chapter.

Theorem 4.7.3. Let A and u be multipartitions such that uis constructed from A by the de-
letion of a removable node r in a single component x and the adjoining of an addable node
a to component x — 1. Then there exists a non-zero homomorphism © : S* — S* whenever
res,(a) =res,(r).

Proof. Let S € Jy(u,A) and suppose that a appears in row a of [1*~V] and r in row b of
(A, By Lemma 4.1.1 we have

Osmah) = | ¥+ myTagwssy 1 C (Ao Qis)) h. (4.31)
i=(i1,i2)
By construction, S(i, j, k) = (i,k) whenever one of the following is true
* j<a,and k=x-1;
e k<x—1;
e i=a,k=x-1,and j <A¥ +1;
e ;>band %k =x;or
* k>x.
Therefore, the right hand side of (4.31) has the following properties:

* d(first(S)) is a permutation in the symmetric group on

—(x—1 —(x—1 —
{Aﬁj‘ 1,2 )+2,...,A§,’“)};
and
. C(Xglf_)l : Q?il i2)) =1 whenever (i1,i9) is such that: i1 <aand ig=x—-1; ig <x—1;

i1>bandig=x;0rig>x.
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We then have that

3 —(iy)
Os (m Aaﬁj”t(/l)) = A" +m ) Mgty [1 C (/1;12—1 1 f )
i=(i1,i9)

Whenever d <aands=x-1,s<x—1,d >b and s = x, or s > x. Moreover

-1(s)
(W =C(Agly: A5, t) = C (A 1, t) =05 ()

for these values of d and s and any value of ¢, in which case

O3 (mad () € A"

Additionally, ©g(m 1) € SO for every s<x—1 and s = x since

Os (m A[‘S)) =" +mu O Tagessy [] C (1(12231 gen )

i=(i1,is)
for these values, in which case
mﬂ[(s) =my (Lz(s+1)+1 - Qs+1) =my (Lﬁ(s+1)+1 - Qs+1) =mu(Qs+1—Qss1) +IF,

by Proposition 2.3.2. This then leaves us with
L Ds)t whens=x—-1andd =a,ors=xandd <b—-1;and

° [(x_l)

to consider, but this follows from the work previously done on one node homomorphisms
since we are essentially in the same case. O
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Chapter 5

Concluding Remarks

The main result of this thesis, Theorem 3.2.1, provides us with necessary and sufficient
conditions for a homomorphism © : M* — SH to factor through S*, thereby providing us
with a means to identify when it is possible to do so in order to construct a non-zero ho-
momorphism © : S* — S¥. The most notable feature of this is that we are only required to
focus upon the behaviour of a finite number of elements in M* to identify precisely when
this condition is satisfied. The result appearing in Chapter 4 may be thought of as provid-
ing a ‘proof of concept’, applying Theorem 3.2.1 to a restricted class of Specht modules
in order to provide a relatively straightforward construction of explicit homomorphisms
between them.

There are a number of future developments that could increase the strength of or dir-
ectly lead from the results we have presented here. Perhaps the most obvious would be
the provision of an explicit algorithm for the construction of homomorphisms for a more
general class of Specht modules. The most immediate hinderance to developing such an
algorithm is that we currently know very little about what results from right multiply-
ing Og(m,), where Og: M* — S* is a semistandard homomorphism, by a Jucys-Murphy
element L;.

Despite being elementary in a conceptual sense, solving this problem seems complicated
in terms of execution. That said, the author and Sinéad Lyle are currently working to-

wards shedding light upon this matter and have reason to believe that a result will be
forthcoming.

In addition to possibly playing a role in direction, the following conjecture, due to the
author, may be of independent interest to the reader.

Conjecture 2 (Corlett). Let A be a multicomposition of n and let t be a A-tableau. For
every1<x<n, let

e x€[Al such that t'(x) = x; and

* n, be the number of entries less than t(x) that in t occupy nodes lower than x.
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Then

-

n—1+n, n—-2+n,_1 n
j=n =1

Jj=n-1 J
where we take the empty product to be 1.
Example 19. Let 1 =(5,3,3,2,1) and let t be given by

2[3[8]10]
611
7]9
14

Ot (=

[y ey
o[

Then Tqw = T13T8,9,10T7T5,6,7,89T45,6,7

We now present a straight-forward but useful corollary of Conjecture 2.

Corollary 5.0.4. Let w be a permutation in G,,. Then a reduced expression for w in terms
of simple generators s = (i,i + 1) can be found by applying Conjecture 2 to the (1™)-tableau
thw.

Example 20. Let w=(4811951076)(13 14). Then w = 51358,9,105755,6,7,8,954,5,6,7-

Successfully providing such a general construction of homomorphisms will also depend
upon generalizing Fayers’ recent paper [18] to the setting of the Ariki-Koike algebra and
thereby providing an algorithm for expressing homomorphisms g : M* — S* indexed
by arbitrary non-semistandard as a linear combination of semistandard homomorph-
isms.

Another, related, development would be to identify an analogue of the row and column
removal theorems [14] in type A for the Ariki-Koike algebra. Such a result would prove
useful in calculating the dimension of homomorphism spaces between Specht modules by
identifying an isomorphism between the homomorphism space of certain Specht modules
for one Ariki-Koike algebra and that between related Specht modules for an Ariki-Koike
algebra that is in some sense ‘smaller’. In particular, it should be possible to use the
results of this thesis in tandem with a row and column removal theorem to exhibit a
number of non-zero homomorphism spaces between Specht modules.

It should also be possible to apply the results of this thesis in a similar capacity to the type
A results they generalize; namely, in studying reducible Specht modules, as in [37, The-
orem 5.2], or attempting to establish lower bounds upon the dimension of homomorphism
spaces between Specht modules, as was achieved in [38, Subsection 2.3].

Finally, a proof of Conjecture 1 would, in addition to being of interest in its own right, be a
particularly welcome addition to our knowledge of the Ariki-Koike algebra. As discussed
in the Introduction to this thesis, much of the study of homomorphism spaces between
Specht modules for the Iwahori-Hecke algebra of type A and the symmetric group has
been built upon two results: the kernel intersection theorem and the semistandard homo-
morphism theorem. Theorem 3.2.1 of this thesis provides half of this foundation, being
an analogue of the former, leaving the latter yet to be established.
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