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Abstract

Robust earthquake source models provide key informatioa Wide range of applica-
tions in Earth Sciences, such as in global tectonics, ndtaeards and tomographic stud-
ies. In this thesis, we study large magnitude earthquakieg tise Earth’s normal modes,
which are standing waves resulting from the interferencidfice waves travelling in op-
posite directions. We start by carrying out earthquakecualidation tests for a recent
source inversion techniqgue (SCARDEC), which shows a tenydéor steeper fault dip
angles than those reported in the widely used Global CMTiata (GCMT), for large
magnitude {/,, > 7.5) shallow thrust earthquakes. We show that SCARDEC squeie
rameters explain normal mode data as well as GCMT, and thARBEC dip angles
explain body wave data similarly or slightly better than GTMblutions. SCARDEC
dip angles also agree well with results from previous irdiral earthquake studies and
with geophysical subduction zone constraints, suggegtiati SCARDEC is a robust
technique for rapid source parameter determinations. A Mente Carlo earthquake
source inversion method based on ultra low-frequency nomode data f < 1 mHz) is
then developed, providing an independent way to estimdkerbpture source parameters
(rupture length and duration, magnitude, fault strike, @ rake) of large magnitude
earthquakes. Realistic synthetic tests show the impagtaf@ccurately modelling lat-
eral heterogeneity, notably for rake angle, rupture leragtti duration determinations.
Moreover, application of the new technique to five real slvalbubduction earthquakes
(M, > 8.5) of the past decade and a recent normal faulting, deépoeake using a 3-D
Earth mantle model, show clearly the complementary rola®fiew approach to classical
earthquake source techniques, and the advantages of usinglnmode data to study very
long-duration, slow-slip earthquake sources, such as@fé 27, 9.3 Sumatra-Andaman

earthquake.
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the 34 subduction earthquakes considered in this Chap@¥TGsource
time functions are represented as boxcar functions fohgasikes that
occurred before 2004. After thelof January 2004 the GCMT source
time function is assumed to be triangular (Ekstréimal, 2012). Zero
time corresponds to the PDE time of each earthquake. Eattdequames,
GCMT magnitudes and codes are shown on top of each plot. Thmess
of classical tsunami earthquakes are identifi®f],(7.5 N. Peru 1996 —
022196B,M,, 7.7 Java 2006 — 200607170819¥,, 7.8 S. Sumatra 2010
— 201010251442A) by SCARDEC, having smoother and longercsou
time functions than expected from their moment magnitude. . .. . . .
Simple flowchart showing the structure of the new albaritdeveloped
in this Chapter for normal mode earthquake source invessidine first
part of the algorithm carries out all the necessary proogssihile the
second part is doing the grid search and determines the alptiradel.
The filtering of and spectra calculations of singlets isdwitd by the

calculation of the phases of the singlets as explained itiosed.4. . . . .
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4.2 (a): A global map showing locations of three sites inadéht latitudes

4.3

4.4

(north hemisphere, equator, south hemisphere) whereduitsfwith three
different orientations are used to generate finite sournéhstic data for
the experiments presented in section 4.4. Stars in zoomaipsrshow
locations of three point sources superimposed to buildefisiturce syn-
thetic data with the rupture propagating over 240 km in lbrtgtvards
east (1), southeast (2) and south (3). (b): Earthquake mechsa of point
sources that are used to build synthetic data. (c): Momeatfuaction

of finite synthetic data with a total duration of 100 s. Eachhaf three
point sources is represented as a Gaussian function of 5@gration,
rupturing every 25s. . . . .
Maps showing centroid locations (blue stars), faultmaisms, stations’
distribution used in the synthetic tests (left), source aet®@nd spatio-
temporal characteristics (right) used to build the syimthdata for the
point and finite source inversion tests. Four earthquakekfferent tec-
tonic settings are tested: (a) a thrust earthquake basedeomadel of
Tsaiet al. (2005) for theM,, 9.3, 2004 Sumatra earthquake, (b) a strike-
slip earthquake for théZ,, 8.1, 1998 Antarctic plate earthquake, based
on the GCMT source model (rupture model by Netdeal.(1999)), (c) a
normal earthquake based on the GCMT source model af£h8.1, 2007
Kuril earthquake (rupture model based on the model oféizgl. (2009)),

(d) a thrust earthquake based on the model of Deledd. (2010) for the
M, 8.8 2010 Chile earthquake. . . . . . . ... ... ... ... .....
The effect of uncertainties in the Earth’s model as oleskon acceler-
ation amplitude spectra @fS, spheroidal mode singlets apd, radial
mode. Synthetic data built using SAW12D model (black) arenshin
comparison with input model synthetics using PREM (red)tfar four
earthquakes tested (thrust 1: Sumatra 2004, strike-slitargtic plate
1998, normal: Kuril 2007, thrust 2: Chile 2010). Differergtrhquakes
are plotted column by column. Note the frequency shift olasghrespe-

cially atoS9 andoSy ! singlets. . . . . ...
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4.5

4.6

4.7

4.8
4.9

480-hr acceleration amplitude spectra and phase oftedlspheroidal
multiplets excitation kernels) 02, 053, 050) for the artificial 2004 Suma-
tra earthquake, based on the model of Etail. (2005), observed at TLY
station at epicentral distance of 4%5.8nd azimuth of 9.2 Kernels are
presented for the SAW12D Earth model (blue) and PREM (redl)cak
culations are carried out using HOPT. Rotation, ellipfieind gravity cor-
rections are taken into account in the calculations. . . . ...... . ... 92
The effect of adding white noise in synthetic data to tbtcal acceler-
ation amplitude spectra @fS; spheroidal mode singlets agd, radial
mode at station CTAO for the four earthquakes tested (tHrusuma-
tra 2004, strike-slip: Antarctic plate 1998, normal: K007, thrust 2:
Chile 2010). Different earthquakes are plotted column Huroo. Syn-
thetic data with white noise added (black), are shown in aspn with

synthetic data without noise added (red). The Earth’s mosied in both

cases is SAWIZD. . . . . . . . 93

Results from a point source inversion for the artificd2 Sumatra earth-
quake, using a combination of the amplitude and FFT misfit§4&m-
plitude and 3% FFT) for the finite source model of Teaal. (2005) as

the input model ¢ = 343°,6 = 6.1°, A = 107°, M,, = 9.31, T, =

545 s,L = 1140 km). SAW12D 3-D model is used to build the synthetic
data and the excitation kernels: (a) 480-hr optimal fit amg@é spectra of

052, 053, 050 multiplets, (b) optimal source mechanism, (c) optimal and
acceptable range of source parameters (acceptable pararetrespond

to source models yielding misfit values not 1% larger tharidivest mis-

fit associated with the optimal source model), (d) misfit fiorcevolution. 96
Same as in Figure 4.7, but white noise is added to theeyoithata. . . . 97

Same as in Figure 4.7, but PREM excitation kernels amingbe inversion. 98
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4.10 Uncertainties and tradeoffs as shown from ensembéekiped by Neigh-
bourhood Algorithm and plotted as pairs of source pararadterthe ex-
periments of Figure 4.7 (green), Figure 4.8 (blue) and Eigu® (ma-
genta). Normalized frequency plots are shown at the botfbhe black

dashed lines correspond to the input model=£ 343°,6 = 6.1°, A =

107°, M,, = 9.31). Green, blue and magenta dashed lines correspond to

optimal models determined from the inversions. Meahgnd standard

deviation ¢) values arealsoshown. . . ... ... ..........

4.11 Results from a finite source inversion for the artifi2iad4 Sumatra earth-

quake, using a combination of the amplitude and FFT misfit84@m-
plitude and 3% FFT) for the finite source model of Tsaal. (2005) as
the input model ¢ = 343°,6 = 6.1°, A = 107°, M,, = 9.31, T, =

545 s, = 1140 km). SAW12D 3-D model is used to build the synthetic

data and the excitation kernels. White noise is added tdhsgintdata:

(a) 480-hr optimal fit amplitude spectra @852, S5, 059, 053, 053,

OSgl, 053, 05§ singlets, (b) optimal source mechanism, (c) optimal and

acceptable range of source parameters (acceptable pararoetrespond

to source models yielding misfit values not 1% larger tharidhvest mis-

fit associated with the optimal source model), (d) misfit figrcevolution.

4.12 Same as in Figure 4.11, but without white noise addegrithstic data,
while PREM excitation kernels are used in the inversion.
4.13 Uncertainties and tradeoffs as shown from ensembéekiped by Neigh-
bourhood Algorithm and plotted as pairs of source pararadterthe ex-
periments of Figure 4.11 (blue) and Figure 4.12 (magentay.mdlized
frequency plots are shown at the bottom. The black dashed torre-

spond to the input modely(= 343°,0 = 6.1°, A = 107°, M,, = 9.31,

101

. 104

T, =545 s, = 1140 km). Blue and magenta dashed lines correspond to

optimal models determined from the inversions. Meahand standard

deviation ¢) values arealsoshown. . . ... ... ... .......
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4.14 Optimal source parameters obtained from point sour@rsions versus

true source prarameters for the four artificial earthquaketed (thrust
1: Sumatra 2004, strike-slip: Antarctic plate 1998, normé@lril 2007,
thrust 2: Chile 2010) using the FFT misfit functialf{ column), the am-
plitude misfit "¢ column), the phase misfis(¢ column) and a combina-
tion of the amplitude and FFT (97% amplitude, 3%FFT) misfitdiions
(4" column). Synthetic data are built using SAW12D Earth mo@é-
ferent symbols are associated to different scenarios.gRjas correspond
to excitation kernels built using SAW12D, crosses corresido synthetic
data with white noise added and excitation kernels buihgiSAW12D,
triangles correspond to excitation kernels built using RRId diamonds

correspond to synthetic data with white noise added andadiari kernels

built using PREM. . . . . . . . . . .. ...

4.15 Same as in Figure 4.14, but for finite source inversiBesults are shown

5.1

52

for FFT (1% column), amplitude X" column), phase3® column) and
a combination of the amplitude and FFT (97% amplitude, 3%grFiEfit
functions ¢** column). . . . . ... ...
144-hr acceleration amplitude data (black) and GCMd)(spectra ob-
served at BFO station for the six earthquakes analyseddrCiapter: (a)
2004 Sumatra-Andaman, (b) 2005 Nias, (¢) 2007 BengkullR@d) To-
hoku, (e) 2013 Okhotsk Sea, (f) 2010 Chile. Degenerate sjg@mode

eigenfrequencies are plotted in blue for reference. . . . . .. .. .. 120

Singlets separation f@iS; and(.S3 multiplets obtained from 480-hr ac-
celeration spectra for the 26 December 20d4 9.3 Sumatra-Andaman
earthquake, recorded at CTAO station (black). Finite sounodel syn-
thetics obtained from the singlets inversion describedibssction 5.4.1.1
are also shown (red) for reference. Top panel shows acteleram-
plitude spectra, middle and bottom panels show real andimaagFFT
parts, respectively. Blue dashed lines indicate singkbtgenfrequencies

with respect to Earth’s rotation, ellipticity and SAW12DrEamodel.
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5.3

54

5.5

5.6

Global maps showing the GCMT locations (stars) and Hesdishof the
six earthquakes analysed in this Chapter: (a) 2004 SurAaidaman, (b)
2005 Nias, (c) 2007 Bengkulu, (d) 2011 Tohoku, (e) 2013 Odth&ea,

(f) 2010 Chile. Stations used in the point source inversemesplotted as
red squares and those used in the finite source inversiondaited as
cyantriangles. . . . . . ..
Map showing the tectonic setting of the 2004, 2005 and’ ZB@matra
earthquakes. Red stars indicate the centroid locatiortseaininshocks.
Red beachballs correspond to their GCMT source models. Relés
show the seismicityX/,, > 5.5 in entire GCMT catalogue) of the study

area. White dashed lines indicate approximately the repneas of his-

toricearthquakes. . . . . . . . . ...

Results from a point source inversion for the 2004 Swarairdaman
earthquake. The SAW12D 3-D mantle model is used to buildtatxan
kernels for the centroid location of Tsati al. (2005): (a) 240-hr optimal
fit amplitude spectra ofSs, 953, 054, 1.52, 050, 055, 1.53-252-351 mul-
tiplets; (b) optimal source mechanism; (c) optimal and ptadgle range
of source parameters (acceptable parameters correspsadrtee models
yielding misfit values not exceeding the minimum misfit vahyemore

than 1%); (d) misfit function evolution as a function of themher of

126

models generated in the parametersearch. . . . .. ... ... ... 129

Results from a finite source inversion for the 2004 Susnesirthquake.
SAW12D 3-D model is used to build the excitation kernels: 489-hr
optimal fit amplitude spectra @fS5?, (59, 053>, ¢Sy singlets with re-
spect to the PDE location, (b) optimal source mechanismaptijnal and
acceptable range of source parameters (acceptable pararoetrespond
to source models yielding misfit values up to 1% larger thanldwest

misfit associated with the optimal source model), (d) misiitction evo-
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5.7

5.8

59

Tradeoff scatterplots from the ensemble of models predby the Neigh-
bourhood Algorithm for inversion results of Figure 5.5 (posource in-
version; green dots) and Figure 5.6 (finite source inversine dots)
for the great 2004 Sumatra-Andaman earthquake. The namdakis-
tograms in the bottom row show the distribution of the ini@rsesults
(their meanu and standard deviation values are also shown). Black
and red dashed vertical lines correspond to the optimatsequairameters
obtained from point and finite source inversions, respefstiv. . . . . . . 133
Map showing the tectonic setting of the 2011 Tohoku aa@@13 Okhotsk
Sea earthquakes. Red stars indicate the centroid locatiotiie main-
shocks. Red beachballs correspond to their GCMT source IsioBed
circles show the seismicityM,, > 5.5 in entire the GCMT catalogue)
of the study area. White dotted lines indicate approxinyatte¢ rupture
areas of historic earthquakes. . . . . . . ... ... ... .. .. ... 138
Results from a point source inversion for the 2011 Tohe&dhquake.
The SAW12D 3-D mantle model is used to build the excitatiomk&és
for the GCMT centroid location: (a) 240-hr optimal fit amptie spec-
tra of (.S, 053, 054, 152, 050, 055, 1.593-2.52-351 multiplets; (b) optimal
source mechanism; (c) optimal and acceptable range of sam@ame-
ters (acceptable parameters correspond to source moeddngi misfit
values not exceeding the lowest misfit value by more than {@pmisfit
function evolution as a function of the number of models geteel in the

parametersearch. . . . . . . . . . . ... 141

5.10 Results from a finite source inversion for the 2011 Tohe&rthquake.

The SAW12D 3-D mantle model is used to build the excitatiomk&s
for the PDE location: (a) 480-hr optimal fit amplitude spaabf (S5,
0552, 0551, 0552, 0552, oSy singlets; (b) optimal source mechanism;
(c) optimal and acceptable range of source parameterspfaddte param-
eters correspond to source models yielding misfit valueserogeding
the lowest misfit value by more than 1%); (d) misfit functiomletion as

a function of the number of models generated in the pararsetech. . . 142

XXXi



5.11 Tradeoff scatterplots from the ensemble of modelsymred by the Neigh-
bourhood Algorithm for inversion results of Figure 5.9 (posource in-
version; green dots) and Figure 5.10 (finite source invardidue dots)
for the 2011 Tohoku earthquake. The normalised histograntisei bot-
tom row show the distribution of the inversion results (thmeany and
standard deviatioa values are also shown). Black and red dashed verti-

cal lines correspond to the optimal source parametersrmatdiom point

and finite source inversions, respectively. . . . . ... ... ...... .. 143

5.12 Results from a point source inversion for the 2013 Qdh&@ea earth-
quake. The SAW12D 3-D mantle model is used to build the etoita
kernels for the GCMT centroid location: (a) 48-hr optimalditplitude
spectra 0§53, 054, 152, 050, 055, 015-1.53-252-351, 013, 914 Multiplets;

(b) optimal source mechanism; (c) optimal and acceptabigeraf source
parameters (acceptable parameters correspond to soudmsny@lding
misfit values not exceeding the lowest misfit value by morae tte); (d)
misfit function evolution as a function of the number of madgénerated
inthe parametersearch. . . . . . . . . ... ... ...

5.13 Tradeoff scatterplots from the ensemble of modelsymed by the Neigh-
bourhood Algorithm for inversion results of Figure 5.12 five 2013
Okhotsk Sea earthquake. The normalised histograms in titentoeow
show the distribution of the inversion results (their m@aand standard
deviationo values are also shown). Black dashed vertical lines corre-
spond to the optimal source parameters obtained from th& polrce
INVErsion. . . . . . . . . e

5.14 Map showing the tectonic setting of the 2010 Maule, €€hdrthquake.
Red star indicates the centroid location of the mainshoad Beachball
corresponds to its GCMT source model. Red circles show tisengzty

(M, > 5.5 in entire GCMT catalogue) of the study area. Black dotted

lines indicate approximately the rupture areas of histesichquakes. . . 148
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5.15 Results from a point source inversion for the 2010 MaGlele earth-
quake. The SAW12D 3-D mantle model is used to build the etaita
kernels for the GCMT centroid location: (a) 240-hr optimalampli-
tude spectra ofSs, 053, 054, 152, 050, 055, 153-252-351 Multiplets; (b)
optimal source mechanism; (c) optimal and acceptable rahgeurce
parameters (acceptable parameters correspond to soudmsny@lding
misfit values not exceeding the minimum misfit value by moenth%);

(d) misfit function evolution as a function of the number ofdets gener-
ated in the parametersearch. . . . . .. ... .. ... ......... 0

5.16 Tradeoff scatterplots from the ensemble of modelsymed by the Neigh-
bourhood Algorithm for inversion results of Figure 5.15 fitve 2010
Maule, Chile earthquake. The normalised histograms in dt®in row
show the distribution of the inversion results (their m@aand standard
deviationo values are also shown). Black dashed vertical lines corre-
spond to the optimal source parameters obtained from th& pource
inversion.

5.17 Comparisons of source parameters determined in thdy ¢black aster-
isks — point source, magenta asterisks — finite source) WM (red
circles), SCARDEC (green triangles), W-phase (orangdesyand other
source models published in the literature (blue squarespr Bars show

source parameter uncertainties determined inthisstudy. . . . . . . . 153
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B.1

B.2

Results from a point source inversion for the artific@®& Antarctic plate
strike slip earthquake, using a combination of the ampditadd FFT mis-
fits (97% amplitude and 3% FFT) using the GCMT location andt fger
ometry, assuming a total rupture duration of 90 s and rugtmgth of
240 km, based on the rupture model of Neti#sal. (1999), as the in-
put model ¢ = 281°,§ = 84°, A = 17°, M, = 8.1, T, =90 s,L =
240 km). SAW12D 3-D model is used to build the synthetic daithe
excitation kernels: (a) 480-hr optimal fit acceleration &étage spectra
of 453, 053 and ¢Sy multiplets, (b) optimal source mechanism, (c) op-
timal and acceptable range of source parameters (accegiatdmeters
correspond to source models yielding misfit values not 1gelathan the
lowest misfit associated with the optimal source model) nfdfit func-
tionevolution. . . . . . . ... 181
Uncertainties and tradeoffs as shown from ensembletipeal by Neigh-
bourhood Algorithm and plotted as pairs of source pararadterthe ex-
periment of Figure B.1. Normalized frequency plots are gha the
bottom. The black dashed lines correspond to the input m@edek
281°,0 = 84°,\ = 17°, M,, = 8.1) and red dashed lines correspond to
optimal models determined from the inversions. Meahgnd standard

deviation ¢) values arealsoshown. . . ... ... ... ......... 182
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B.3

B.4

Results from a point source inversion for the artific@®& Antarctic plate
strike slip earthquake, using a combination of the ampditadd FFT mis-
fits (97% amplitude and 3% FFT) using the GCMT location andt fger
ometry, assuming a total rupture duration of 90 s and rugength of
240 km, based on the rupture model of Net¢sl. (1999), as the input
model ¢ = 281°,§ = 84°, A = 17°, M, = 8.1, T, =90 s,L = 240
km). SAW12D 3-D model is used to build the synthetic data dredex-
citation kernels. White noise is also added to synthetie:déd) 480-hr
optimal fit acceleration amplitude spectra,dh, (S3 andy.Sy; multiplets,
(b) optimal source mechanism, (c) optimal and acceptabigeraf source
parameters (acceptable parameters correspond to soudmsny@lding
misfit values not 1% larger than the lowest misfit associatitd tlve op-
timal source model), (d) misfit function evolution. . . . . . .. .. ..
Uncertainties and tradeoffs as shown from ensembletipeal by Neigh-
bourhood Algorithm and plotted as pairs of source pararadtegrthe ex-
periment of Figure B.3. Normalized frequency plots are ghaw the

bottom. The black dashed lines correspond to the input m@edek

183

281°,6 = 84°,\ = 17°, M,, = 8.1) and red dashed lines correspond to

optimal models determined from the inversions. Meahgnd standard

deviation ¢) values arealsoshown. . . ... ... ... .......
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B.5

B.6

Results from a point source inversion for the artific@®& Antarctic plate
strike slip earthquake, using a combination of the ampditadd FFT mis-
fits (97% amplitude and 3% FFT) using the GCMT location andt fger
ometry, assuming a total rupture duration of 90 s and rugtmgth of
240 km, based on the rupture model of Net¢sl. (1999), as the input
model ¢ = 281°,§ = 84°, A = 17°, M, = 8.1, T, =90 s,L = 240
km). SAW12D 3-D model is used to build the synthetic data aR&M

for the excitation kernels: (a) 480-hr optimal fit accelenatamplitude
spectra ofyS,, ¢S5 and ¢Sy multiplets, (b) optimal source mechanism,
(c) optimal and acceptable range of source parameterspfatde param-
eters correspond to source models yielding misfit valueslfetarger
than the lowest misfit associated with the optimal sourceapf) mis-
fitfunction evolution. . . . . . . .. ... L 185
Uncertainties and tradeoffs as shown from ensembletipeal by Neigh-
bourhood Algorithm and plotted as pairs of source pararadterthe ex-
periment of Figure B.5. Normalized frequency plots are gha the
bottom. The black dashed lines correspond to the input m@edek
281°,0 = 84°,\ = 17°, M,, = 8.1) and red dashed lines correspond to
optimal models determined from the inversions. Meahgnd standard

deviation ¢) values arealsoshown. . . ... ... ... ......... 186
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B.7

B.8

Results from a point source inversion for the artificia0? Kuril normal
faulting earthquake, using a combination of the amplitutteleF T misfits
(97% amplitude and 3% FFT) using the GCMT location and faetirg-
etry, assuming a total rupture duration of 60 s and rupturgtfeof 220
km, based on the rupture model of Layal. (2009), as the input model
(¢ = 43°,6 = 59°, X = —115°, M,, = 8.1, T, = 60 s,L = 220 km).
SAW12D 3-D model is used to build the synthetic data and thetax
tion kernels: (a) 480-hr optimal fit acceleration amplitsgectra of,.Ss,

053 andSy multiplets, (b) optimal source mechanism, (c) optimal and
acceptable range of source parameters (acceptable pararmetrespond
to source models yielding misfit values not 1% larger tharidivest mis-

fit associated with the optimal source model), (d) misfit tiorcevolution. 187
Uncertainties and tradeoffs as shown from ensemblakipea by Neigh-
bourhood Algorithm and plotted as pairs of source pararadtgrthe ex-
periment of Figure B.7. Normalized frequency plots are shatthe bot-
tom. The black dashed lines correspond to the input maeded ¢3°,§ =
59°, A = —115°, M,, = 8.1) and red dashed lines correspond to optimal
models determined from the inversions. Meah&nd standard deviation

(o) valuesarealsoshown. . ... ... ... ... ... .. ....... 188
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B.9 Results from a point source inversion for the artificid02 Kuril normal
faulting earthquake, using a combination of the amplitutkeleF T misfits
(97% amplitude and 3% FFT) using the GCMT location and faetirg-
etry, assuming a total rupture duration of 60 s and rupturgtfeof 220
km, based on the rupture model of Layal. (2009), as the input model
(¢ = 43°,6 = 59°, X = —115°, M, = 8.1, T, = 60 s,L = 220 km).
SAW12D 3-D model is used to build the synthetic data and tléation
kernels. White noise is also added to synthetic data: (a&ptimal fit
acceleration amplitude spectraydf,, oS3 andy Sy multiplets, (b) optimal
source mechanism, (c) optimal and acceptable range ofesparameters
(acceptable parameters correspond to source modelsngahisfit val-
ues not 1% larger than the lowest misfit associated with thiemnapsource
model), (d) misfit function evolution. . . . . .. .. ... ... .. .. 189

B.10 Uncertainties and tradeoffs as shown from ensembtaiiped by Neigh-
bourhood Algorithm and plotted as pairs of source pararadterthe ex-
periment of Figure B.9. Normalized frequency plots are shatthe bot-
tom. The black dashed lines correspond to the input maede! ¢3°,§ =
59° A = —115°, M,, = 8.1) and red dashed lines correspond to optimal
models determined from the inversions. Meah&nd standard deviation

(o) values arealsoshown. . . ... ... ... ... ... .. . .....
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B.11 Results from a point source inversion for the artifi@@07 Kuril normal
faulting earthquake, using a combination of the amplitutkteleF T misfits
(97% amplitude and 3% FFT) using the GCMT location and faetirg-
etry, assuming a total rupture duration of 60 s and rupturgtfeof 220
km, based on the rupture model of Layal. (2009), as the input model
(¢ = 43°,8 = 59°,\ = —115°, M,, = 8.1, T, = 60 s,L = 220 km).
SAW12D 3-D model is used to build the synthetic data and PR&Hhe
excitation kernels: (a) 480-hr optimal fit acceleration &étage spectra
of 453, 053 and ¢Sy multiplets, (b) optimal source mechanism, (c) op-
timal and acceptable range of source parameters (accegiatdmeters
correspond to source models yielding misfit values not 1gelathan the
lowest misfit associated with the optimal source model) nfdfit func-
tionevolution. . . . . . . ...

B.12 Uncertainties and tradeoffs as shown from ensembtaiiped by Neigh-
bourhood Algorithm and plotted as pairs of source pararadterthe ex-
periment of Figure B.11. Normalized frequency plots arenshat the
bottom. The black dashed lines correspond to the input m@edek
43°,0 = 59°, A = —115°, M,, = 8.1) and red dashed lines correspond to
optimal models determined from the inversions. Meahgnd standard

deviation ¢) values arealsoshown. . . ... ... ... .........
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B.13 Results from a point source inversion for the artifi@@l0 Chile thrust
earthquake, using a combination of the amplitude and FFTits1{87%
amplitude and 3% FFT) using an artificial unilateral ruptomedel based
on the source model of Delouét al. (2010) assuming a total rupture du-
ration of 230 s and rupture length of 600 km, as the input médek
15,6 = 18°, A = 110°, M,, = 88, T, = 230 s,L = 600 km).
SAW12D 3-D model is used to build the synthetic data and thetax
tion kernels: (a) 480-hr optimal fit acceleration amplitsgectra of.S,,

053 and Sy multiplets, (b) optimal source mechanism, (c) optimal and
acceptable range of source parameters (acceptable pararoetrespond

to source models yielding misfit values not 1% larger tharidivest mis-

fit associated with the optimal source model), (d) misfit tiorcevolution. 193

B.14 Uncertainties and tradeoffs as shown from ensembtekiped by Neigh-
bourhood Algorithm and plotted as pairs of source pararadterthe ex-
periment of Figure B.13. Normalized frequency plots arenshat the
bottom. The black dashed lines correspond to the input mogle:
15°,6 = 18°, A = 110°, M,, = 8.8) and red dashed lines correspond to
optimal models determined from the inversions. Meahgnd standard

deviation ¢) values arealsoshown. . . .. .. ... ... ........ 194
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B.15 Results from a point source inversion for the artifi@@l0 Chile thrust
earthquake, using a combination of the amplitude and FFTitm{87%
amplitude and 3% FFT) using an artificial unilateral ruptoredel based
on the source model of Delouét al. (2010) assuming a total rupture du-
ration of 230 s and rupture length of 600 km, as the input médek
15°,6 = 18°, A = 110°, M,, = 8.8, T,, = 230 s,L. = 600 km). SAW12D
3-D model is used to build the synthetic data and the exaitdternels.
White noise is also added to synthetic data: (a) 480-hr @gbtitraccelera-
tion amplitude spectra @fS,, ¢S5 andy.Sy multiplets, (b) optimal source
mechanism, (c) optimal and acceptable range of source ptessn(ac-
ceptable parameters correspond to source models yieldisii ralues
not 1% larger than the lowest misfit associated with the cgitisource
model), (d) misfit function evolution. . . . . . ... ... ... .. .. 195

B.16 Uncertainties and tradeoffs as shown from ensembtaiiped by Neigh-
bourhood Algorithm and plotted as pairs of source pararadtegrthe ex-
periment of Figure B.15. Normalized frequency plots arenshat the
bottom. The black dashed lines correspond to the input m@eek
15°,6 = 18°, A = 110°, M,, = 8.8) and red dashed lines correspond to
optimal models determined from the inversions. Meahgnd standard

deviation ¢) values arealsoshown. . . ... ... ... .........
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B.17 Results from a point source inversion for the artifi@@l0 Chile thrust
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Chapter 1

Introduction

Instrumental observations of seismic motions with wavéoglsrranging from less than a
second to 54 minutes provide useful information about gadke source processes, the
physical properties of the Earth’s interior and the site&f associated with the struc-
tural complexity in the vicinity of seismic stations. Oveetpast decades there has been
much progress in seismological research to address trmsesisFor example, sophisti-
cated algorithms are now available to determine earthqgealiece parameters (e.g., lo-
cation, magnitude, mechanism) in near real time. In additidgh-resolution images of
the Earth’s deep interior built using seismic tomograpleyiacreasingly available. Accu-
rate earthquake source models are key for improved Eadhisgraphy studies and for
a better understanding of active tectonics and of naturzhrda (e.g., earthquake cycle,
tsunamis). Moreover, robust kinematic characterisatimnearthquakes provide useful
information for further detailed studies of the physics aftequakes, from the dynamic
modelling of earthquake ruptures to understanding eaatkegtatistical properties, stress
transfer and scaling laws. However, often there are laggreibancies between kinematic
source models produced by different authors for a giverngaake, suggesting large un-
certainties, and showing that there remains much scopééooiigh validation tests of
source models. Moreover, it is important to further expltive full spectra of seismic
data, including the lowest wave frequencies, for a comptetracterisation of seismic

sources.



2 Introduction

1.1 Global earthquakes

Tectonic earthquakes occur in faults, which are surfacetherEarth where one block
slides with respect to the other. The two blocks are initildtked as friction prevents the
two sides from slipping. When the accumulated strain oveeothe friction that holds
the two blocks together, the fault slips with the simultameoelease of elastic waves,
resulting in an earthquake. This theory known as elastiourt theory was proposed by
Reid (1910) after the 1908/ 7.8 San Fransisco earthquake on the San Andreas fault.
The global seismicity map in Figure 1.1 clearly shows thatdrstribution of earth-
quake epicentres is non-uniform and highly concentrateg@late boundaries. Most of
the events occur around the Pacific margin and the Alpinealéiyan belt (thrust earth-
quakes), with many others along midocean ridges and iatt@plents (strike-slip, normal
earthquakes). The depth distribution of subduction zomthgaakes is well established
by the so-called Wadati-Bennioff zones. Often, in subdurctiones shallow depth thrust
earthquakes occur down to depths of around 40 km with fapliadigles shallower than
3. Intermediate-depth events occur at depths of 70—300 kndeed events can occur
deeper than 300 km, down to 700 km, with dip angles becomingessively steeper as

the oceanic plate sinks into the mantle (e.g. Lay and Wallb@@5).
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Figure 1.1: Global seismicity {/,, > 6.0) according to the Global Centroid Moment Tensor
(GCMT) catalogue for the past 20 years. Red circles show G@&ditentres and green lines
show plate boundaries.

Based on the elastic rebound theory, four different perwfdhe so-called seismic
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cycle can be defined. During the interseismic period, stisaaccumulated on the fault
with no slip or some aseismic creep possibly taking place fAreseismic phase immedi-
ately before the mainshock often involves foreshock agtivihe mainshock defines the
coseismic phase, where motion on the fault takes placefiaatly, the postseismic phase
is typically characterised by the occurrence of afterseatcompanied by deformation
due to afterslip (Pollitzt al., 2008) and/or viscoelastic or poroelastic relaxation ¢eer
and Heidbach, 2006).

The seismic cycle can last thousands of years, with thesigitemic stage being the
most difficult to study for long recurrence time earthquakesause of the lack of in-
strumental observations prior to the2@entury. However, there are cases where it has
been successfully observed, such as in the Sumatra and Smgttica subduction zones
using geodetic data (e.g. Chliet al, 2004; Prawirodirdjcet al., 2010). Indeed, recent
advances in geodetic measurements, such as GPS and InSA&Rden key to study the
interseismic and postseismic phases of various earthgualkieh as of the 23 June 2001
M,, 8.4 Peru earthquake (Melbourne and Webb, 2002; Hergert aiabbich, 2006; Biggs
et al, 2009) and the 25 September 2008, 8.3 Hokkaido earthquake (Miyazagt al,,
2004). The coseismic phase of large magnitude earthquakeswolve a wide range of
extreme rupture behaviours, from recently discovereatsgp events, such as the 1999
Cascadia event of aseismic slip over a 50 km by 300 km aregtareuequivalent to an
earthquake of moment magnitude 6.7 (Dragtrl., 2001), to supershear rupture, where
the rupture propagates with a rupture velocity higher tim@nshear wave speed, such as
for the 17 August 19991, 7.5 Izmit earthquake (Bouchaat al, 2002). Moreover, some
subduction zone earthquakes, such as the 2 September/19926 Nicaragua and the
2 June 1994V/,, 7.8 Java events (Polet and Kanamori, 2000; Abercrorabgd., 2001)
have been associated with anomalously large tsunami soit@s a consequence of a low
ratio of seismic radiated energy to seismic moment. A slogv@mponent in the rup-
ture of very large magnitude earthquakdg,( > 9.0) has been observed for the great 22
May 196011, 9.5 Chile earthquake (Kanamori and Cipar, 1974; Kanamatrifarderson,
1975a; Cifuentes and Silver, 1989) and the 26 December 2009.3 Sumatra-Andaman
earthquake (Parkt al., 2005; Stein and Okal, 2005), yielding anomalously longrseu

durations. As a consequence, it can be difficult to deteditiaé seismic moment released
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by such earthquakes using standard source inversion tpasbased on seismic data in a
relatively narrow frequency range (Tstial,, 2005). In contrast, the 11 March 2011,

9.1 Tohoku earthquake was characterised by a compact eulgtagth and duration with
respect to its magnitude (Poli&t al, 2011b; Simongt al,, 2011). In addition, the latter
event and the 27 February 2010, 8.8 Maule, Chile earthquake have been characterised
by a frequency-dependent rupture behaviour, with shaibgend long-period radiation
arising from different regions in the megathrust (Kopeal,, 2011; Kiser and Ishii, 2011,
2012).

The past decade has been marked by the occurrence of mahgantbguakesi/,, >
8.5) i.e., from the 2004\7,, 9.3 Sumatra-Andaman earthquake, and two subsequent thrust
and a strike slip earthquake (followed within two hours by/a 8.2 strike slip event)
in the same area, to the 201@,, 8.8 Maule, Chile and the 2014, 9.1 Tohoku earth-
quakes. Some of these earthquakes highlighted the divexbes@metimes surprising
character of earthquake rupture, such as the 2004 Sumattardan which involved a
slow slip component observed from low-frequency seismia de.g. Parlet al,, 2005).
One of the most striking examples is also the unexpectedfonagnitude, 20117,, 9.1
Tohoku earthquake (Hayes, 2011). Body wave inversions stigadiation from up-dip
(Ammonet al, 2011), while back-projection studies indicated shorigakradiation from
down-dip (Koperet al, 2011). Furthermore, geodetic studies indicated thatvedip ob-
served further off-shore but with significant slip closehie trench (Simonst al., 2011).
Discrepancies often observed in different studies higihligpture complexities that need
to be further investigated as they have profound conse@sefoe our understanding of

earthquake physics and seismic hazard.

1.2 Seismological observation of earthquakes: which data?

It has been over a century since the first instrumental obtervof a teleseismic event
occurring in Japan in 1889, by Von Rebeur-Paschwitz in Gaymahich marked the
beginning of a new era in observational seismology. A fewgéater, in 1903, the In-
ternational Association of Seismology was founded at aaranice in Strasburg in order
to build the first database of seismic recordings. The firstesgatic catalogue of earth-

guakes was released in 1918 (ISS, International Seisnwalb§ummary) and in 1964 it
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was replaced by the International Seismological Centr€)Illetin (Villasefioret al.,
1997).

Technological progress enabled the design and constnucfiseveral types of seis-
mographs, with many analogue instruments being deployeladly since 1950. This
motivated the community for a unified global seismograplwoet, which was estab-
lished in 1964 (World-Wide Standard Seismograph Networke WWSSN consisted of
120 analogue three-component seismographs which opdaatapproximately 20 years.
In the 1980s there was an effort to replace the old analogemegraphs with new digi-
tal broadband instruments. Meanwhile, other global ndte,osuch as the French GEO-
SCOPE, have been developed and included in the unified ¢u@lebal Seismograph
Network (GSN) shown in Figure 1.2. The importance of the GSMighlighted by a
significant amount of pioneering seismic source studiesdas their recordings (e.g.
Dziewonskiet al,, 1981; Kikuchi and Kanamori, 1982; Kanamori and Rivera,& k-
stromet al, 2012), seismic tomography studies (e.g. Dziewonski andefson, 1981,
Ritsemaet al., 1999) and other seismic observations (e.g. Kanamori, ;19@3ters and

Widmer, 1995).

’.'i GLOBAL SEISMOGRAPHIC NETWORK
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Figure 1.2: A global map showing the distribution of the current seisstations included in the
GSN network. Figure downloaded from IRISt(t p: // www. i ri s. edu/ hqg/ pr ogr ans/

gsn).

The primary GSN data used in earthquake source studies @vedsefrom stations
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at teleseismic distances from the earthquake (e.g., dissaof 30-90), where direct

(P, SV, SH) and surface reflectedh P, sP, sS) body wave phases can be well observed
and modelled for earthquakes df,, > 5.5 (e.g. Kikuchi and Kanamori, 1982; Valléee
etal, 2011). Figure 1.3 shows typical three-component seisamgywithP body waves
arriving first, followed byS body waves. Surface wave (Rayleigh and Love) arrivals can
be easily identified in the seismograms roughly 30 minutesr dfie earthquake’s origin
time. Rayleigh wavesK) are the result of constructive interferencefoind SV waves

and are observed on vertical and longitudinal componemtrdsc Love wavesl) result

from the interference of H waves, trapped close to the surface, and are observed on

transverse component data.
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Figure 1.3: An example of three-component seismograms (LHZ: verticHl_: longitudinal,

LHT: transverse) from the GSN showing ground displacemést ¢ghe 11 April 20120, 8.6

Sumatra strike-slip earthquake recorded at BFO statiom &pécentral distance of 85and az-
imuth of 318. Body waves P, SV, SH) as well as RayleighKX) and Love () surface wave
arrivals are shown in the seismograms.

Another type of seismic data are the Earth’s normal moderseerdscillations, which
are standing waves resulting from the constructive interfee of opposite direction trav-
elling long-period surface waves (Figure 1.4). The thécabtdescription of the Earth’s
normal modes was presented by Poisson (1829). Lamb (18R2)atad for the first time
analytically theoretical normal mode eigenfrequencieseldaon simple models, whereas
eigenfrequencies of normal modes for more realistic Eadbats have only been com-
puted almost a century later (Pekeris and Jarosch, 195&uthk 1959; Backus and
Gilbert, 1961). Although recordings of body and surface egawere available from the

early 1920s, normal mode observations have not been relpantéd the 1960s. The first
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unambiguous observation of normal modes was reported bipBen al. (1961) after the
22 May 1960M,, 9.5 Chile earthquake. With the subsequent developmenteoGBN
and of very broadband seismometers (e.g., STS-1, STS-B4080), many more new
observations have been possible (see, e.g., Figure 1ci)ding recent observations of
the Earth’s hum (Webb, 2007; Kurrle and Widmer-Schnidri@g)& Brominski and Ger-
stoft, 2009), which is a nearly constant signal around 10 npolHgerved in the absence of
large earthquakes. At the same time, new theoretical dewedats and increased com-
putational power allowed more realistic calculations ofmal mode eigenfrequencies
and eigenfunctions, and their observations (e.g. Woodhansl Dahlen, 1978; Masters
et al, 1982, 1983; Masters and Widmer, 1995; Zitral, 2000; Tanimoto, 2001; Rosat
et al, 2003; Daviset al, 2005). All these efforts led to great contributions to #&sd
of the structure of the Earth’s deep interior, notably totEardensity studies due to the
unigue sensitivity of normal modes to density structurg.(Bziewonski and Anderson,
1981; Resovsky and Ritzwoller, 1998; Ritsertaal., 1999; Mégnin and Romanowicz,
2000). Normal modes have been also observed using nonedeiinal instruments, such
as, with superconducting gravimeters and tiltmeters @agirtieret al., 2000; Widmer-
Schnidrig, 2003; Ferreirat al, 2006; Braitenber@t al., 2006), and, recently with a ring
laser system that is sensitive to rotational ground motjtged et al., 2011).

The Earth’s normal modes play an important role in sourcdissuof very large
magnitude earthquaked#, > 8.0), providing useful constraints on the fault geome-
try, the magnitude and on source directivity (e.g. Abe, 18B#nh-Menahenet al,, 1972;
Kanamori and Cipar, 1974; Kedat al, 1994; Parlet al., 2005; Stein and Okal, 2005;
Lambotteet al., 2006, 2007; Tanimotet al., 2012; Okalet al., 2012). However, because
of very long and continuous time-series needed for theienfagions, their use in source
studies has been somewhat limited compared to body andteusfaves. Hence, the full
potential of free oscillation data for earthquake sourceliss has not been fully exam-
ined yet. This thesis addresses this issue by investigttiagise of normal mode data
in independent tests of earthquake source parameters aodrice inversions for simple

finite source models of great earthquakes.
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Figure 1.4: Observed vertical component spectra of 240 hours of fredaifns in the 0—1 mHz
frequency band recorded at CAN (Canberra, Australia)stdtr the 26 December 2004, 9.3
Sumatra-Andaman earthquake. Spheroidal and toroidaifatterns are also shown for some
of the gravest free oscillations in the spectra. FigurendieParket al. (2005).

1.3 Determination of earthquake source parameters

1.3.1 Early studies

Since the beginning of the observational era in seismologgyndifferent ways have been
used to measure the size of an earthquake. Early studieshesdddy wave;,) and
Rayleigh surface wavelMs) magnitudes, based on shoit] s) and long period~20
S) observations of body and surface waves, respectivelyveMer, Aki (1967) showed
that the body wave magnitude saturates after an earthqdaké & 6 and the surface
magnitude saturates after an earthquaké/bf~ 8, underestimating the earthquakes’
energy. This limitation was addressed by the introductibithe seismic moment by
AKki (1966), which is directly related to the energy radiafemin a double couple seismic
source. Kanamori (1977) introduced the moment magnitidg)@s a unified earthquake

magnitude measurement, compatible with other magnitupestylike the surface wave

magnitude, until it saturated{s 8.2).
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Gilbert (1970) introduced the concept of the seismic mortemgor, which is a math-
ematical representation of the equivalent body force ofisrge source. Its nine compo-
nents are the nine force couples which involve the seismimemb and the mechanism of
the source, described by the fault’s strikg,(dip (5) and rake K). Gilbert (1970) showed
that the moment tensor is linearly related to the normal ngrdeind motions that are
generated by an earthquake, bringing a new perspectiveutoesparameter determina-
tions whereby normal mode data can be relatively easilyriadefor earthquake source
parameters (Gilbert, 1973). Langston and Helmberger (1&a&nded the theory to body
waves excited by shallow earthquakes, by deriving expasdor ground displacements
recorded at teleseismic distances. Dziewowrskil. (1981) introduced the concept of the
centroid moment tensor, whereby the seismic source isiteslcby a centroid in space
and time which minimises the first spatial and temporal mdmehthe moment rate dis-
tribution (¢, ) (stress glut rate, in Backus and Mulcahy, 1976). Hence, émraid
location represents an average point source location winictfontrast with the hypocen-
ter which is associated with the rupture initiation poirgjrg often derived from onset
times of high-frequency body waves. The study of Dzieworslal. (1981) initiated a
systematic effort for the routine determination of souraeameters of global and regional
earthquakes with magnitudég,, > 5.5 (Dziewonski and Woodhouse, 1983), which led
to the very successful and widely used Global Centroid Mdritensor (GCMT) project
(Ekstromet al, 2012). Modifications of this technique have been carrieccEkgtrom
(1989) and Arvidsson and Ekstrom (1998) to extend the aisatg even lower magnitude

earthquakesn/,, > 4.5).

1.3.2 Existing global earthquake catalogues

The systematic observation of earthquakes through they®gint of regional and global
seismograph networks and the routine calculation of eagkejsource parameters (spatio-
temporal location and moment tensor), led to the determoimaif thousands of source

models. Today there are several catalogues either globeh as the ISC catalogue
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(http://wwv. i sc. ac. uk/) which reports locations of global earthquakes, or re-
gional catalogues such as the seismic catalogue of the Eameldediterranean Seismo-
logical Centre (EMSChtt p: // www. ensc- csem or g). In this section we shall dis-
cuss some of the major global earthquake source catalogiésh will be used in this
thesis.

One of the most widely used earthquake catalogues is theaz@dmtroid Moment
Tensor (GCMT) catalogue. From 1982 to 2006 the project wasated at Harvard Uni-
versity, known as the Harvard CMT Project. Since 2006 théeptds operated by the
Lamont-Doherty Earth Observatory at Columbia Universiiging now known as the
Global CMT project (GCMT), with more than 25,000 moment tarsolutions for earth-
quakes with),, > 4.5 since 1976Ift t p: / / www. gl obal cnt . or g/ ). In addition,
the United States Geological Survey (USGS) routinely respBDE (Preliminary Deter-
mination of Epicenters) earthquake locations, as well agrGiel Moment Tensor source
models Ot t p: // eart hquake. usgs. gov/ r egi onal / nei ¢/ ). The Earthquake
Research Institute (ERI) at University of Tokyo also carat its own CMT analysis
(http://ww eri.u-tokyo. ac.jp/ eng/),using similar techniques to those de-
veloped by the GCMT project (Kawakatsu, 1995). The data us¢de CMT approach
are typically three-component body waves with wave penodse band 40-150 s for low
magnitude earthquakedf, < 5.5), while body (T~ 40-150 s), surface (& 50-150 s)
and long-period mantle wave data {1125-350 s) are used for earthquakes wiffy ~
5.5-7.0. For large magnitude earthquakéf,(> 7.0), the filtering is shifted to longer
periods, thus, for example for earthquakes witl), > 8.0 mantle waves with periods
450-200 s are used in the inversions (Ekstminal., 2012). Normal mode summation
is used in the modelling, whereby the seismic moment terssobiained from a linear
inversion of the data using a least-squares algorithm. @mee is an initial estimate
of the moment tensor, the least-squares algorithm prodeedis iterative way allowing
small perturbations with respect to the spatial-temparehtion parameters and updating
the moment tensor in each iteration, until a good agreememtden the observed and
synthetic seismograms is achieved. In its current versl@nGCMT technique uses the
SH8/U4L8 3-D Earth model (Dziewonski and Woodward, 199Zhemodelling.

The identification of the W seismic phase, a very long-pepbdse (100-1000 s) first
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recognised after the 2 September 1992 7.6 Nicaragua earthquake (Kanamori, 1993),
has further contributed to ongoing efforts for accurate fastl determinations of earth-
quake source parameters. The W phase has a fast group y€éit9.0 km/s), being
observed betweeR and.S wave arrivals, and long before seismic surface waves. Hence
it is a data type very well suited for rapid source model isi@rs soon after an earth-
quake’s occurrence. Furthermore, its very long wavelefigtthi200 km) is well adapted
to source inversions of large magnitude earthquakes, tinstef far-field source spectra
characteristics (corner frequency) and fault area dinosissthat control the potential for
significant tsunami excitation (Kanamori, 1972). The Wgshgechnique has some simi-
larities to the Centroid Moment Tensor method (Dzieworslkil., 1981; Dziewonski and
Woodhouse, 1983), being usually referred to as the WCMT atethince the determined
parameters are the six components of the moment tensor anddatroid location pa-
rameters (origin time, depth, latitude, longitude). Hoesregignificant differences include
the data type, the time window and the algorithm used to deterthe source models. In
the first stage, a preliminary W-phase magnitude is estiindtke second stage provides
a first solution based on the PDE location and, finally, dutivggthird stage, a grid search
for the final centroid moment tensor is carried out (for dstaiee Duputedt al,, 2012b,a).
The 1-D Earth model PREM (Dziewonski and Anderson, 1981%é&dun the modelling;
however, the use of such simplified 1-D Earth structure isansignificant drawback of
the method, since most of the W-phase propagation takes plathe relatively homo-
geneous lower mantle. The systematic determination of WGblirce models for large
earthquakesN/,, > 6.5) in the 1990-2010 period, led to the recently developed Asph
global cataloguent t p: / / wphase. uni st ra. f r/)based on the W-phase technique
(Duputelet al,, 2012b). The technique is also routinely implemented byuB&S.
Recently, a new catalogue of source models based on lomdderdy waves (0.005—
0.03 Hz) has been produced. It includes source parametessigftificant earthquakes
(M,, > 6.5) since 1993 and for earthquakes with, > 5.4 since 2011. Source models
are obtained using the SCARDEC method (Valtéeal, 2011), which is now an au-
tomated technique for the routine determination of eardkgusource parameters (fault
strike, dip, rake M,,, depth and source time functions; deet p: / / geoazur . oca.

eu/ SCARDEC). The SCARDEC method uses only body waves P.P, PP, SH 5.5)
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including all the reflected and refracted seismic phasdseictust recorded at teleseismic
distances (30-99. Thus, the SCARDEC method only needs approximately 3Qitain
time-series after the earthquake’s origin, in contraghtyie GCMT method, which needs
much longer time-series including the slower surface waMesce, the SCARDEC tech-
nique could potentially be useful for applications requgrifast source models, notably
for ocean-wide tsunami alert purposes. The source duregtifinst estimated by using the
direct P wave high-frequency signal (1-2 Hz) on the vertical compbrae teleseismic
distances (Lomax, 2005; Nt al, 2005). A deconvolution approach is then used to esti-
mate the source parameters. A relative source time fundegnribing the rupture’s time
history is obtained at each station that is used in the miadevhich is very useful to
identify complexities in the earthquake source processedisas to identify slow tsunami
earthquakes which have a source process anomalously lorgnaroth compared to that
expected for their magnitude (Kanamori, 1972). A limitatmf the SCARDEC method is
that it relies on simplified forward modelling using ray thgand the 1-D IASP91 Earth
model (Kennett and Engdahl, 1991).

It is well known that earthquakes occur on faults which hamigdfidimensions; hence,
the earthquake point source models discussed so far magnitedi While the simplic-
ity of the point source approximation is attractive and thadeiling of small to moderate
earthquakesi/,, ~ 5) as point sources in the far field (at distances of severatigagths
from the source) using data with wave periods much longen tha source’s duration
may be sufficient, for larger earthquakes the point sourcdeainis generally more lim-
ited (e.g., Tsaet al, 2005; Valléeet al, 2011). The SCARDEC catalogue reports point
source parameters along with earthquake source time @unsctivhich reflect finite source
characteristics (e.g., rupture directivity). This goegdmal the approach followed by the
GCMT which determines the source half duration using amsgdfiw with respect to the
seismic moment, and WCMT which determines the centroid 8hift as an estimate of

the source duration (Duputet al., 2013).

1.4 Some current challenges

With over 30 years of high quality digital seismic recordirgnd rapidly growing com-
puting power, seismology has greatly progressed in thedegstdes. High resolution 3-D
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tomographic models (e.g. Ritseratal, 1999), purely numerical seismic waveform for-
ward modelling tools (Komatitsch and Tromp, 2002a,b) aneaiyredvances in fast and
robust source model determinations using seismic dataergamori and Rivera, 2008;
Vallée et al, 2011; Duputelet al, 2012b) are just a few of the recent achievements in
seismology.

Nevertheless, objective validation tests, such as eaalt®eggource blind tests (Mai
et al, 2007, 2010) as well as resolution and error analyses (€agreira and Wood-
house, 2006; Hjorleifsdottir and Ekstrom, 2010; Feaet al., 2011) of existing source
model techniques are much needed. Indeed, source modedsgiven earthquake ob-
tained by different authors may show large discrepancibgwneed to be understood for
meaningful applications of the models. In addition, erigtmethods use different inver-
sion techniques, such as, least-squares inversions (eigwénski and Anderson, 1981;
Dziewonski and Woodhouse, 1983; Ekstr@tal., 2012) which depend on the starting
model, or global search techniques over a parameter spaug different optimisation
schemes, such as, simulated annealing (Hartzell and L8%)18enetic algorithms (Zhou
et al,, 1995) or the Neighbourhood Algorithm (Sambridge, 199%#8dufor example in
SCARDEC technique (Valléet al,, 2011). However, despite the various methods for the
determination of earthquake source parameters, reastiimation of uncertainties is still
not a routine process, apart from a few exceptions (e.gé¥®atlal., 2011).

As discussed previously, while body and surface waves haee bxtensively used
in earthquake source studies, normal mode data have rddes® attention. However,
various studies e.g. of the 2004 Sumatra-Andamgn9.3 earthquake (Pak al., 2005;
Stein and Okal, 2005; Tsat al., 2005) have highlighted the importance of using normal
modes to study large magnitudéf{, > 8.0) seismic sources (Tanimott al, 2012),
notably to characterise their magnitudes. Moreover, ssfukdeterminations of bulk
rupture characteristics by using the gravest free odoilat(0—1 mHz, Lambottet al,
2006, 2007) further validated results obtained using afie seismic data types as well
as geodetic observations (e.g. Teaial, 2005; Ishiiet al,, 2005; Walkeret al., 2005).
Ultra low-frequency normal modes (0—1 mHz) being closehtostatic deformation limit
than to any other seismic data, have the potential to hetjgimg the gap between geode-

tic (e.g., Delouiset al, 2010) and traditional seismic data (e.g., Ekstréiral, 2012)
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estimates.

1.5 Motivation and Thesis outline

The goal of this thesis is to study the source parameterggd lmagnitude earthquakes
(M., > 7.5) which often occur in subduction zones, are characterigambimplex rupture
and can excite significant tsunamis which cause serious glaianad fatalities. A specific
kind of seismic data, the Earth’'s normal modes, which anedatg waves produced by
the constructive interference of long-period surface waveas extremely well recorded
by very broadband seismometers after the occurrence ofitmé 36 December 2004
Sumatra-Andaman earthquake and enabled for the first tiemelibervation that standard
and routine techniques, such as the Global Centroid Momemsdr technique (GCMT),
underestimated the earthquake’s magnitude as a resutivoitip (e.g., Parlet al, 2005;
Stein and Okal, 2005). This observation motivated a nhumbémvefrequency normal
mode studies which either focused on the spatio-temporatacterisation of seismic
sources (e.g., Lambottt al., 2006, 2007), or to the identification of afterslip (e.g.nifa
motoet al, 2012; Okalet al,, 2012). However, the full potential of low-frequency notma
mode data for earthquake source studies is not entirelypeeglyet.

In the first part of the thesis, independent and comprehensilidation tests of a new
fully automated body wave technique, called SCARDEC @éit al, 2011), are carried
out using normal mode data as a forward modelling tool in pbtdeassess its overall
robustness. The use of body wave data further enabled thesasent of the SCARDEC
dip angles which are systematically found steeper in cormpamwith a standard and well
accepted technique, such as the GCMT. Moreover, other redmist such as the global
subduction zone model Slab1.0 (Hawsl., 2012) were used to validate our findings.

In the second part of the thesis, a novel normal mode invetsichnique for the simul-
taneous determination of source parameters (strike, dkg, #/,,) and spatio-temporal
characteristics (rupture duration and length) of unilteupture earthquakes was devel-
oped in order to examine the resolution of ultra low-frequye(0—1 mHz) normal mode
data for earthquake source characterisations. The taghnises the Neighbourhood Al-

gorithm (Sambridge, 1999a) as an optimisation scheme, hwhiables the systematic
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calculation of source parameter uncertainties and thetifabettion of tradeoffs. Exten-
sive synthetic tests were carried out showing that the fgalens robust and can be used
in real earthquake applications, which validated previmsilts on thel,, 9.3, 2004
Sumatra-Andaman earthquake (e.g., Ratrkl, 2005; Stein and Okal, 2005; Tggzt al.,
2005; Lambotteet al., 2006, 2007) and offered the first finite source model for Mig
9.1, 2011 Tohoku earthquake, obtained from ultra low-fezmy normal mode data, sug-
gesting that the Earth’s free oscillations are a compleargrdata set for robust source
characterisations of large magnitude earthquakes.

Chapter 2 covers theoretical aspects of the forward mogdettiethods underpinning
this thesis. Normal mode theory for 1-D and 3-D Earth modslsvall as the spectral
element method are briefly presented.

In Chapter 3 a broad earthquake source model validationigesdrried out using
results from the SCARDEC earthquake source catalogue. tyven thrust subduction
zone, shallow earthquakes/(, > 7.5) with substantial differences between SCARDEC
dip angles and dip angles in existing earthquake catalogigesxamined in detalil.

Chapter 4 presents the theoretical basis, numerical imgiéation and synthetic tests
of a new normal mode grid search technique for the simuliasiéetermination of earth-
quake source parameters and bulk spatio-temporal rupamcteristics of large magni-
tude (M,, > 8.0) unilateral rupture earthquakes. Four artificial earthgsebased on real
earthquakes are used to extensively test the robustness wahnique.

In Chapter 5 we present new source models for six global gaattes obtained by
applying the technique presented in Chapter 4 to real dapeecifically, we study the
Sumatra-Andaman earthquake (26 December 2004,9.3), the Nias, Sumatra earth-
gquake (28 March 2005\7,, 8.6), the Bengkulu, Sumatra earthquake (12 September 2007,
M, 8.5), the Tohoku earthquake (11 March 2014, 9.1), the recent Okhotsk Sea earth-
quake (24 May 2013)1,, 8.3) and the Maule, Chile earthquake (27 February 2010,
8.8).

Finally, in Chapter 6 we discuss and summarise the main paind key findings of

this thesis, and outline possible future work.






Chapter 2

Forward modelling of normal mode,
body and surface waves: Theoretical

background

2.1 Summary

This Chapter gives a brief presentation of the theoretiaslisoof the forward modelling
methods used in this thesis. We start by discussing the sa$inormal mode theory
for a Spherical, Non-Rotating, Elastic, Isotropic (SNRE§rth model. We discuss both
classical methods for the calculation of theoretical seigrams such as normal mode
summation techniques, as well as more recent purely nuateriethods, notably the
Spectral Element Method (SEM).

Starting from a SNREI Earth model, we then consider the cdssevperturbations
are added due to the Earth’s rotation, ellipticity and 3-Dntleastructure using a Higher
Order Perturbation Theory (HOPT) approach. Specificalyuse the HOPT package de-
veloped by Lognonné (1991); Clevedé and Lognonné 3@ calculate realistic normal
mode spectra and we examine by forward modelling the impoetaf the mode cou-
pling scheme (self-coupling versus full-coupling) forraltong-period normal modes in
the frequency range of 0-1.3 mHz. Even though we only find nifterences between
these coupling schemes for the data considered, a full w@uptheme is favoured for

completeness.
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Furthermore, we examine the effect of lateral heteroggrmit theoretical normal
mode spectra. We calculate a set of theoretical spectragakio account the Earth’s
rotation and ellipticity, for the 1-D PREM model, and a setsghthetic spectra where
Earth’s rotation, ellipticity and 3-D mantle structure éaken into account, notably using
the mantle model SAW12D (Li and Romanowicz, 1996). As exgabctve do not ob-
serve a strong effect of the lateral heterogeneity on thia ldtv-frequency normal mode

amplitude spectra, but the phase spectra can show sometéampeffects.

2.2 Normal modes of the Earth

As briefly explained in Chapter 1, the normal modes of thetizzah be considered as a su-
perposition of long-period body waves and surface wavegrdngel in opposite directions
in the Earth. An example referring to surface waves is gindrigure 2.1. Their construc-
tive interference generates standing waves, which casneso the normal modes of the

Earth.
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Figure 2.1: Minor and major-arc surface waves that circle the Earth atilese-component seis-
mogram, filtered between 350 s and 150 s, with the seismic aaials for the),, = 8.0 Peru
2007 earthquake. The source is represented as an exploxiothe station Flin Flon, Canada
(FFC) as a houseR y andG y refer to Rayleigh and Love surface waves, respectiv§tyl cor-
responds to minor-arc pathy=2 corresponds to major-arc path aNé3 involves one great-circle
path followed by a minor-arc.

Here, we give a brief introduction to normal mode theory.| Betails can be found,
e.g., in Woodhouse (e.g., 1996); Dahlen and Tromp (e.g.8)1%ein and Wysession
(e.g., 2003); Lay and Wallace (e.g., 1995); Aki and Richdedg., 2002).

In order to represent a seismic source we introduce a bodg ftistributionF'. The

equation of motion can then be written:

(H + p°0})u=F, (2.1)
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wherep? is the initial densityd; denotes the partial differentiation with respect to time,
‘H is a integro-differential operator involving elastic andagtational effects and. is
the elastic displacement field. Taking the Fourier tramsfof the homogeneousE0)
equation 2.1 (H — p°w?)u = 0) and for a given Earth model, we represent the solution

in terms of eigenfrequencies, and eigenfunctions;, satisfying:
Hsj, = p°wis (2.2)
wherek = 1,2, ..., 00. The general solution of the form:
u(z,t) = e“rlsy(z). (2.3)

satisfies then the homogeneous=Q) equation 2.1. These are called normal modes or
free oscillations of the Earth. Since the eigenfunctiorat #ire associated to different
eigenfrequencies are orthogonal (e.g., Dahlen and Tro888)1the displacement field
u(x, t) solution of the equation 2.1 can be expressed as a supéopasfitigenfunctions,

wherea;, is the attenuation constant of th& eigenfunction:

u(z,t) = Z ax(t)sk(z) . (2.4)
k

In spherical coordinates-(¢, ¢) the displacement field of a SNREI Earth can be ex-
pressed in terms of three radial eigenfunctigis, ,V; and,,W; and a set of fully nor-

malized spherical harmoniad§™ (Edmonds, 1960):

2+ 1)l —m)!
4 (l + m)!

1/2 '
Y (6.6) = (1" | | rrcostyeme. (25)

where P/ (x) are the associated Legendre functianis, the angular order anak is the
azimuthal order. Following Gilbert and Dziewonski (1978gaMoodhouse and Girnius

(1982) we can write the displacement field as:
w(r) =n Ul(r)Y™(0,0)7 +n Vi(r) V1Y (0, ¢) —n Wi(r)T x V1Y"(0,9),  (2.6)

whereV is the tangential gradient operator on a unit sphere.
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For a SNREI Earth model the eigenfrequencies and eigerndunscare calculated by
solving equation 2.2 subject to the corresponding boundamgitions. In general, we can
identify four different kinds of conditions. First, we cader the free surface. This can
be the outer surface of the solid Earth and the ocean floorenthe traction vanishes.
Second, we consider a solid-solid interface such as thedawyrbetween the upper and
lower mantle at 670 km depth, where no slip is allowed uporirtteface. Third, we can
consider a fluid-solid boundary such as the inner-core baynat the core-mantle bound-
ary, where only tangential slip is allowed. Fourth, the gedional potential vanishes at
infinity. In a similar manner, eigenfrequencies and eigeafions can be calculated for a
spherical, non-rotating, anelastic and isotropic Eartl@h¢SNRALI). A detailed analysis
can be found, e.g., in Dahlen and Tromp (1998).

There are two different types of normal modes, the spherondales resulting from
the constructive interference of Rayleigh surface wavekstha coupling betweer? and
SV body waves, and the toroidal modes including Love surfaceesiandSH body
waves. In the case of a SNREI Earth we use a standard notatiofor the spheroidal
modes and,; for the toroidal modes. Each mode is described by its radiddroor
overtone number, and the angular orddr The radial ordem=0 corresponds to the
fundamental mode branch, andslP> 1 are the overtones. The radial order represents the
number of nodes in the radial direction, while the angulaeorepresents the number of
nodes at the Earth’s surface (see Figure 2.2). In a rotatamthieach mode (or multiplet)
splits into2 + 1 singlets, which are described by the azimuthal ordexhich ranges in
—1 < m <. Hence, each singlet has its own eigenfrequengy.

Following Gilbert and Dziewonski (1975), Stein and Gell@®77) and Woodhouse
and Girnius (1982), the displacement that correspondshersjgal modes only is de-

scribed by equation 2.7 as a particular case of equation 2.6:

l o
uS(T,H,ng) = ;; Z lTLA}n[nUl(T)le(9>¢) +n W(T)Slm(eagb)]eznwl ¢

R = (Y,0,0) (2.7)

_ (0.9 1 oY 0.9)
Slm_(o, R T )

where,, A]" is the excitation amplitude of each mode, depending on tisense source.

R™ and S]" are surface eigenfunctions in spherical coordinates. Pphersidal modes
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include both radial and horizontal displacement and they lwa observed in vertical,
longitudinal and transverse components. In case where thamnly radial displacement
(1=0) this subgroup of spheroidal modes is called radial modes

The toroidal modes include only horizontal displacemeut thiey can be recorded in
the transverse component. However, in a rotating Eartbidar modes can be observed
in vertical component data too, because of spheroidaleakdCoriolis coupling (e.g.,
Resovsky and Ritzwoller, 1998; Zuwet al, 2000; Dahlen and Tromp, 1998; Rogister,
2003). The splitting and coupling of normal modes will beeHyi described in section
2.5.2. Similarly to equation 2.7, the toroidal modes disptaent for a SNREI Earth

model is expressed by:

l -
u(r,0,0) =33 X lnA?”“an(T)sz(Hﬁ)el"“l ‘

n | m=— (28)
™ — ( 1 9Y"(0,9) _3Ylm(97¢)>
[ ’ sinf ) ’ 00 )

whereT;™ is the surface eigenfunction for toroidal modes.

In Figure 2.2 we illustrate some examples of normal modestoprve show thg.Sy
andq S, radial modes. ThgS, mode is also known as the breathing mode and involves
radial displacement of the whole Earth as a compression igatdtibn. 1 S; mode has an
internal surface of zero motion separating the Earth in teuwtsp which move inward and
outward in opposite directions. In the middle we showtBgand(Ss spheroidal modes.
The (S mode is also called the football mode since it alternatewédxt a prolate and
an oblate, having two nodal points at each hemisphere, whBijénas three nodal points,
and so on. At the bottom, thd5 andyT5 toroidal modes are shown. Th&, mode cor-
responds to twisting of the Earth such that the northern $ginere moves clockwise and
the southern counterclockwise, having a nodal surfacdew} has two nodal surfaces,
and so successively.

It must be mentioned that ng; mode exists since it would correspond to a lateral
shift of the planet, which can happen only in the presencenaaernal force. TheT}
mode does not exist either since it cannot have any nodaagfand it would correspond
to a rigid body rotation of the inner core and mantle. In a Eimivay, 7, has no physical
meaning as it should involve radial displacement, whicrsduos exist for toroidal modes.

Finally, the existence of theS; mode, also called the Slichter mode (Slichter, 1961), is
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Figure 2.2: A cartoon illustrating the different types of normal modRadial modes (top)S, (or
so-called the breathing mode) anst, involve only radial displacement. Spheroidal modes (mid-
dle)S2 (or so-called the football mode) agds involve both radial and horizontal displacement.
Toroidal modes (bottomy7s and(75 involve only horizontal displacement.
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predicted in theory, but it has never been clearly obserVisdmotion corresponds to a
rigid translation of the solid inner core with respect to flaéd outer core and the mantle.
For all the existing normal modes within a frequency rangeose eigenfrequencies
and eigenfunctions can be easily calculated for a given SNREh model, a plot of
their eigenfrequencies against their angular order leadspersion diagram. For the
PREM model (Dziewonski and Anderson, 1981) shown in Figue the corresponding
degenerate eigenfrequencies of the normal modes are dhlagtalistinct points in the
dispersion diagrams in Figure 2.4. These dispersion diag@an be very useful to relate

normal modes with propagating seismic waves.
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Figure 2.3: The Preliminary Reference Earth Model (PREM) of Dziewonskd Anderson
(1981). Density ), compressionall(p) and shear(s) wave velocity variations with depth are
indicated in red, black and green, respectively. Transitimne (400—670 km), core-mantle (CMB)
and inner-core boundaries (ICB) are highlighted.

In the spheroidal dispersion diagram (Figure 2.4, left) fimedamental branch (la-
belled in green with a 0) with angular order greater than a0ucorresponds to funda-
mental Rayleigh surface waves. As both radial and angulierancrease, the overtone
branches correspond to higher Rayleigh wave overtonesyirgf to the upper right part
of the diagram. However, the middle and the left parts of thgmm correspond t§V

and P seismic waves. In particular, the modes to the left with lowgwdar order (0—10)
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correspond taP wave core phases?(P, PK P, PKiK P), while those slightly to the
right are related with mantl® waves 20 < I < 30). These two groups are separated by
the core diffracted phasé’f; s s). Because of the lower shear velocity, thevave phases
are plotted to the centre of the diagrad® (< [ < 70) and in particular, the core phases
are plotted to the left.S, SKS), while the core diffracted phas&'(; ;) are plotted

between the latter and ti#&/ direct waves.

Spher0|dal modes Toroidal modes
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Figure 2.4: Dispersion diagrams for spheroidal (left) and toroidaitt) modes. The degenerate
eigenfrequencies for the PREM model are plotted as smalkesiffor angular order up t=120.

The fundamental mode;% 2*¢ and 3¢ overtone branches are indicated by the green labels on
the right. The corresponding seismic travelling waves adicated in black (see main text for
more details).

In the toroidal dispersion diagram, things are slightlygien Similarly to the spheroidal
mode dispersion diagram, the fundamental Love surface svemeespond to the funda-
mental mode branch (labelled with a 0) for angular ordertgrahan about 20. The higher
mode branches correspond to overtone Love waves plottégeingper right part of the
diagram. The toroidal modes involve orfyf body waves. In particular, the middle part
of the diagram corresponds to manfié/ phases, while the left part involves core phases
separated to the right by the core diffracted phate ).

The spheroidal fundamental modes include energy in theevhahtle for up to angu-
lar orderi~12. For higher angular order (i.e., for shorter wave pejiottie fundamental
spheroidal mode energy is concentrated towards the upp@tenzend crust. Similarly, the
toroidal fundamental modes include energy in the whole hadot up to angular order

[~7. On the other hand, spheroidal modes can also sample teeanse and, in some
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cases, the inner core of the Earth.

2.3 Normal mode summation for a SNREI model

Once we have calculated the eigenfrequencies and the eiggitins for a SNREI Earth
model, it follows from equation 2.4 that we can representdgitmind displacement in a
simpler form as a summation of the normal modes in a repraentof spherical har-
monics (Woodhouse and Girnius, 1982). For/alnodes, wheré=(/,n), the ground
displacement: at the receiver,. over timet, excited by an earthquake at locatigpand

characterised by a seismic moment tenkbis given by:
u(zy, t) = Z M : e, (x5)sp(x, ) or(1F/2QR)E (2.9)
k

wheresy, are the normal mode eigenfunctions that correspong, ®igenfrequenciesy,
is the quality factor of each mode ands the symmetric strain tensor, Wh&pe% [Vu +
vuT].

In order to calculate a theoretical seismogram, we havedouat for the recording
instrument too. If the latter is represented as a unit vegtan the direction of motion
sensed by the instrument,( vy, vy) also incorporating an operator characterising the
instrument’s response, the theoretical seismogram carthexpressed by a summation

involving two terms, the sourc€y (6s, ¢,) and the receiveRy (0, ¢,) terms:
v =Y Ri(0r, ¢r) S (0s, ¢ )€1 T/2@0)E, (2.10)
k

The source term in equation 2.10 involves the scalar radi@inéunctionst/, V and W
evaluated at the source depth and the six elements of the nideresor. The receiver
term involves the scalar radial eigenfunctidisl” andi¥ evaluated at the Earth’s surface
(at the receiver’s location). In both cases, the scalaméligetions are expressed using
spherical harmonics evaluated at the source and the recedgpectively. For more de-
tails, the reader is referred to Woodhouse and Girnius (188@odhouse (1996); Dahlen
and Tromp (1998).
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2.4 Normal modes of a rotating, anelastic, elliptical lateally

heterogeneous Earth

In this section we briefly present some key formulae and qusaelated to the normal
modes of a rotating, anelastic, laterally heterogeneouthEahich will be used in the
next section to discuss how to calculate theoretical segsames in such media. We will
use the Dirac "Bra” {(a|) and "Ket” notation {«)), originally introduced in quantum
mechanics, as it is a concise representation useful founbation theory. The symbol
(| 8) represents a complex number which is equal to the inner ptaxfuhe "Ket” |«)

with |3). According to the latter definitiofa|3) = (5|«)*, where * denotes complex
conjugate. According to Woodhouse and Dahlen (1978), thisomof a rotating, elastic

Earth is described by:
O |u(t)) —iBdyu(t)) + Alu(t)) = |F (1)) (2.11)

where|u(t)) is the displacement field3 is the Coriolis operator describing Earth’s ro-
tation, A is the corresponding elasto-dynamic operator accountiageffects of lateral
heterogeneity, Earth’s shape and interfaces, f&ftylis the equivalent body force. Taking
the Fourier-Laplace transformation, where the compleguemcy due to real frequency
w and attenuation rate is:

o=w+ia, (2.12)

the equation 2.11 for an anelastic, physical dispersiveratating Earth can now be ex-
pressed as:

~0?[u(0)) + oBlu(0)) + A(o)lu(o)) = |F(0)). (2.13)

Since the elasto-dynamic operator is symmetric and theo{todperator is anti-symmetric
(Lognonnég, 1991), in order to account for rotation and astadity we need to go beyond
the elastic self-adjoint case and introduce a duality ietadf the normal mode eigen-

problem and that obtained by simply reversing the Earthtatian. The eigenfunctions
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sk, their dualss). and the associated eigenfrequencigsire given by:

_U]%‘Sk> + O’kB’Sk> + A(ak)\sk> =0

(2.14)
—0p (' k] + o (k| BT + (k| AT (%) = 0,
where thel symbol denotes the dual operator, defined as:
§'|Bsy = —(Btd|s
(s'|Bs) = —(Bs']s) 219

(s'|As) = (ATs'|s) .

The eigenfunctiors), and the eigenfrequenay, describe a mode of the "anti-Earth” if
and only if s, andoy, is a mode of the actual Earth. Hence, the second equatioridn 2.
can be written as:

—03|s') — orB|s's) + A(op)|s,) =0 (2.16)

showing that the eigenfrequencies of the Earth are indegeraf the direction of rota-
tion. In order to solve equation 2.13 for a laterally hetermgpus Earth and obtain the
displacement caused by an earthquake described by an lequibady force, it is neces-
sary to compute both the normal modes and their duals (Lognat991). This can be

done using perturbation theory, as outlined in the follapgection.

2.5 Higher Order Perturbation Theory (HOPT)

As discussed in the previous sections, realistic normalemoddelling requires the con-
sideration of a number of effects, such as the effect of thehBarotation, ellipticity,
lateral heterogeneities and anelasticity. One of the fgpt@aches used to tackle these
issues was to use degenerate perturbation theory thatleoedionly isolated multiplets
(e.g. Backus and Gilbert, 1961; Madariaga, 1972; Dahler4 1®/oodhouse and Girnius,
1982), or quasi-degenerate perturbation theory takirmdantount coupling within a mul-
tiplet (e.g. Woodhouse, 1983; Dahlen, 1987). A differenprapch, which is consid-
ered one of the most accurate, is the use of variational oerdal methods (Park and
Gilbert, 1986). However, their use can be very demandingims of computational
power (Lognonné and Romanowicz, 1990). On the other hamrdhal mode higher order

perturbation theory has been introduced by Lognonné ameeRowicz (1990) in the case
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of the elastic Earth and it has been shown that it leads toa@ryrate results with respect
to a variational method (Morrist al,, 1987). The general formulation can be expressed

in terms of a Hamiltonian operator as:

0?|s) = (Hy + 5H(op))|s) (2.17)

where o is the complex eigenfrequency, is the eigenfunctionH, = A,(o,) is the
Hamiltonian associated with a SNREI model, witfy standing for the corresponding
elasto-dynamic operator angd being the eigenfrequency for the SNREI model. Taking
into account the effects of rotation, 3-D mantle structurd anelasticity, it can be shown

that the Hamiltonian associated with the system’s pertigbs is given by:

§H(op) = —026K + 0,B + A(o},) — Ao(0,) (2.18)

whered K is the perturbation in density.

Starting from a SNREI or SNRAI Earth model for which the eifygrctions and
eigenfrequencies can be computed following, e.g., TronthRathlen (1990), as briefly
6'x))

can be described in terms of perturbation theory as (Woasthand Dahlen, 1978):

explained previously, the problem for the actual Eaj#)) and the "anti-Earth”

orlsk) = H(og)|sk)

R (2.19)
orlsi) = H(ow)ls) ,

wherek denotes a singlet, and andH are the Hamiltonian operators of the actual Earth
and the "anti-Earth”, respectively. The perturbationsigeafrequencies and eigenfunc-

tions can be expanded in terms of series as:

O = Op + 010 + 090 + ...
| sk) =] s+ | sy | sy 4 (2.20)

o 1 2
[ = )+ T+ 47 +

whereo,;, is the spherical frequency of eigenfunctiby,, oy, is then!”-order perturbation
in the eigenfrequencys,(gn)> is then'"-order perturbation of the eigenfunction a|t3(1L”)>

is thent"-order perturbation of the dual eigenfunction.
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Lognonné (1991) showed that by substituting the expassio&quation 2.20 as well
as an expansion of thie{ operator into Equation 2.17, we can obtain separate eaqsatio
that can be solved iteratively for the eigenfrequencieseagenfunctions associated with
each perturbation order. In order to calculate such pezturhodes, one needs to know
in particular the various quantitie(sgo)wnH |5((19)> characterising the coupling between
the various spherical singlelsgo)>. Hence, so-called coupling matrices (also known as
splitting or interaction matrices) that characterise thdous effects taken into account
in the modelling (e.g., Earth’s rotation, ellipticity andlateral heterogeneity) have to be
calculated using, e.g., the expressions derived by Woathand Dahlen (1978). Once
the perturbed modes are calculated and diagonalised,etimieismograms can be cal-
culated by mode summation using an expression similar t@atu2.10, whereby the
source (V) and receiver §/) terms only need to be calculated once and for all for each
earthquake. Thus, the computation/éf« M seismograms need only + M computa-

tional time (Clévédé and Lognonng, 1996; Millot-Lahgeal., 2003).

2.5.1 The HOPT package

Using the HOPT package developed by Lognonné and Cé&Y2002), we are able to
calculate theoretical normal mode spectra up to the secatet i amplitude and up to
the third order in frequency using the procedure explair@e. In practice, the HOPT
package starts by calculating reference eigenfrequelcidsigenfunctions for a spher-
ically symmetric Earth model (SNREI or SNRAI). Then, as expéd previously, cou-

pling matrices accounting for the effects of the Earth’stion, ellipticity and/or lateral

heterogeneity are built. Full coupling between differerid®s in a frequency range of
interest is included. For enhanced computational effigiethee Frobenius norm of each
coupling matrix is calculated, which characterises thepling strength between modes
(Millot-Langet et al., 2003). Only modes that show substantial coupling, withbEfo

nius norm values above a threshold value, are used in thelatdms. Subsequently, the
perturbed eigenfrequencies and eigenfunctions in Equ&tip0 can be determined, fol-
lowed by their diagonalisation and, finally, by the calcialatof theoretical seismograms

by mode summation. The computation of all spheroidal modeigeed eigenfrequencies
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and eigenfunctions in the 0—1 mHz frequency band and thagradialisation does not re-
quire more than one minute of CPU time on a dual processorasix Intel X5650 2.66
GHz system with 24 GB of RAM. One typical calculation of 240-+ertical component
synthetic seismograms, for three stations, based on tee tabdelling takes less than one
minute of CPU time. However, the most demanding part (coatjmrtally) is the calcu-
lation of interaction matrices which depend on the setugémh application and are built
once and for all. In our case, we calculated interaction icegrup to 4 mHz which re-
quired approximately one hour of CPU time for the Earth’sttion and ellipticity effects,
and up to six hours of CPU time for the computation of intéosctmatrices regarding a

laterally heterogeneous Earth model.

2.5.2 Normal mode splitting and coupling

In this section we briefly present two effects associateti vaalistic normal mode mod-
elling, notably the splitting and coupling of the Earth’edroscillations. We present the
causes of these effects and we give their basic mathematigadsentation. A detailed
presentation of the associated theory can be found, eMyoduhouse and Girnius (1982),
Ritzwoller et al. (1986), Smith and Masters (1989) and Dahlen and Tromp (1998)

As discussed in the previous sections, in the case of a SNREh Enodel, each
spheroidal or toroidal multiplet is associated with its elegrate eigenfrequency,. How-
ever, the Earth’s rotation, ellipticity and lateral hetgeaeity remove this degeneracy and
split the multiplets int®/ + 1 singlets, wheré is the angular order. The eigenfrequency

perturbation of an isolated mode with respect to the azialwtderm can be written as:

Swm = wola 4+ bm + em?), with —1 <m <1, (2.22)

wherea andc are the ellipticity splitting coefficients arfdis the rotational coefficient,
accounting for the Coriolis force to first order and the déungal force to second order
(Dahlen, 1968). Following Woodhouse and Girnius (19828, displacement field of a

rotating, elastic Earth model can be written as:

u(t) = Re[e'R - ¢t . §] (2.22)
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whereu(t) is the displacement over timew is the frequencyR is the receiver vector
andSs is the source term. The splitting of a multiplet is describgdhe @7+ 1) x (21 + 1)
splitting matrix H which contains all the information about elastic and arldateral

heterogeneities:
Hprr = wol(a + bm + em?) 6, + Z,}/mm m—m’ | Z Wmm ar— m' (2.23)

where—I < m <[, -1l < m’ < [l ands is the degree of heterogeneity, which must be
an even number. The”™' are integrals over three spherical harmonics (for detsdls,
Dahlen and Tromp, 1998&;“—’”’ andd;“—m’ are structure coefficients (Ritzwollet al,,
1986; Smith and Masters, 1989). The first term of equatioB Ae&scribes the splitting
due to rotation and ellipticity, the second term accountstiie effects of elasticity and
the third term for the anelasticity. The splitting due to Eerth’s rotation is symmetric
with respect to the degenerate eigenfrequency, similangaZzeeman splitting which is
the effect of splitting a spectral line into several compurdn the presence of a static
magnetic field, first observed on hydrogen atoms. The effeatidely observed in well
isolated multiplets, such agSs which splits uniformly into five singlets. On the other
hand, the splitting due to the Earth’s ellipticity is asymrite and the spacing of the
singlets can be irregular or approximately parabolic, ag the case af S, and(.5.
multiplets. Splitting due to rotation dominates mainlywéw-frequency multiplets (up
to 1.5 mHz) as a consequence of their vicinity to the Eartbtation frequency. At higher
frequencies, ellipticity and Earth’s lateral heterogéaeiplay a more important role on
the splitting of the multiplets. Lower mantle and inner&gensitive modes, such @,
254, 352, 653 and13Ss, are anomalously split since their splitting width is salogially
larger than that predicted by the effects of rotation aniptallty alone (Masters and
Gilbert, 1981; Ritzwolleet al., 1986). The reasons behind the anomalous splitting are not
fully explained, with one of the most accepted reasons b#siagpresence of anisotropy
(e.g Woodhouset al., 1986; Tromp, 1993).

In the previous paragraph we discussed the splitting of allatesd mode based on
the so-called self-coupling approximation, which is basedhe simplifying assumption
that the effects of the Earth’s rotation, ellipticity andD3structure are only first order

effects and that the difference of a given target multipteits neighbours is of zeroth



Forward modelling of normal mode, body and surface waves: Thoretical
32 background

order, which simply states the unperturbed eigenfreqesrand eigenfunctions of a non-
rotating Earth model. The self-coupling approximation igycsensitive to even-degree
structure and is only a reasonable approximation for welaied modes, such as for
some ultra low-frequency modeg (< 1 mHz). Normal mode coupling can be strong
when the frequencies of two modes are very close together L mHz) and in order

to account for coupling between such pairs, they must béetleas a quasi-degenerate
supermultiplet. The perturbed singlet eigenfunctiof)sir{ a narrow frequency band can
be approximated by hybrid combinations of singlets eigections 6;) associated with

the multiplets whose coupling we wish to calculate:

5= qusk (2.24)
k

where ¢;, are expansion coefficients (Woodhouse, 1980; Park and iGilb@36). Ex-
amples of such pairs are the spheroidal-toroidal pa#ts —¢ 712, 0519 —0 T2o and
0532 —0 I51-

Normal mode coupling can lead to a shift in the degeneratiéacy and quality fac-
tor of a mode, or, in contrast with the isolated multipletegasormal modes can be also
sensitive to odd-degree structure. There are two main typesrmal mode coupling: (i)
along-branch coupling, when two modes of the same radi@rerénd different angular
order! are coupled together; and, (ii) cross-branch coupling, llimther cases. Nor-
mal mode coupling can be described by coupling matricesisasssed previously (also
known as splitting or interaction matrices) and is contwlby several selection rules
(see, e.g., Dahlen and Tromp, 1998). In particular, cogpline to the Earth’s rotation

and ellipticity is controlled by the following angular degr selection rules:

e Spheroidal — toroidal coupling is caused by Coriolis forffeats between multi-
plets that differ by a single angular degre&{ —, T;+1 and,, T} —,/ Sjx1). EXx-
amples of normal mode pairs affected by this type of couptirgyS11 —o 112,

0519 —o0 Tho andosgg —o0 151 (see the example in Figure 2.5);

e Spheroidal — spheroidal and toroidal — toroidal couplingdassed by the Earth’s
ellipticity, and affects multiplets that differ by two angu degrees{S; —,; Si+2

andnT’l - n'/ Tl:I:Z);
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e Coupling between toroidal multiplets of the same angulaepis caused by the

Earth’s ellipticity (,7; —,/ T7);

e Coupling between spheroidal multiplets of the same angultder is caused by the

Earth’s rotation and ellipticity,{S; —, S}).

Elastic or anelastic lateral heterogeneities control thgpling between spheroidal and

toroidal multiplets, spheroidal — spheroidal or toroidabroidal multiplets:

e A multiplet ,,S; or,,T; is coupled with a multiplet, Sy or ,,» T}, by lateral hetero-

geneity of degrea if || —I'| < s <1+

e Two spheroidal multiplets.S; and,,/ S/, or two toroidal multiplets, 7; and,,/ T} are

coupled by lateral heterogeneity of degeeié ! + I’ + s is even;

e A spheroidal multiplets,.S; is coupled with a toroidal multiplet,T;; by lateral

heterogeneity of degreeif [ + I’ + s is odd.

The first observations of normal mode coupling were repdriedasterst al.(1983).
They showed that the most dominant reason for spheroidaioidtd normal mode cou-
pling in the frequency band 1-3 mHz is Coriolis coupling. Fexjuencies higher than
3 mHz, the effects of lateral heterogeneity become more itapb Park (1986) studied
Rayleigh — Love surface wave coupling in the time domain drahved that 3-D struc-
ture is dominant for frequencies higher than 4.2 mHz. Zéirral. (2000) studied the
spheroidal — toroidal coupling in the frequency band of 0O4+zmand found that Coriolis
force strongly controls coupling in this frequency rangsding to toroidal mode sig-
nals on the vertical component. Resovsky and Ritzwolle®g)9dentified 25 pairs of
coupled multiplets in the 0—3 mHz frequency range and shdhednportance of cross-
coupling in normal mode spectra calculations in the 1.5-Zfrelquency band. Deuss
and Woodhouse (2001) proposed a full-coupling scheme irpaaison with self-coupling
and group-coupling in the frequency band 0-3 mHz by ideimif83 key pairs of coupled
multiplets.

Figures 2.6 and 2.7 show examples of HOPT theoretical nonmodle spectra calcu-
lations for the 2011/, 9.1 Tohoku earthquake based on the GCMT source model for the

153 —351 — 9855 —oT5 and(S7 — 253 — oT7 — 177 supermultiplets, respectively. Earth’s
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Figure 2.5: PREM degenerate eigenfrequency differences for fundaahgptteroidal and toroidal
modes. o f —o flﬂl differences are plotted using blue circles, in the rahge 7 — 28 and
of —o fi, differences are plotted using green circles, in the rdnge3 — 6 andl = 25 — 36.
The strongest coupling is observed for the quasi-degenpgaitsyS11 —¢ 712, 0519 —o T2 and
oT31 —o S32. The main coupling factor is the Coriolis force, due to thetEa rotation.

rotation, ellipticity and 3-D structure using the SAW12Dmtla model are taken into ac-
count in the calculations, using a self-coupling schemeaafudl-coupling scheme in the
frequency band 0-1.3 mHz. Full-coupling involves all moihethis frequency range. As
explained in section 2.5.1. for each coupling matrix, iteld&mius norm is calculated,
which characterises the coupling strength between modestder to speed up our cal-
culations, we only use modes that are significantly couplethg the Frobenius norm as
criterion by setting a Frobenius cut-off equalli@ 2. Observed spectra is also plotted in
Figures 2.6 and 2.7 for reference. The two different cogpibhemes do not show any
substantial differences in the spectra fit, however, thiectulipling scheme is favoured
for completeness and will be used in the normal mode forwasdetting carried out in

Chapters 4 and 5.
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Figure 2.6: Vertical component acceleration data amplitude and phzedra (black) for the mul-
tiplet ;.53 —3.51 —2.52 compared to GCMT synthetic amplitude and phase spectralasdd using

a self-coupling scheme (red) and a full-coupling schemed(gy for the 2011 Tohoku earthquake.
Earth’s rotation, ellipticity and 3-D structure (SAW12D¥daken into account in the theoretical
spectra calculations. The time window of the time seriedl isd2—-90 hr after the earthquake’s
occurrence time. Station azimuths, epicentral distanndsstation names are shown in the left
hand side of each diagram.

2.5.3 The effect of 3-D Earth structure

Normal modes below 1.5 mHz are very sensitive to lower-neasitfucture where shear
velocity lateral heterogeneities are not very strong coegbdo upper-mantle structure
(Figure 2.8). For higher frequency fundamental modes araitones, excitation ker-
nels can show a strong sensitivity to upper-mantle stradfsee, e.g. Dahlen and Tromp,
1998).

Figure 2.9 compares HOPT theoretical normal mode specthreiffequency range of
0—-1 mHz for the 20111, 9.1 Tohoku earthquake calculated using both PREM (red) and
the mantle model SAW12D (green). Observed spectra (black¥so shown for reference.

There are only some very slight differences in amplitudevben the spectra calculated
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Figure 2.7: Vertical component acceleration data amplitude spectigp@iase in radians (black)
for the multiplety.S; — 253 compared to GCMT synthetic amplitude spectra and phase-calc
lated using a self-coupling scheme (red) and a full-cogpdicheme (green) for the 2011 Tohoku
earthquake. Earth’s rotation, ellipticity and 3-D struet{SAW12D) are taken into account in
the theoretical spectra calculations. The time window efttime series used is 5-45 hr after the
earthquake’s occurrence time. Station azimuths, epigkdistances and station names are shown

in the left hand side of each diagram.

using PREM and SAW12D, with both theoretical spectra shgwimexcellent agreement
with the observed amplitude spectra. The most substariffakehces occur only for

higher frequency modes such as for g — 357 supermultiplet, with PREM synthet-

ics showing systematically larger amplitudes. On the ottaerd, discrepancies in phase

spectra between synthetics built using 1-D and 3-D Eartlcitre are more significant,

even for the lower frequency modes.
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Figure 2.8: 3-D SH mantle model SAW12D for four different depth sliceS @n, 755 km, 1500
km, 2500 km). The blue colour indicates areas where the shaee velocity is higher than the
average, while the red colour indicates areas where the alee@ velocity is lower, expressed as
a percentage of perturbation from PREM.

2.6 Spectral element method

While normal mode forward modelling techniques have nownhesed in seismology for
over 30 years, accurate purely numerical methods have adn lised in global seis-
mology since relatively recently. One example of such puneimerical technigue is the
Spectral Element Method (SEM), which was first used in the BOfluid dynamics simu-
lations (Patera, 1984). However, it was in the 90’s that tlethwd was introduced in 2-D
(Serianiet al,, 1992; Coheret al,, 1993; Prioloet al, 1994) and in 3-D earthquake sim-
ulations (Faccioliet al,, 1997; Komatitsch and Vilotte, 1998; Seriani, 1998; Konsati
et al,, 1999; Paoluccet al, 1999). Komatitsch and Tromp (1999) implemented an effi-
cient parallel version of the SEM for global 3-D seismic wgvepagation simulations,
which resulted in the open-source, freely-distributed SPEM3D-GLOBE algorithm
and packageht t p: / / ww. geodynami cs. or g/ ci g/ sof t war e/ specf enBd).
As a high order version of the Finite Element Method (FEM§ 8EM solves the
weak form of the equation of motion. This form is obtained &king the dot product of

the momentum equation with an arbitrary test veetaand integrating by parts over the
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Figure 2.9: Observed vertical component acceleration data amplitadephase spectra (black)
compared to GCMT synthetic amplitude spectra and phasalatdd taking into account Earth’s
rotation and ellipticity using PREM (red) and 3-D SAW12D rtlammodel (green), for the 2011
Tohoku earthquake for various seismic stations from thé@ll8eismic Network. A full-coupling
scheme is used from 0.2 mHz up to 1.3 mHz. The time window ofithe series used is 144h.
Station names, epicentral distances and station azimeghshawn in the left hand side.
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Earth’s volume:
/ pw-0%s(z, t)d>x = —/ Vw: Td3z + M : Vw(z,)S(t) (2.25)
Q Q

whereT is the stress tensat s the displacement;; is the point source locatio/ is the
moment tensory is the density, M is the seismic moment tensor afdt) is the source
time function. The term in the left hand side of equation 2s2®lated to the mass matrix
and the first term in the right hand side is related to thengtf§ matrix, while the second
term is the source term.

First, a mesh representing the Earth has to be defined. INRE€BEEM3D-GLOBE
algorithm, the model volume is divided into a number of non-overlapping hexahedral
elementd).. The shape of these elements can be defined typically in tefiragrange
polynomials of degree four to ten with a numerical quadebfrGauss-Lobatto-Legendre
integration points. As a result, the mass matrix is alwaggainal. In addition, since
high order Lagrange polynomials are used for the interfmiathe obtained resolution
will be higher compared to FEM methods, where only low degralgnomials are used
for the representation of functions on the hexahedral eisneThe resulting mesh is
an unstructured globe representation between the cubéharsphere, called the cubed-
sphere. Any typical 3-D Earth model can then be superimposeiti while the surface
topography, bathymetry and the Earth’s ellipticity carodie taken into account.

Next, the weak form of the equation of motion is solved at edement. First, the dis-
placement field and the test vector are expressed in termesgoéihge polynomials. These
expressions are then substituted in the term on the left bigedof equation 2.25 and the
ground acceleration can be obtained at each grid point., Bexstifness matrix is evalu-
ated by calculating the displacement gradient. Finally,ghurce term is expressed using
the test vector. The displacement vectors of the global maesti grid points can now
be obtained. The displacement vector over time can finallgX¥peessed in the symbolic

form of the differential equation:
MU+ KU =F (2.26)

whereM is the global mass matri¥{ is the global stiffness matrix anfl represents the
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Figure 2.10: A visual example of the Earth represented by the cubed spiigided in six chunks.

In the implementation of SPECFEM3D-GLOBE used in this stedh chunk is subdivided into
52 slices of elements, resulting in 150 slices (which corresisdo the number of processors used
in the calculations), as shown by different colours. Therigs taken from Komatitsch and Tromp
(2002a).

source term. A complete description of the method can bedoeiy., in Komatitsch and
Tromp (1999); Komatitsclet al. (2002); Trompet al. (2008).

SPECFEM is a purely numerical technique for the accuratdistie calculation of
synthetic seismograms in a 3-D Earth model. It is well beratied against a normal
mode summation technique for SNREI Earth models (Kométigst Tromp, 2002a,b),
however it is computationally heavier. In particular, itymuns on high performance
computer clusters in parallel.

In this thesis, we carry out simulations using the SPECFENEIDBE package (ver-
sion 5.1.3) in earthquake source validations in Chapteh®. dlgorithm runs at the UEA
high performance computer cluster using 150 processots 2fitslices of elements in
total (Figure 2.10) and at HECToOR, the UK'’s national superpating service, using 600
processors with 100 slices of elements in total. With thesdigurations, our synthetic
seismograms are accurate down to wave periods of 17 snékkemeeds approximately
50 minutes of CPU time at UEA's cluster and 30 minutes of CPhetin HECToR. The

solvertakes approximately 17 hours of CPU time at UEA's computestelr and six hours
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at HECToR to simulate 1.5-hr long synthetic seismogramsifier earthquake.






Chapter 3

Testing earthquake source models

using forward modelling

3.1 Summary

In this Chapter, we assess the quality of source parametdasge magnitude X7, >
7.5) shallow subduction earthquakes of the past 20 yeaesndieted using SCARDEC, a
recent fully-automated broadband body wave source irveitgichnique for the fast esti-
mation of the moment magnitude, depth, focal mechanism auacts time functions of
global events, as briefly discussed in Chapter 1. We find t6&#FDEC source param-
eters agree well with those reported in the Global CMT (GCMatalogue, with only
the fault dip angle showing a tendency for steeper SCARDECvdiues than GCMT.
We investigate this discrepancy through independent atidid tests of the source models
by: (i) testing how well they explain data not used in theingtouction, notably low-
frequency normal mode data; and, (ii) assessing the datsirfig) 3-D forward modelling
tools more sophisticated than those used to build the sonodels; specifically, we use
a spectral element method (SEM) for a 3-D Earth model. We fintd $CARDEC source
parameters explain normal mode data reasonably well cadpgarGCMT solutions. In
addition, for the 3-D Earth model used in our experimentsABDEC dip angles explain
body wave data similarly or slightly better than GCMT. Moren SCARDEC dip angles
agree well with results from individual earthquake studirethe literature and with geo-

physical constraints for different subduction zones. @sults show that SCARDEC is
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a reliable technique for rapid determinations of sourceupaters of largeM/,, > 7.5)
subduction earthquakes. Since the SCARDEC method prokeddistic source time func-
tions allowing the fast identification of classical tsunaaithquakes, it is complementary
to existing methods routinely used for earthquake momitpand suitable for ocean-wide

tsunami warning purposes.

3.2 Introduction

As explained in Chapter 1, earthquake source parametemrmuiaely determined and
reported in global catalogues, such as the Global Centraih&ht Tensor (GCMT)
cataloguelft t p: / / www. gl obal cnt . or g/ CMI'sear ch. ht m ), and the U.S. Ge-
ological Survey - National Earthquake Information CentdBGS - NEIC,htt p: //
ear t hquake. usgs. gov/ ear t hquakes/ recent eqsww/ ). For large magnitude
(M,, > 7.5) earthquakes, the GCMT method (e.g., Dziewoaséhl,, 1981; Ekstronet al.,,
2012) often uses only long-period mantle wavés~ 125 — 350 s), and in some cases
employs long-period body wave$'(~ 40 — 150 s) as well as mantle and surface wave
(T ~ 50 — 150 s) data. On the other hand, the USGS catalogue reportsigst others,
source models obtained using W-phase data (Kanamori araeR®008). While surface
waves are not ideal for rapid source parameter estimatiartbey travel slower than body
waves, the W-phase travels faster than shear waves, tmgg ieire suitable for real time
applications, notably for tsunami alert purposes (Kanamuad Rivera, 2008). However,
for shallow dip-slip earthquakes, which often occur in sutitbn zones, both W-phase
and GCMT methods suffer from a tradeoff between the seisrmimemt and the dip angle
(Kanamori and Given, 1981; Tsetf al, 2011) when Rayleigh waves are used. For these
earthquakes, the excitation of long-period surface was@sdportional to both the seis-
mic moment and the sine of the dip angld{sin24), but the two parameters are not well
constrained separately.

Body wave techniques can help address these issues, abdéndaoody waves used
in earthquake source inversions, typically with wave pgiemaller than those of sur-
face waves, are little sensitive to the moment-dip trademffich only becomes signifi-
cant for earthquakes very close to the surface (see, eegathation pattern terms for the

P—pP—sP wavetrain in Bouchon, 1976). As explained in Chapter 1, @mgxe of such
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body wave technigue is the recently developed SCARDEC ndefffalléeet al., 2011),
which is now fully automated and used in rapid routine aredysf large {/,, > 5.5-6.0)
global earthquakes available onlinket ¢ p: / / geoazur . oca. eu/ SCARDEC) about
45 minutes after an event. The method uses a deconvolutimmagh to determine the
optimal set of source parameters. Ray theory is used tolasdcdouble couple point-
source body-wave signals in the 1-D IASP91 Earth model (&rand Engdahl, 1991),
for a given source depth, fault geometry and mechanisnkéstilip and rake). By decon-
volving these point source signals from real data, and takito account some physical
constraints on the resulting relative source time fundti(see Valléet al, 2011, for de-
tails), the SCARDEC method retrieves the optimal set of saparameters. SCARDEC
thus determines simultaneously relative source time fonstat each station, along with
the focal mechanism, depth and moment magnitude. The deteion of relative source
time functions, which are allowed to be different at eactimiamakes SCARDEC patrtic-
ularly well adapted to the analysis of large earthquakdsnget apart from classical body
wave approaches (e.g., Nabelek, 1984). Moreover, unlikeyrother routine earthquake
source analysis techniques and studies in the literathbeeSCARDEC method reports
uncertainties in earthquake magnitude, dip angle and détlexplained in Valléet al.
(2011), a heuristic approach is used to estimate uncadsjmhereby fixing the fault's
strike and rake to their optimal values, misfit values are mated for a range of 30 km
around the optimal source depth and for a range-df5° around the optimal dip angle.
The analysis of the misfit functions obtained following thiecedure for a large number
of earthquakes showed that the misfit function has a typietdshape, with a flat misfit
area surrounded by a zone of rapidly increasing misfit. Thi 6f the flat misfit area was
found to be controlled by a 10% misfit deterioration critarigvhich corresponds to the
extreme acceptable models. While these uncertainty estintk not arise from a rigor-
ous statistical analysis, they reflect the resolution ofSGBEARDEC method, being more
realistic than, e.g., the standard errors reported in th&iGCatalogue, which assume
that uncorrelated noise is the only source of error, leattingery low uncertainty val-
ues, particularly for large events (see, e.g., the disonssi Hjorleifsdottir and Ekstrom,
2010).

As mentioned above, the SCARDEC method is now a fully auteth&chnique
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which analyses earthquakes witli,, > 5.5 in the NEIC catalogue. It uses only up to
a 32 min interval of data after the event’s origin, and thesisions take 5-12 minutes,
so that SCARDEC solutions are obtained within 45 minutesr dfte earthquake. Vallée
et al. (2011) give a full description of the method and they showlissobtained from
17 large (M, > 7.8) subduction earthquakes of the past 20 years. The tmignitude
range in their study is related with the frequency range efdhta used in those inver-
sions. In the newer, refined version of the method which wesssm this Chapter, the
highpass period depends on the earthquake magnitude aatibdyiand ranges from 80
s for aM,, ~ 6 earthquake to 333 s for a very large and long source duratichquake
(M, ~ 9). Specifically, the choice of the optimal High-Pass FiltdPF) represents a
balance between three factors: (i) the corner frequenchefarthquake, which is re-
lated to its source duration (SD); (ii) the signal-to-naiago; and, (iii) the validity of the
body wave formalism used in the SCARDEC method. For the laay¢hquakes anal-
ysed in this Chapter, using a high-pass filter of 0.005 Hz wbwaspects condition (ii).
However, when the earthquakes have very long source dasatibeir corner frequency
(which is roughly close to the inverse of the source duratiay be too close to 0.005
Hz, which lead us to lower the high-pass filter to a value edqoid/(2.5 SD). It must
be noted that this can be done because the first step of the BEGRechnique is to
determine the SD by a high-frequency analysis of the P-watAsally, condition (iii)
imposes a lower bound to the HPF, as very low frequency wates) as the W-phase
(Kanamori and Rivera, 2008), are not considered in the SCEREbrmalism. This ex-
plains why the HPF is not chosen to be lower than 0.003 Hz. intlyidementation leads
to slightly different results to those presented by Vakiel. (2011). Updated source
parameters and their acceptable intervals are shown ire Fattlin Appendix A, which
shows that for the 17 earthquakes common to the two studiiess tire some slight dif-
ferences. For example, the updated moment magnitude vialtiis Chapter are slightly
larger than those reported by Vallee al. (2011) (with a median difference inZ,, of
about 0.05). This slight increase in moment magnitude alyuresults from lowering
the HPF as explained above for earthquakes with a sourcéatufanger than 80 s. De-
tails on the updated results, stations used and optimatsanodel - data fit plots can be

found atht t p: / / geoazur . oca. eu/ SCARDEC. Hereinafter, we will refer to Vallee
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et al. (2011) as the source for the SCARDEC technique, but we widirr®m Table A.1
for the SCARDEC source parameters used in this Chapter. iEvarying little from the
SCARDEC solutions reported by Valle al. (2011), given the refinement of the tech-
nique to account for the effect of the earthquake’s cornegfency in a more rigorous
way, the latest SCARDEC solutions should be the most reiabl

In this Chapter, we carry out independent validation testeltjectively assess the
quality and robustness of the updated SCARDEC source maddiel$ocus on 34 subduc-
tion earthquakes with/,, > 7.5, occurring at shallow depths, which can potentiallyitexc
tsunamis with significant heights, depending also on th# tip angles. The choice of
our moment magnitude criterion is motivated by existingh&sui alert systems, such as
the Pacific Tsunami Warning Centre (PTWC), which issuesaslumessages for earth-
guakes of the same or higher moment magnitutheg p: / / pt wc. weat her . gov/
pt we/ about _nessages. php). We analyse large shallow earthquakes that occurred
in the past 20 years and we carry out comparisons with saklifiothe GCMT catalogue,
as itis the most widely used and complete global moment texagalogue for that period.
We start by testing how well SCARDEC source parameters gxgkta not used to con-
strain them; specifically, we use low-frequency normal mada@. As the source parame-
ters are based on simplifying approaches such as 1-D Egrtheary for the SCARDEC
method (Valléeet al, 2011), and the great-circle approximation for the GCMT hodt
(Dziewonskiet al., 1981), we then assess the impact of such simplificationssimgla
more sophisticated technique - the spectral element mathad3-D Earth model (Ko-
matitsch and Tromp, 1999) - to verify how well the source ni®dgplain body wave data.
Finally, we compare the various dip angle estimates witlséhfoom previous individual
earthquake studies and with geophysical constraints aifustibn zones, and discuss the
implications of this work in terms of the reliability of theCAARDEC method for routine
subduction earthquake characterisations and ocean-sudarni warning purposes.

More broadly, this Chapter contributes to ongoing effantearthquake source model
validation (e.g., the Source Inversion Validation (SIVpject, htt p: // eqsour ce.
webf acti onal . com wi ki /). Finding objective strategies to benchmark, compare
and independently test the quality of earthquake sourceetapds done in this Chapter,

is a crucial step for the rigorous quantification of seisnoigrse processes and associated
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uncertainties in future earthquake studies.

3.3 Subduction earthquakes studied

We first consider all the largé\{,, > 7.5), shallow (depthk< 50 km), interplate subduction
(thrust mechanism with a dip angle smaller thaf)4arthquakes that occurred in the past
20 years. We exclude the 2004 great Sumatra earthquake wkomgtionally long source
duration causes poor results when using the SCARDEC metiflodeover, we exclude
large events occurring minutes to a day after a major eaattey(e.g., the 17th Novem-
ber 2000 New Britain earthquake and the large early afteksbbthe 2011 Tohoku-Oki
earthquake), whose interference causes noisy waveforhmslélads to a selection of the
34 earthquakes shown in Figure 3.1 and Table 3.1. Their SARBburce parameters,
including uncertainties in dip angle, depth and magnituaie loe found in Table A.1 of
the Appendix A.

100° 150° -160° -110° —60°

100° 150° -160° -110° —60°

Figure 3.1: Global map showing the locations and GCMT source mechaméitie major sub-
duction earthquakes considered in this Chapter. Eartteguakere GCMT dip angles lay outside
of SCARDEC dip angle intervals are plotted in red. All the e#ning earthquakes are plotted
in grey. A detailed list of the earthquakes can be found ing&bl and in in Table A.1 of the
Appendix A.
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Table 3.1: List and index codes of the large magnitudd > 7.5) shallow subduction earth-
quakes of the past 20 years used in this Chapter. Their GCMTS&ARDEC fault geometries
are shown by their beach balls. Earthquakes where GCMT djfeamay outside of SCARDEC
dip angle intervals are shown in bold (earthquakes in redgares 3.1-3.3).

Index Event name GCMT SCARDEC
1 060893D - Kamchatka 1993 v
2 060294A - Java 1994 e e
3 122894C - Honshu 1994 | A
4 073095A - Chile 1995 »
5 100995C - Jalisco 1995 €
6 120395E - Kuril 1995 ve
7 010196C - Minahassa 1996 o @
8 021796B - Irian Jaya 1996 L
9 022196B - N. Peru 1996 A B
10 061096B - Andreanof 1996 e o
11 111296D - Peru 1996 L N )
12 120597C - Kamchatka 1997 v
13 062301E - Peru 2001a A 2
14 070701F - Peru 2001b A I )
15 030502H - Mindanao 2002 A L
16 090802H - New Guinea 2002 LV
17 012203A - Jalisco 2003 e«
18 092503C - Hokkaido 2003 AN 4
19 111703B - Rat Islands 2003 o &
20 111104M - Timor 2004 o o
21 200503281609A - Sumatra 2005 N
22 200607170819A - Java 2006 il
23 200611151114A - Kuril 2006 v
24 200701211127A - Molucca 2007 ’» 0
25 200704012039A - Solomon Islands 2007 L
26 200708152340A - Peru 2007 » D
27 200709121110A - Sumatra 2007 |\ N
28 200711141540A - Chile 2007 »
29 200901031943A - Irian Jaya 2009 LV ¥
30 200907150922A - New Zealand 2009 v 9
31 201002270634A - Chile 2010 »
32 201004062215A - N. Sumatra 2010 N
33 201010251442A - S. Sumatra 2010 A
34 201103110546A - Honshu 2011 [ A J




50 Testing earthquake source models using forward modellip

Figure 3.2 compares GCMT and SCARDEC earthquake sourcenpéees for the
studied earthquakes. There is generally a good agreenterddreSCARDEC and GCMT
for fault strike, rake, depth and/,,, especially when taking SCARDEC uncertainties
into account (i.e., often the range of acceptable SCARDEEcsoparameters comprises
the GCMT solution), with no obvious trends in the scattentglior these parameters.
In contrast, SCARDEC dip angles are generally steeper thasetin the GCMT cata-
logue, showing a clear systematic trend of larger SCARDHCadligles, except for six
events (Peru 1996, Kamchatka 1997, Timor 2004, Kuril 20@8or8on Islands 2007,
Peru 2007; see Tables 3.1 and A.1 for further details ab@asetearthquakes and corre-
sponding source parameters). The average difference iargjles between SCARDEC
and GCMT (A = §CCMT_§SCARDECY g A5 = -39, with Jalisco 2003 having the largest
dip angle difference4s = -12.8), and with 19 earthquakes showing dip angle differences
larger than the average of differences. This systemati dfiateeper SCARDEC dip an-
gles can be possibly explained due to the fixed PDE locatied by SCARDEC, and/or
differences in depth and source durations in comparison @EMT. For the remaining
earthquakes, while the trend in the differences betweenFHIEEC and GCMT dip an-
gles generally persists, the differences are smaller,cedfyewhen taking into account
the SCARDEC uncertainties.

Vallée et al. (2011) found that for half of the earthquakes in their stustgeper
SCARDEC dip angle estimates were associated with a smatlenent magnitude than
GCMT, with an average difference M., over all the earthquakes of 0.095. They showed
that the discrepancies between GCMT and SCARDEC are censigiith the M,,—0
tradeoff, by using a corrected moment magnitude for GCMTictvkead to a lower aver-
age difference. In this Chapter we find a substantially lomerage difference in mag-
nitude between GCMT and the updated SCARDEC source paresrfetethe new set
of earthquakes (0.00 for the whole set of earthquakes aridfOcGhe M,, > 7.8 earth-
quakes studied by Vallést al. (2011)). The reasons and implications of these differences
are discussed below in section 3.8.

Figure 3.3 compares SCARDEC and GCMT moment tensor compefienthe 34
earthquakes considered. Given that the dip angles shovathest discrepancies of all

parameters in Figure 3.2, this leads to the dip-slip compisna the moment tensoid.g,
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Figure 3.2: Scatter plots of GCMT source parameters versus SCARDEIRHstip, rake angles,
depth, moment magnitude). Error bars correspond to SCARDf¢@rtainties. Red circles cor-
respond to the earthquakes studied, for which GCMT dip anighe outside of SCARDEC dip
angle intervals. Square symbols in the diagram with deptfiparisons correspond to earthquakes
where the GCMT depth is fixed. All the remaining earthquakeg#otted in grey. A detailed list

of the earthquakes can be found in Table 3.1. Mean valyarfd standard deviatiow) of the

differences between GCMT and SCARDEC parameters are glottdhe top left corner of each

diagram.
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M,.4) having the largest average differences between SCARDEG&MT amongst all
the moment tensor component estimates.

In the remainder of this Chapter, we shall carry out indepantests of SCARDEC
source models. Since the main differences between SCARDEWGEMT source pa-
rameters are found for fault dip angles, we focus on the s2Rafarthquakes for which
GCMT dip angles lay outside of SCARDEC dip angle intervate(the red symbols in
Figures 3.1-3.3 and the earthquakes in bold in Table 3.1).

3.4 Normal mode data tests

Normal mode data illuminate overall, bulk earthquake seurcaracteristics and are a
useful tool to test the SCARDEC method independently, ag dine not used in the con-
struction of SCARDEC source models. Moreover, the frequenoge (0.1 — 4 mHz)
of the very long time-series (48-hr) used in this test is miogier than that used in the
shorter duration (25 min) surface wave comparisons (15@-sPpresented in Vallést al.
(2011). In order to study the Earth’s normal modes, we ussetbpmponent broad-band
data from the Global Seismographic Network (GSN) for theéheprakes in this Chapter.
In this section, we focus only on earthquakes with), > 7.8, of the 22 earthquakes
where GCMT dip angles lay outside of SCARDEC dip angle irdkxv This magnitude
threshold is used because only such large earthquakes cigmretatively well ultra-long
period normal modes (0.1-1.0 mHz), providing a high signahaise ratio in this fre-
guency range. The amplitude spectra of lower magnitudéeaeikes is generally domi-
nated by noise in this frequency range. This leads to a set ehfthquakes (Chile 1995,
Jalisco 1995, Kuril 1995, Minahassa 1996, Andreanof 19@tn&hatka 1997, Peru 2001,
Hokkaido 2003, Sumatra 2005, Solomon Islands 2007, Perd, ZB@matra 2007, New
Zealand 2009 and Sumatra 2010; see Tables 3.1 and A.1 falsileM/e apply a Fast
Fourier Transform (FFT) to 48 hours of continuous displagetrdata, after multiplica-
tion by a Hanning window, to obtain amplitude data specttavben 0.1 and 4.0 mHz. We
visually examine all the amplitude spectra and only consitdgéa in frequency intervals
with high quality, similar to that shown in Figure 3.4. We ithealculate theoretical seis-
mograms using a mode summation technique (e.g., GilberDaelvonski, 1975), for

both the SCARDEC and GCMT source parameters. We sum ovdreafigheroidal and
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toroidal fundamental modes and overtones from 3233%'s)(down to 30 s for complete-
ness, for a spherically symmetric, non-rotating, elassiotropic (SNREI) Earth model,
using the 1-D PREM (Dziewonski and Anderson, 1981) modehc&iwe use only 48
hours of data, the splitting of the low frequency modes isveoy strong, and hence, for
the purpose of comparing how well the two sets of source petens fit the data, we do
not take into account the effects of ellipticity and rotatia our calculations. The same
processing as for the real data is then applied to the syecghtet obtain synthetic ampli-
tude spectra. Despite calculating theoretical seismognatitih periods down to 30 s, we
compute amplitude spectra between 0.1 and 4.0 mHz (as foetheéata).
We quantify the fit between synthetic and real data spectrealyulating Lo-norm

amplitude misfits (equation 3.1) anh-norm Fast Fourier Transform (FFT) real and

imaginary part misfits (equation 3.2):

D) - st )
A S S A ()2

(3.1)

>0 22 ((dffe(fu) = s7(fn))? + (d™ () — 5] (fn))?)

Mt =~ (3.2)

> S (@ (P + @ (7))

where f,, is then'® frequency in the spectral domain, add and s are the data and
synthetic amplitude spectra at ti#é station, respectively.d/® and s?¢, andd!™ and
sI™ are the real and imaginary parts of the data and synthetiteifrequency domain,
respectively. The amplitude misfit evaluates the discrepan the amplitude spectra
between the data and the synthetics, while the real and imaggFFT part misfit provides
information about the discrepancies in both the amplituttk ghase of the signal. Noisy
parts of the observed spectra are discarded from the mikfitlations.

An illustrative example of normal mode amplitude spectmaparisons can be found
in Figure 3.4 for theM,, 8.4 Sumatra 2007 earthquake. The earthquake occurred about
130 km SW of Bengkulu, with a rupture extending 350 km to the f§Yvh the hypocen-
tre and a duration of about 100 s (Konetal,, 2008). The main shock was followed by
a moderate tsunami with respect to its magnitude, with qumeights up to 4 m (Lorito
et al,, 2008; Borreroet al, 2009). Figure 3.4 shows that GCMT and SCARDEC syn-

thetics fit the observed normal mode amplitude spectra Bowell, for both vertical and
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transverse component data. We calculated amplitude nogts20 vertical and 13 trans-
verse component traces and found the same results. Anmgplitnd real and imaginary

part FFT misfits for GCMT arenampl ampl.p = 0-92 and

= 0.38,m%, ,,, = 0.90,m?

mf%e Jimp = 1.03 for the vertical and transverse components, resdctiMisfit values

2 = - 2 -
for SCARDEC arem?, , = 0.38,m7, Jimy = 0-93, M2 = 0.53 andm?, S =
1.06, respectively.

Sumatra 2007 - 200709121110A
/A "(7 ‘\\\
—— Data [ § A\
. Mw = 8.4 [ N ||
Mw = 8.5 — GCMT bl \ < )/
Depth =24.4km SCARDEC Depth =17.5km \\ v/
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Figure 3.4: An illustrative example of vertical and transverse compamermal mode spectra up

to 4 mHz, calculated for th&/,, 8.5 Sumatra 2007 earthquake with GCMT code 200709121110A,
for GSN station PET. 48-hour data spectra are in black, GCiithetics in red and SCARDEC
synthetics in green. PREM mode eigenfrequencies are shrobiné every two modes for clarity.

All the noisy parts of the spectra are discarded from thes@od the misfit calculations. Station
name, azimuth and epicentral distance are shown in thedefi kide from the top to the bottom.
Amplitude misfits for vertical and transverse componengr dlie total number of stations used

(20 for the vertical and 13 for the transverse component) arg, , . = 0.38 andm, , =
0.52 for GCMT, andn?,, , , =0.38andn?, , = 0.53 for SCARDEC, respectively. Real and

imaginary part FFT misfits aren, ;. = 0.90,m%, . = 1.03 for GCMT andn3,, ;.

0.93,m%, /1, = 1.06, for SCARDEC. Focal mechanisms of the two differentrse models are
shown as beach balls on top.

Figure 3.5 shows amplitude and Re/Im normal mode data mfsfitthe 14 earth-
gquakes considered in this section. The differences bet@&&MT and SCARDEC mis-
fit values are relatively small, with only the 1995 Jaliscotleguake showing a larger
SCARDEC Re/Im misfit due to the combination of consideraliffer@nces in fault strike
(8°), dip (12) andM,, (0.13) between SCARDEC and GCMT source parameters. In most
other cases, the GCMT misfit values are slightly lower tharSlBARDEC, probably be-
cause the GCMT method uses hours of long-period mantle weagsh are closer to the

normal mode data used here, than the body wave data used biRIBE2. Overall, it is
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encouraging that SCARDEC source parameters explain leniggp48-hour data spectra
relatively well, despite being based only on the first 32 nfibhady wave data after the

earthquake, in comparison with GCMT, which uses much lodgés time windows.
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Figure 3.5: Amplitude (left) and Re/Im (right) misfit plots between datad GCMT synthetics
(red), and data and SCARDEC synthetics (green) for the gaattes {/,, > 7.8) where GCMT
dip angles lay outside of SCARDEC dip angle intervals. Inesashere not enough data were
available (fewer than ten stations) no misfits were caledldte., for the transverse component
of the Kuril 1995, Minahassa 1996, New Zealand 2009 and N.&&2010 earthquakes). The
SCARDEC amplitude and Re/Im misfits are on average 6—9% ahgan GCMT for vertical
(LHZ) component data. For transverse (LHT) component da@ARDEC and GCMT misfits
are very similar. Earthquakes are plotted in ascendifgorder and their names are written in
different colours according to the data used in the GCMTlogtee (blue for body and mantle
waves, orange for body, mantle and surface waves, purpladotle waves).

Figure 3.5 shows larger differences between SCARDEC and GRWfits for spheroidal
modes (vertical component) than for toroidal modes (trarse/component). Specifically,
the SCARDEC misfits for both the amplitude and the real andjinaay part of the FFT,
are on average about 6-9% larger than GCMT for vertical carapbdata (mean mis-
fit values are presented in Table 3.2 and detailed misfit galudable A.2 in Appendix
A). For toroidal modes, on average SCARDEC and GCMT sourcanpeters explain the
normal mode data equally well. This is probably related todstinct characteristics of

toroidal and spheroidal modes along with data noise isdum& waves (and thus toroidal
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Table 3.2: Mean misfit values (amplitude misfits and real and imagin&V hisfits, see equa-

tions 3.1-3.2) obtained over all the earthquakes studieddtion 3.4 from normal mode compar-
isons between GCMT and SCARDEC synthetics and real datdydibr vertical and transverse
components.

Vertical component  Transverse component

Mt —coT 0.30 0.48
mAgmpl.—SC’ARDEC 0.32 0.48
M i GOAMT 0.76 0.92
2 0.81 0.90

M pe/Im—SCARDEC

modes) are generally not as well excited by thrust eartrepiak Rayleigh waves. This,
together with the fact that horizontal components are bsuaisier than vertical com-
ponents, may make it more difficult to distinguish slighf@iénces in thrust earthquake

source parameters when analysing Love waves/toroidal snode

3.5 Body-wave 3-D forward modelling tests

Shallow earthquake source inversions using broadband Wwadgs in the 0.003-0.03 Hz
frequency range for earthquakes deeper than 5-10 km ate/eBlansensitive to the
moment-dip tradeoff so the SCARDEC method is expected tdleeta resolve the two
parameters independently. In order to test the quality dABDBEC subduction earth-
quake dip angles and assess the impact of using simplifiedi¢iseand Earth structure in
the modelling (notably, ray theory on the 1-D IASP91 Earthdelp Kennett and Engdabhl,
1991), we use a more sophisticated seismic wave propadatibto calculate body wave
data misfits. We use the spectral element method — SEM — (Kisetaand Tromp, 1999)
for the 3-D Earth crust CRUST2.0 (Bassihal., 2000) and S20RTS (Ritseraaal., 1999)
mantle models to calculate synthetic seismograms with aagluracy down to wave pe-
riods of T' ~ 17 s. Although computationally expensive, the spectrainel@ method
is very accurate, in contrast with ray theory, which workglemthe assumption that the
wavelength of the seismic waves is much smaller than the $eafjth of heterogeneity.
In order to examine the impact of the differences betweenBCEC and GCMT dip
angles on the data fit, we consider all the 22 earthquakestsélin section 3.3 for which
GCMT dip angles lay outside of SCARDEC dip angle intervalsve@ of the M, — §

tradeoff and bearing in mind that the GCMT dip angle is asgedi with theM/&CMT
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estimate and the rest of the GCMT parameters, plus the égnthe use of the GCMT
dip angle alone in combination with the rest of the SCARDEGap®ters may not be
necessarily a conclusive test. However, our goal is to facuthe effect of different dip
angle estimates and how they affect the body-wave data fit.

We calculate SEM theoretical seismograms for: (i) the SCERDBsource parame-
ters; and, (ii) all source parameters as in SCARDEC, exagphé fault dip angle, which
is taken from the GCMT catalogue. We band-pass filter syiatligsplacement seismo-
grams between 20 s and 250 s and rotate the horizontal comigdan® longitudinal and
transverse components. Since the dominant period in temegrams is shorter than the
rupture time of the earthquakes studied, we convolve thehstin seismograms with the
average SCARDEC source time functions, smoothed at 1 s. &vefilker and rotate the
corresponding real displacement data in the same way asheigynthetics and calculate

Lo-norm waveform data misfits for the two sets of synthetics:

>o(d; — s:)?

X

m3 = (3.3)

whered; is the time-domain body-wave data at thestation ands; is the corresponding
synthetic seismogramX denotes the station compone#t for the vertical and” for the
transverse component, respectively).

Figure 3.6 shows examples of body wave comparisons forMhe8.4 Peru 2001
earthquake, which occurred in the southern part of the Rdydustion zone. The main
shock generated a relatively destructive tsunami and whsvied by several large after-
shocks. The rupture was unilateral and propagated to th@SE20-400 km (Bilek and
Ruff, 2002; Melbourne and Webb, 2002; Giovamial., 2002; Robinsoret al., 2006).
Only a few illustrative stations are shown in Figure 3.6, auarger number of stations
for both the vertical (16) and the transverse componentsdfibused to calculate wave-
form data misfits for the two sets of synthetics. The use of3GMT dip angle yields a
relatively poorer fit to the datar(Z = 0.30 andm?2 = 0.23 for vertical and transverse
components, respectively) than SCARDEGY = 0.22 andm% = 0.16), mainly in
the amplitude and in a few cases in the phase of the signal.larest differences are

observed at SBA station on the vertical component and TAMostaon the transverse
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component, where the SCARDEC dip angle leads to an improwdy-tvave data fit.

Peru 2001 - 062301E

TAM SUR SBA

— Data
SCARDEC
— SCARDEC +GCMT dip

LHZ
LHZ
LHZ

\\
600 800 1000 600 800 1000 600 800 1000 ,//? \
Time (s) Time (s) Time (s) L\ )
\ \
,
— Mw = 8.4

TAM SUR SBA Depth =34.9km

hA

1200 1400 1600 1200 1400 1600 1200 1400 1600
Time (s) Time (s) Time (s)

LHT
LHT

Figure 3.6: lllustrative examples of body wave displacement compagdor theM,, 8.4 Peru
2001 (GCMT code: 062301E) earthquake in vertical (top, Respand transverse (bottom, SH-
waves) components. Data are shown in black, SCARDEC syoshiet green and SCARDEC
synthetics with the GCMT dip angle, in magenta. SCARDEC v@we misfits for vertical and
transverse components over the total number of statiords (d€efor the vertical and 15 for the
transverse component) are:2 = 0.22 andn?2. = 0.16 for SCARDEC dip angle, and? = 0.30
andm#. = 0.23 for GCMT dip angle, respectively. Focal mechanismiheftwo different source
models are shown as beach balls on the right hand side.

Figure 3.7 shows the overall body wave waveform misfit vattadsulated after mod-
elling all the 22 earthquakes used in our study. The SCARDig@gles lead to similar
or slightly better data fits in almost all cases for the vaitcomponent, and for some
earthquakes for the transverse component data. Despitg &miall, one needs to bear in
mind that these variations in body-wave misfit are obtaingdhanging just one single
earthquake source parameter - the dip angle, not accouitiraiher types of tradeoffs
(e.g., moment-depth). Overall, the use of GCMT dip anglesldeto an increase in the
average body wave misfit of about 5% for both vertical andsivarse components, show-
ing that both GCMT and SCARDEC dip angles explain the datatively well, with the
SCARDEC dip angles leading to an apparent slightly impralete fit (see Table 3.3 for
average misfit values over all the earthquakes). Nevegtgiieis worth pointing out that
these dip angle comparisons are potentially affected byptioations arising from the

finite character of the rupture (subduction earthquakeisdllp rupture an interface with
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variable dip angle, along fault’s strike and depth) and le/ftct that whereas the GCMT
method is based on estimations of the centroid in space @ared the SCARDEC method
estimates source parameters for the PDE location. In additur misfit comparisons
may also be influenced by possible tradeoffs between thesmarameters and the 3-D
Earth models used in the calculation of the synthetic sejgams. Hence, the signifi-
cance of the apparent improvements in body wave misfits BGWRDEC dip angles is

not entirely clear.
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Figure 3.7: Waveform misfits between body wave data and SCARDEC sycthédireen dia-
monds), and between data and SCARDEC synthetics with the T5dipl(magenta stars) for all
the earthquakes studied. The use of GCMT dip angles yieldsmasfit values about 5% larger
than SCARDEC for vertical and transverse component datah@izakes are plotted in ascending
M,, order and their names are written in different colours adioyto the data used in the GCMT
inversions (blue for body and mantle waves, orange for bontle and surface waves, purple
for mantle waves).
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Table 3.3: Mean waveform misfit values obtained over all the earthqsakedied in section 4
from body wave comparisons between real data and 3-D SENhsiios$ using either SCARDEC
or GCMT (m_QSCARDEC(SGCMT)) dip angles for both vertical and transverse componenéssen
text for details).

Vertical component  Transverse component

M o ARDEC 0.35 0.39
0.37 0.41

mSCARDEC((;GC]uT)

3.6 Comparisons with other studies and with geophysical cen

straints

Our independent tests of SCARDEC source parameters atefustipported by com-
parisons with fault dip angles reported in individual equtake studies published in the
literature, using a wide range of data sets, like body waSatogt al., 1996; Zobin, 1997;
Kisslinger and Kikuchi, 1997; Escobedbal., 1998; Mendoza and Hartzell, 1999; Gomez
et al, 2000; Bilek and Ruff, 2002; Giovansi al., 2002; Yamanaka and Kikuchi, 2003;
Ito et al, 2004; Yagi, 2004; Ji, 2007; Taves al., 2006; Delouiset al,, 2009; Furlong
et al, 2009; Peyratkt al, 2010), surface waves (Taniokd al,, 1996; Robinsoret al,,
2006; Hebertet al, 2009), W-phase data (Kanamori and Rivera, 2008), strontjomo
data (Koketstet al,, 2003; Hondeet al,, 2004), tsunami data (Ortiet al,, 1998; Lorito
et al, 2008), geological and geodetic data, such as INSAR and G*&ahet al., 1983;
Melbourneet al, 1997; Miuraet al,, 2004; Miyazakiet al, 2004; Taniokaet al.,, 2007;
Koncaet al,, 2008; Biggset al,, 2009; Cheret al,, 2009; Béjar-Pizarret al., 2010), sum-
marised in Figure 3.8 (for details, see Table A.3 in AppemixMoreover, we include
comparisons with recent results from W-phase inversiong(ielet al., 2012b) and from
the Slab1.0 three-dimensional subduction zone model ($tztya., 2012). To our knowl-
edge, the Slab1.0 model is the most complete subduction aameilation built so far
by combining active source seismic data from geophysiacakys with information from
the global EHB (Engdahét al, 1998), NEIC PDE and GCMT earthquake catalogues,
and with bathymetry data and sediment thickness maps. Wahdly dip values aver-
aged over the rupture area should be used, we use local @ldiplangle values at the
GCMT source location, as the rupture areas are generallkmawn accurately for all

the earthquakes considered. Nevertheless, we verifie@tabl.0 dip angles do not vary
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substantially within a circle with a 0°Fadius around the locations of the earthquakes (we
found an average dip angle variability of)5
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Figure 3.8: Dip angle comparisons between GCMT (red diamonds) and SER@reen di-
amonds, including uncertainties) for earthquakes wherdGdip angles lay outside of the
SCARDEC dip angle intervals. Dip angles obtained from ifdiial earthquake studies published
in the literature (blue squares), W-phase inversions (syars) and the Slab1.0 subduction zone
model (Hayest al, 2012, orange circles) are also shown, where availableb1S)adip angles
correspond to the GCMT locations (latitude and longitu@b1.0 depths may differ compared
to GCMT depths, with Peru 2007 earthquake having the ladjffistence (20.8 km). The mean
absolute difference is 6.6 km and the median is 5.0 km. Eaakegs are plotted in ascending,
order and their names are written in different colour acitgydio the data used by GCMT (blue
for body and mantle waves, orange for body, mantle and seif@aves, purple for mantle waves).

Figure 3.8 shows that there is large scatter in publisheth@aake fault dip angle
values, often spreading over a range26f or more (e.g., for New Guinea 2002, Rat
Islands 2003, Peru 2007), with the Peru 2007 earthquakeisbdie largest variability
(28°). The mean intra-event dip angle variability over all thetleguakes studied i54°.

In some cases the GCMT dip angles are the lowest end-memikth@a SCARDEC dip
angles are the highest end-members, especially for eathguwhere there are not many
dip angle values available from other studies (e.g., forddimao 2002, Irian Jaya 2009,
New Zealand 2009).

GCMT dip angles determined using only long-period mantleeggsee earthquakes
in purple font in Figure 3.8) are always shallower than SCARD and in most cases
shallower than Slab1.0 or W-phase dip angles (e.g., Su@@®%, Hokkaido 2003, Jalisco
1995, Kuril 1995, N. Sumatra 2010, Honshu 1994). When bodyes are also included



3.7 Frequency dependency of the comparisons 63

in the GCMT inversions (earthquakes in blue and orange foiitigure 3.8), for a few
earthquakes GCMT dip angles are steeper than SCARDEC (Kathach997, Peru 2007,
Solomon 2007).

Comparing SCARDEC and GCMT fault dip angles with those aeteed using the
W-phase method and in the Slab1.0 model, we find that on avaf&ghase values are

slightly closer to GCMT (with an average of absolute differes in dip angles between W-

phase and GCMT dbGCMT — §Wphase| = 4.7°) than to SCARDEC|SCARDEC _ Wphase|

= 5.3°). In contrast, Slab1.0 fault dip angles show an overalldbegigreement with

SCARDEC (§SCARDEC _ §51abl.0| = 5 1°) than with GCMT (§¢CMT — §Slabl.0| =
7.3%). Nevertheless, these differences are relatively smelpassibly not significant, thus

rather highlighting that overall there is a reasonable ement between SCARDEC and

both Wphase and Slab1.0 dip angles, and better than with GEMTMT — §SCARDEC]

= 7.8° for the 22 earthquakes considered in this section).

3.7 Frequency dependency of the comparisons

Since our earthquake data set consists of very large eaftbguvith long and complex
rupture processes we have to account for the details of tireeséime function when we
model relatively short period seismic waves. Here we prteseimple example highlight-
ing these frequency effects.

Figure 3.9 shows an example of body and surface waves fakAf;e8.3 Hokkaido
2003 earthquake recorded on the vertical component of AN@@os. The body wave
and surface wave displacement data (black traces) and tARBEC synthetics, con-
volved with both a triangular source time function (red égcand with the SCARDEC
relative source time function (green traces), are filtenedirad five different dominant
wave periods. The SCARDEC source duration of this earthgigk2 s.

The body wave comparisons (Figure 3.9, left) show the difegtave, thepP free
surface reflection, the reflection at the core-mantle bogyn&al and thes P free surface
reflection, all observed in the first 20 s of the seismogramouAald70 s later the surface
reflection PP is observed. In the end of the seismogram the large ampliedanic
phase corresponds to the diréctvave. On the other hand, the surface wave comparisons

(Figure 3.9, right) show the fundamental Rayleigh waye By modelling the body wave
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Figure 3.9: Body-wave (left) and surface-wave (right) comparisonsthear M/,,=8.3 Hokkaido
2003 earthquake for the vertical component of ANTO statiData (black) and: (i) SCARDEC
synthetics convolved with a triangular source time funtticed) and (i) SCARDEC synthetics
convolved with the station’s relative source time functdnained from SCARDEC (green). The
SCARDEC source duration is 72 s. The dominant periods of tneforms plotted from the top
to the bottom are 30 s, 50 s, 70 s, 90 s and 150 s, respectively.

data we observe that the synthetics convolved with thegukam source time function
do not explain the data for periods shorter than the sourcatidn of the earthquake, in
contrast with the synthetics convolved with the SCARDEG@tie¢ source time function.
As the body wave dominant period increases this effect wea&ad when the body wave
dominant period{~70 s) is almost equal to the source durati®h=72 s) the two types
of synthetics are almost identical. For body wave periodgdén than 70 s thé> wave
reflections are no longer observable, howeverdhveave data are explained very well by
both types of synthetics. Similar results are found for tinfese waves (Figure 3.9, right).

However, the fit to the data is also affected by our knowledgthe Earth’s structure,
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particularly for the shorter period surface waves, whianaary sensitive to the shallower
structure. As the surface wave dominant period increaseftthets better for both types
of synthetics.

To summarize, for seismic waves with periods longer thansthece duration, the
source dimensions become invisible. For periods shorter the source duration, the
seismic waves carry all the information we need to accwyratetermine the fine details

of the source time function.

3.8 Discussion

As discussed in Chapter 1, despite tremendous advancesthim@ake source imaging
in the past decades, results produced by different agenoié®r research groups for
the same earthquake often disagree (e.g., Westai, 2011, 2012), suggesting large
uncertainties in the models. The problem is further compedrby the fact that earth-
quake model uncertainties are, if at all, only rarely qfeedji and by the general lack
of groundtruth solutions. Thus, new source imaging benckimg exercises and valida-
tion strategies are much needed for meaningful applicatidrearthquake source models
(e.g., Maiet al,, 2007, 2010; Hjorleifsdottir and Ekstrom, 2010). In erdo objectively
assess the quality of seismic source models and thus aduaceetainty quantification,
it is important to go beyond classical resolution and/orfinésalyses. In particular, it is
desirable to apply sophisticated modelling techniquessess uncertainties due to sim-
plified theoretical formulations and/or Earth structurepéayed to build the source mod-
els. Moreover, it is important to verify how well the modelgphkin data not used in their
construction for a full quantitative assessment of the stiess of the earthquake source
models. This study addresses these issues and is thus ige#églwith ongoing source
validation efforts by carrying out new independent testtagje subduction zone earth-
guake source parameters estimated using SCARDEC, whicteizeat fully-automated
body-wave technique for the fast determination of the sieisnoment, focal mechanism,
depth and source time functions. Despite only using the¥tshin of body-wave data af-
ter an earthquake, we find that SCARDEC source parametgke(sake, M, and depth)
for the subduction earthquakes studied agree generallywitblthose determined using

longer data time windows, signals sensitive to lower fregies and different inversion
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approaches (e.g., GCMT). Indeed, the GCMT and SCARDEC mdstkolve different
mathematical problems (e.g., while the GCMT method deteegmimoment tensor compo-
nents, the SCARDEC technique solves directly for seismiment, fault strike, dip and
rake), with a different number of free parameters. Henaegtimeral agreement between
SCARDEC and GCMT source parameters is encouraging, withrnheclear systematic
discrepancy occurring for fault dip angle estimates, wi®GARDEC dip angles tend
to be larger than GCMT. Our tests of these discrepancies shatwSCARDEC source
parameters explain independent 48-hr long, ultra-lowdesgy normal mode data rela-
tively well. Valléeet al. (2011) found similar results when testing how well SCARDEC
source parameters explain shorter time-series (25 mimngf-period surface waves (150
— 200 s) for a smaller illustrative set of subduction earéies (17). By using longer time-
series (48-hr), lower frequency normal mode data (0.1 — H@)and for a larger number
of earthquakes (34), this study goes beyond the work oE¥eall al. (2011), providing a
clearer and more general demonstration of the reliabifiy@ARDEC source parameters
at explaining completely independent datasets. Indeegyalestudies have shown that
free oscillation data provide useful, independent infdiaomaabout earthquake sources
(e.g., Parlet al, 2005; Lambotteet al, 2006, 2007); however, the full potential of these
data for earthquake studies has not been studied yet, antissudeserves to be further
investigated in future work.

When using complete 3-D Earth synthetic seismograms cadpusing the highly
accurate spectral element method, we find that SCARDEC dulangles explain real
body-wave data as well or slightly better than GCMT dip asgler the 3-D Earth model
considered. The slight deterioration in data fit when usif@M3 dip angles might be
due to the surface wave moment-dip tradeoff affecting thé/GGource inversions for
the earthquakes studied. Nevertheless, one needs to beandnthat these dip angle
comparisons are potentially affected by a number of coraptios, notably the fact that
large subduction earthquakes tend to rupture an interfaiteawariable dip angle and
possibly by tradeoffs between source and Earth structure.

At first glance it may seem surprising that the trend of ste§@ARDEC dip an-
gles than GCMT is not associated with an overall tendenciofeer SCARDEC moment

magnitudes than GCMT (see Figure 3.2), for consistency thithGCMT moment-dip



3.8 Discussion 67

tradeoff, as was reported by Valleeal. (2011) for about half of the earthquakes in their
study. As explained in section 3.2, the updated SCARDEC ihaigs are slightly larger
than those reported by Vallés al. (2011), as a result of the improved high-pass filter-
ing introduced in the automated version of the techniqueaduition, there is a number
of compounding factors, such as discrepancies in eartlegdefth and source duration.
Indeed, for earthquakes with both similar SCARDEC and GCMptld and source du-
ration, we do find that steeper SCARDEC dip angles are agedoieith lower moment
magnitudes than GCMT, reflecting the GCMT surface wave diprent tradeoff for shal-
low events (e.g., for the 2003 Hokkaido, or the 2005 and 200mh&ra earthquakes).
However, long-duration or shallow earthquakes requirergelamoment magnitude to
generate long-period body waves of the same amplitude thpalsive, shorter-duration
and deeper earthquakes. As some earthquakes are founolsradir longer duration
by SCARDEC than GCMT, this partly explains why SCARDEC ma#gmhes are not sys-
tematically smaller than GCMT. Moreover, the presence ofiiduration tsunami earth-
quakes or complex events, which will be discussed later énGhapter, also tends to
increase the SCARDEC magnitudes.

Comparisons of SCARDEC dip angles with those reported ierotlarthquake cata-
logues (GCMT and W-phase), in the Slab1.0 model and fronviedal earthquake stud-
ies in the literature show a large scatter in values repdaded given earthquake. This
intraevent dip angle variability ranges frasfi to 282, underlining the difficulties in con-
straining earthquake fault dip angles. The observed sprediph estimates is consistent
with previous findings. For example, Westenal. (2011) report differences between 73
GCMT and InSAR-determined dip angles with a standard dieviaif about15°. More-
over, Ferreiraet al. (2011) found an average intraevent variability of aligitftin fault dip
estimates associated with the use of different Earth maatedstheories in long-period
CMT surface wave inversions. In addition, Hjorleifsa@dand Ekstrom (2010) quanti-
fied the resolution and errors in GCMT source determinatidums to unmodelled 3-D
Earth structure and data noise using SEM synthetic datay fthmd that the fault dip
angle can be underestimated by abgsuand that the seismic moment is overestimated by
about 20% for shallow subduction zone earthquakes when waslg, surface wave and

mantle wave data are used in the inversions. For earthquekies\/,, > 7.5, as in this
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Chapter, additional errors are expected because of thé gamimce approximation used
by GCMT. Our work, as well as these previous studies, highlige need for quantita-
tive uncertainty estimates to be reported along with thecsparameters, particularly
for subduction earthquake fault dip angles, which can glyonontrol tsunami run-up
heights. Nevertheless, SCARDEC dip angle estimates aralftube broadly consistent
with other reported values in the literature and slighttyselr to those in the Slab1.0 model
than GCMT.

Overall, the independent assessment of the SCARDEC methoigéat out in this
Chapter revealed its reliability in source parameter deitetions of large subduction
earthquakes. The fast and fully automated version cuyrekrating routinely has a
strong potential for tsunami alert purposes, with the pfusaviding realistic source time
functions compared to other fast methods such as the W-gKasemori and Rivera,
2008; Duputelet al, 2012b). This allows the rapid identification of classicalinami
earthquakes, which have a source process anomalouslyhorgn@ooth compared to that
expected for their magnitude (e.g. Nicaragua 1992, N. P@#6,1.Java 2006, S. Sumatra
2010). In contrast, e.g., since 2004 the GCMT method assant@sngular source time
function (and before that a boxcar function) with half-dioa determined by a constant
stress drop scaling relation to the seismic moment.

Figure 3.10 compares the average SCARDEC source time funsctgreen) with rup-
ture duration estimates from various individual earthguatudies. Blue vertical lines
in Figure 3.10 correspond to source duration estimatesnastanainly by body-waves,
and in a few cases by body and surface waves (Abercrogtldé, 2001; Ammoret al,,
2006, 2008; Bigget al, 2009; Bilek and Engdahl, 2007; Bilek and Ruff, 2002; Bukchi
and Mostinskii, 2007; Carl@t al, 1999; Delouiset al, 1997; Giovanniet al., 2002;
Gomezet al, 2000; Henry and Das, 2002; lhmlé and Ruegg, 1997; Joheisah 1995;
Kisslinger and Kikuchi, 1997; Koncet al, 2008; Layet al,, 2010, 2011; Leet al,, 2011;
Mendoza and Hartzell, 1999; Nakaabal., 2008; Peyratt al, 2010; Poiatat al., 2010;
Robinsonet al., 2006; Satcet al., 1996; Swenson and Beck, 1999; Tani@kaal., 1996;
Tanioka and Ruff, 1997; Taveset al, 2006; Yamanaka and Kikuchi, 2003; Yagi, 2004;
Zobin, 1997; Zobin and Levina, 2001; Zhaagal.,, 2012). For reference, we also show

triangular/boxcar source time functions with source daratalculated using the same
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scaling relation as used by the GCMT (red) for the 34 subdnotiarthquakes consid-
ered in section 3.3. Interplate thrust earthquakes shaflalhhan 50 km such as those
studied here are usually characterized by lower stresssding@ longer source durations
than other kinds of earthquakes such as, e.g., hormal atitiet intraplate earthquakes
(Allmann and Shearer, 2009). The shape and duration of Hmirce time functions
are likely related to the rheology of different subductiames, amongst other factors
(Houston, 2001). Figure 3.10 shows that overall there is@gmreement between the
rupture durations obtained using SCARDEC and the majofitjhe values reported in
individual studies. The only exception is for tiié,, 7.5 Molucca Sea event, where the
study by Nakanaet al. (2008) reports a rupture duration of 16 s for this event based
a new frequency-domain waveform technique. Neverthetbesauthors do acknowledge
that the value that they obtain is shorter than that expefoted M, 7.5 event (26 s for
the constant stress drop scaling relation used by the GCMiGhnagrees well with the
SCARDEC estimate). Although for sonié,, < 7.8 events there is indeed a good agree-
ment between SCARDEC and the triangular/boxcar source fiimetions used by the
GCMT (e.qg., for the Peru 2001b, New Guinea 2002, Irian Jay@®2ihd New Zealand
2009 earthquakes), SCARDEC generally leads to longer sawnations (except for Mi-
nahassa 1996 and Jalisco 2003). Importantly, SCARDEC sdine functions allow
the clear identification of classical tsunami earthqualkeg.(N. Peru 1996, Java 2006,
S. Sumatra 2010), as well as of complex events (Peru 2008 AMh7.5 N. Peru 1996
event (022196B) is a typical tsunami earthquake, havingigged a larger tsunami than
expected from its surface wave magnitudé, = 6.6 (Heinrichet al,, 1998). Moreover,
its body-wave magnitude is significantly lowen{ = 5.8) than the moment magnitude,
and the associated tsunami was characterised by run-uptdieifgl to 5 m along a coast-
line of 400 km (Bourgeoit al,, 1999). Similarly, theM,, 7.7 Java 2006 earthquake
(200607170819A) caused a deadly tsunami with run-up heigptto 8 m to the south
coast of Java. The main shock is a classical tsunami ealtbquith a significant discrep-
ancy between its surface magnitude(= 7.7) and body-wave magnitude:f = 6.1),
characterised by an unusually low rupture velocity (1.05Kn/s). The rupture included
five to six episodes of moment release on a smooth and longestiore function of 185 s

(Ammonet al, 2006). Finally, the\/,, 7.8 S. Sumatra 2010 earthquake (201010251442A)
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caused a tsunami with run-up heights up to 9 m along the sast@nn coasts of Pagai
islands, significantly higher than expected, given its nitage. The rupture time which
was found by independent studies (Letyal, 2011; Newmaret al, 2011), 90 — 125 s,
much longer than the duration used by the GCMT, is in goodeamgent with SCARDEC.
Moreover, the main shock was characterised as a slow evénawipture velocity of 1.5
km/s and with a typical tsunamigenic earthquake differdmegveen surface magnitude
(M, = 7.8) and body-wave magnitude:f = 6.5).

The SCARDEC source time functions also enable us to idestifpe complex fea-
tures in the rupture history of the earthquakes in our ddtansth the M, 8.0 Peru 2007
earthquake (200708152340A) being one of the most promiceses. The main shock
caused strong damage to the city of Pisco and was followedsignificant local tsunami
with run-up heights up to 10 m at the Paracas peninsula (8latdal, 2010). While
the earthquake has a GCMT source half-duration of 23.5 SGBRDEC source time
function highlights the complex character of this rupturighvwo different episodes and
a total source duration of 121 s. Indeed, other studies tegar slip history of the main
shock being characterised by the presence of two distirichgs, rupturing a total fault
area of about 300 km by 160 km. The first patch was located ¢toges hypocentre and
the second, which was larger, ruptured to the south aroursd&@@r (Motagtet al., 2008;
Sladenet al,, 2010), in good agreement with SCARDEC's source time fomcti

All these examples clearly show the power of the SCARDEC pueflor the rapid
discrimination of typical tsunami events and of complextaup patterns, underlining
its strong potential for seismic monitoring and tsunami nirgg efforts. In practice,
SCARDEC's source time functions could be used in an autainags to identify tsunami
subduction earthquakes using criteria such as: (i) eaattegdepth being shallower than
around 25 km; (i) the source time function having a duratbieast 1.5-2 times longer
than the values used by the GCMT; and, (iii) the source tinmetfan peak moment rate
being at least 1.5-2 times lower than that in the triangubarce time function used by

the GCMT.
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Figure 3.10: Comparison between SCARDEC average source time functipasit) with rupture
durations estimated from individual earthquake studidse(lvertical lines; see main text). For
reference, we also show triangular/boxcar source timetiimme with rupture duration estimated
from a constant stress drop scaling relation, as used by @M Gcatalogue (red), for the 34
subduction earthquakes considered in this Chapter. GCMficedime functions are represented
as boxcar functions for earthquakes that occurred befodd.2@fter the ¢ of January 2004
the GCMT source time function is assumed to be triangulasif®knet al, 2012). Zero time
corresponds to the PDE time of each earthquake. Earthquakesy GCMT magnitudes and
codes are shown on top of each plot. Three cases of classicami earthquakes are identified
(M, 7.5 N. Peru 1996 — 0221968/, 7.7 Java 2006 — 200607170819¥,, 7.8 S. Sumatra
2010 —201010251442A) by SCARDEC, having smoother and losgérce time functions than
expected from their moment magnitude.
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3.9 Conclusions

We have tested the robustness and reliability of SCARDE@csoparameters for major
(M,, > 7.5) shallow subduction earthquakes of the past 20 yearsfouel an overall
good agreement between SCARDEC and GCMT source paramatanstdor the fault
dip angle, for which the SCARDEC values were found on avességgper than GCMT so-
lutions. We examined these discrepancies and validatet¢tieod by showing that over-
all SCARDEC source parameters explain independent lonigghet8-hour normal mode
data spectra reasonably well, despite using only the firgshiB2of body wave data fol-
lowing the earthquake. Using accurate purely numericabdiod modelling of body wave
data on a 3D Earth model, we found that the SCARDEC dip anglelsie body wave
data as well or slightly better than the GCMT method. SCARDHECangles showed
also a good agreement with values from other individualhejdke studies and with
subduction slab geophysical constraints. In additionkardome other routine source in-
version methods, SCARDEC estimates realistic source timetions, enabling the rapid
identification of classical tsunami earthquakes with arloosly large source durations
compared to their magnitudes and the modelling of the aatmmtcomplex seismic wave-
forms. Thus, the SCARDEC method complements existing meuseismic monitoring

techniques and offers a strong potential for applicationscean-wide tsunami warning.



Chapter 4

A normal mode earthquake source
Inversion technique for the
determination of spatio-temporal

characteristics of large earthquakes

4.1 Summary

As briefly discussed in previous Chapters, low-frequengynadmode data provide an in-
dependent way of characterising the overall kinematicamprocess of large magnitude
earthquakesN/,, > 8.0). We present a new earthquake source inversion mettsed losm
normal mode data for the simultaneous determination ofup&ure duration, length and
moment tensor of large earthquakes with unilateral ruptWe use ultra-low-frequency
(f < 1 mHz) normal mode spheroidal multiplets and the phaseslibfig®e oscillations,
which are modelled using Higher Order Perturbation TheBIQRT), taking into account
the Earth’s rotation and ellipticity, self-gravitationtarces and lateral heterogeneity. A
Monte Carlo exploration of the model space is carried ouabéng the assessment of
source parameter tradeoffs and uncertainties. We carrgymtihetic tests for four differ-
ent realistic artificial earthquakes with different fandfimechanisms and magnitudes,
8.1-9.3 to investigate errors in the source inversions dudi} unmodelled 3-D Earth

structure; (ii) noise in the data; (iii) uncertainties iraip-temporal earthquake location;
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and, (iv) neglecting the source finiteness in point sourcenard tensor inversions. We
find that rupture duration determinations are relativeemsitive to the presence of noise
in the data and to errors in earthquake location. Howevey, ire strongly affected by
errors in 3-D Earth structure, notably for the lowest magphit (\/,, 8.1) events consid-
ered, for which the rupture duration cannot be determindatdiral heterogeneity is not
properly taken into account in the modelling. On the otherdhaoisy data, uncertainties
in location and unmodelled lateral heterogeneity can alil o substantial errors in rup-
ture length estimates, up to 50%Gerrors for theM,, 8.1 events. We find that the errors
in moment magnitude, fault strike and dip angles from thédigource inversion tests are
generally small, with the rake angle showing slightly largerors (up to 14). In addi-
tion, when studying the effect of ignoring the source finisson multiplet point source
inversions, the rake angle also shows the largest errorto(8f°). Nevertheless, all the
errors in point source parameters found in this study arepematle or smaller to those
reported in previous earthquake source studies. This stgytt the new technique pre-
sented is useful for robust characterisations of bulk kisgrsource parameters of large

earthquakes.

4.2 Introduction

Since the great 1960 Chile earthquake, the Earth’s lowdfrrgy normal modes have been
observed and used to investigate deep Earth structure Pzigwonski and Anderson,
1981; Master®t al., 1982; Ritsemat al., 1999; Mégnin and Romanowicz, 2000), and, to
some extent, to study earthquake sources (Abe, 1970; Beraihderet al,, 1972; Gilbert,
1973; Kedaret al., 1994; Parket al., 2005; Lambotteet al,, 2006, 2007). Normal mode
data are useful to characterise the overall source kinemafivery large earthquakes
(M, > 8.0), notably to estimate their seismic moment. Howevempmared to other
data types (e.g., body and surface waves), the Earth’s feilations have been less
used in source studies, because they typically require leagy continuous high-quality
recordings of several days, which restricts their use indad routine source studies.
Early source studies using normal mode data were limiteceimsc moment de-
terminations (e.g., Abe, 1970; Kedat al., 1994) or to fault geometry and mechanism

estimates (e.g., Ben-Menahearhal,, 1972). For example, Kedat al. (1994) took into
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account the finiteness of the source when modelling longpgdree oscillations excited
by the 1989 Macquarie ridge earthquake and found that thieab@entroid Moment Ten-
sor (GCMT) catalogue (Dziewonskt al, 1981; Ekstronet al., 2012) underestimated the
moment magnitude of this earthquake. More recently, thet@@04 Sumatra earthquake
was extremely well recorded by the global seismic netwottkictv offered a unique op-
portunity to observe and study high-quality free oscitlasi in the ultra low-frequency
band (0—1 mHz), prompting several normal mode source stuafi¢his earthquake. For
example, Parkt al.(2005), Stein and Okal (2005) and Okal and Stein (2009) usedal
mode data to show that the magnitude of the 2004 Sumatrageaké was much larger
(M,, ~9.3) than initially inferred from mantle waves in the GCMTalague (/,, ~9.0).
Specifically, they showed that the GCMT source model poothtans normal mode am-
plitude spectra in the 0-1 mHz frequency band, with an aatwili seismic moment of
roughly 7.16x0%° dyne*cm being required. Lamboté al. (2006, 2007) used the phase
of normal mode singlets to determine the rupture duratiahlemgth of the 2004 Sumatra
event and to investigate the rupture history of the 28 Mafif}62/,, 8.6 Nias earthquake,
offering the first estimates of rupture duration and lengtir ebtained from normal mode
data. Moreover, Koncat al. (2007) used normal mode data to test source models of the
2005 Nias earthquake. Nevertheless, and despite thistnecaress, the potential of nor-
mal mode data for source studies has not been fully investigget. In particular, issues
such as the influence of 3-D Earth structure, noisy data amémfuniqueness in normal
mode source inversions deserve further attention.

Previous studies have shown that various sources of emaftect earthquake source
inversions based on body and surface waves, such as statierage, noise in the data and
unmodelled 3-D Earth structure (Helffrich, 1997; Ferreiral Woodhouse, 2006; Ferreira
et al, 2011; Hjorleifsdéttir and Ekstrom, 2010; Met al,, 2007, 2010). Moreover, some
past studies have investigated the issue of non-uniqguénestsong motion, body and
surface wave earthquake source inversions (e.g., Pavi®4; Mai et al, 2010; Kane
et al, 2011; Wen and Chen, 2011). In addition, various attempis baen carried out
to assess earthquake source parameter uncertainties/édamtine and Trampert, 2012),
which are still not routinely fully quantified and reportdetobabilistic inversion schemes

searching the model space (e.g., Sambridge, 1999a; M&isigeonet al., 2000; Vallee
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et al, 2011) are particularly attractive, as they enable errtimasions and parameter
tradeoff analyses by generating an ensemble of models witbpsable data fit, rather
than just the determination of an optimal model.

This study addresses these issues in the context of lowdrery normal mode earth-
quake source inversions. We present a source inversioniteehfor the simultaneous
determination of fault mechanism, moment magnitude antetigth and duration of uni-
lateral rupture earthquakes using normal mode data. Wessasgse robustness of the
technique by carrying out realistic systematic synthetists to quantify errors in the
source parameters due to noise in the data, incomplete kdgelof the earthquake’s
spatio-temporal location and unmodelled 3-D Earth stmectWe focus on earthquakes
in four different representative tectonic settings andaigéect search inversion scheme
to explore the parameter space and investigate tradeadfsiacertainties in the source
parameters. In addition, issues such as the choice of misfitibn used in the source
inversions and the effect of neglecting the source’s figigsnin normal mode multiplet

point source inversions are also addressed.

4.3 Methodology

4.3.1 Theoretical background

As explained in Chapter 2, normal mode multiplets are charzed by spectral peaks
of degenerate eigenfrequencies in a spherically symmaeivit-rotating perfectly elastic
and isotropic (SNREI) Earth model. The Earth’s rotatiodiptitity and heterogeneity
remove this degeneracy and split the multiplets 2ite- 1 singlets each characterised by
an azimuthal ordem, wherel is the angular order. When studying very large magni-
tude earthquakes with rupture lengths exceeding sevendrbds of kilometers, the finite
character of the source cannot be neglected when modetimgréquency Earth’s free
oscillations. Thus, a finiteness terf), must be taken into account in order to represent
correctly the amplitudes and phases of the normal modeedstiglhe Fourier transform
of the finite source acceleration respom»sté of an isolated singlet with azimuthal order
m and with angular eigenfrequency; can be expressed as (Ben-Menahem and Singh,

1980):
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ozfns(ac,w) = ol (z,w)Fy, (4.2)

where F,, is the source finiteness term angl; (z,w) is the point source acceleration

response:

6
abd(z,w) = Z it (x, w)M; 4.2)
i=1

M; are the six elements of the seismic moment tensorz@ﬂd,w) are the excitation
kernels, i.e., the partial derivatives of the syntheticcseof a point source with respect

to the moment tensor elements:

oabs

m = . 4.3

Assuming a simple unilateral rupture with constant didiocaand step time depen-
dence, the source finiteness term can be represented agiarunicthe so-called initial

phaseX,, of a singlet with azimuthal ordetm (Ben-Menahem and Singh, 1980):

(4.4)
with the initial phase being linearly related to the ruptdugation () and length ():

wT,  Lmsin(¢)

X,, = or | ZMSMO)
T, * 2r,sin(0)

(4.5)

wherer, is the Earth’s radiusT;, is the singlet’s periodg is the fault's azimuth and
is the epicentral colatitude. The first term of equation 4fies information about the
rupture duration, while the second term is associated WwéHdault's length.

Equation 4.5 is an approximate description of the phase aohabmode singlets
(Dziewonski and Romanowicz, 1977; Ben-Menahem and Sin@BQ)L It is exact only
when the second term is close to zero, thus only for singlé@tsw=0 and radial modes,
or for E-W oriented faults lying on the equator (Lambadteal,, 2006). In section 4.4 we

carry out some numerical experiments to test the domainlifityaof equation 4.5.
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4.3.2 Forward modelling

In order to obtain realistic theoretical low-frequengy< 1.0 mHz) normal mode seismo-
grams and point source excitation kern&fs(x,w) (see equation 4.2), we use the Higher
Order Perturbation Theory (HOPT) approach developed bynangé and Romanowicz
(1990), Lognonné (1991) and Lognonné and ClevedéZp0le follow the approach ex-
plained in Chapter 2, whereby the equation of motion is gbiwethe frequency domain
starting from a spherical, non-rotating, elastic or artedaSarth using the 1-D PREM
model (Dziewonski and Anderson, 1981). Perturbationslaa tidded to the operators
taking into account the Earth’s rotation and ellipticitydescribed by Dahlen and Tromp
(1998) and three-dimensional structure using the mantldem8AW12D, (Li and Ro-
manowicz, 1996). Perturbations are obtained up to3tHeorder in frequency and™?
order in amplitude.

Interaction matrices are built according to Woodhouse aalléh (1978) and lateral
variations in density are taken into account by a renorratiim of the elasto-dynamic
operator (Lognonné and Romanowicz, 1990). For a given meéeobenius norm quan-
tifying the coupling strength between the mode and all othedes is computed, so that
all the free oscillations with significant coupling streimgtre used in the calculations. Fi-
nally, source and receiver modulation functions are cated (Clevedé and Lognonng,

1996) and the seismograms are then obtained by means of mioheagion.

4.3.3 Source inversion algorithm

We have implemented a grid search technique for the detatimimof earthquake source
parameters using ultra-low frequency spheroidal normatflandata (0—1 mHz). Our
source inversion technique is designed to carry out invessin two different ways: (a) a
simple normal mode multiplets inversion, assuming a pantee, for the determination
of four source parameters — strike, dip, rake and moment imatgn(, 6, A, M,,, respec-
tively); (b) a normal mode singlets inversion, taking intcaunt the finite rupture of a
unilateral seismic source for the determination of six seyrarameters — strike, dip, rake,
moment magnitude, rupture duration and rupture length,\, M,,, T;-, L, respectively).
A flowchart summarising our algorithm is shown in Figure 4.1.

The technique consists of two major parts. In the first patia dnd excitation kernels
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Inputs:

1.Raw data

2.Excitation kernels

3.File containing list of multiplets/singlets and weighting factors to be
used

4 File defining parameter space

5.File defining tuning parameters and number of iterations

\ 4
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Point source Finite source

(multiplets) (singlets)
Filtering Filtering
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 / \ 4
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Outputs:

1.File containing the ensemble of source parameters
2.File containing optimal source parameters

3.File containing data spectra and optimal model spectra

Figure 4.1: Simple flowchart showing the structure of the new algoritlevadoped in this Chapter
for normal mode earthquake source inversions. The firstgddhte algorithm carries out all the
necessary processing, while the second part is doing thesgarch and determines the optimal
model. The filtering of and spectra calculations of singiet®llowed by the calculation of the
phases of the singlets as explained in section 4.4.



A normal mode earthquake source inversion technique for theletermination of
80 spatio-temporal characteristics of large earthquakes

are read by the algorithm and all the necessary input paeamate defined (parameter
space, multiplets/singlets to be used and their weightiotpfs and tuning parameters for
the grid search). Realistic excitation kernel seismograrasuilt using HOPT for a given
spatio-temporal earthquake location, as described inthdqus subsection. According
to the inversion type used (point source or finite sourcergiwn), different parameter
space and tuning parameters are used; these details wiitaesded in subsection 4.3.3.1.
The instrument response is deconvolved from the data agdatieeconverted into accel-
eration. Again according to the inversion type, data andtatken kernel seismograms
are filtered multiplet by multiplet, or singlet by singletoper time windows are selected
(see section 4.3.3.2 for details), a Hanning taper is aghpliee seismograms are padded
with zeros and their spectra are finally obtained. In the m@quart of the algorithm,
the grid search is carried out using the Neighbourhood Atlgor (Sambridge, 1999a).
The Neighbourhood Algorithm (NA) is a well adapted algaritho solve different geo-
physical problems like tomographic problems, earthquakatlon and source inversion
problems (i.e., Sambridge, 1999a; Marson-Pidgebal., 2000; Sambridge and Kennett,
2001; Valléeet al, 2011). It is a directed search method that falls in the saabegory
of genetic and simulated annealing algorithms and, in alaimanner, it has a number
of control parameters. Specifically, the NA requires twoingrparameters: (i, the
number of models generated at each iteration; andy.(jijhe number of Voronoi cells in
which then, models are randomly selected. The tuning parameters $grdegend on
the misfit function used and on the dimensions of the paransetice. Therefore, each
geophysical problem should be treated with caution as thimguparameters are very
likely to differ from one application to the other (Sambridgl999a; Marson-Pidgeon
et al, 2000). For our point source inversions (four-dimensigraiameter space) we car-
ried out many experiments and found that the optimal tunagmeters are,=36 and
n,=9, and for our finite source inversions (six-dimensionabpeeter space) the optimal
tuning parameters are,=80 andn,.=10.

The grid search involves forward modelling and the caldohabf a data misfit func-
tion, which drives the search over the multi-dimensionalapeeter space. According
to the inversion type selected in the first part, forward nlodgis carried out based

on equation 4.1 if a six-dimensional finite source inversmselected, or equation 4.2
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if a four-dimensional point source inversion is selectestéad. The theoretical spectra
(o (w)) is then compared to the data spectié((v)) through aL, —norm misfit function

(mr,), which is sent back to the Neighbourhood Algorithm andeBithe grid search:

Ni Nst ad.w—a‘?.w Tof.l.w—oﬁ.w
38 [( L) = )06 L]

i=1 j=1"w1

whereT' denotes the transpose matriXj. is the number of multiplets or singleté/,,

is the number of stations and is a weighting factor, ranging from zero to one; and
w9 define the frequency interval of the multiplet/singlet ddesed in the inversion. For
our synthetic tests we used the same weighting faeterd] for all multiplets/singlets.
We carried out many inversions using a variety of obsergtftem amplitude spectra to
real and imaginary spectra (which we denote as FFT speasa)gell as combinations of
the two. In sections 4.5.3 and 4.5.4 we present results basedmisfit function where
a combination of amplitude and FFT spectra are used, giviagight of 0.97 to the
amplitude part and a weight of 0.03 to the FFT part of the fionct In section 4.5.5
we shall discuss various tests carried out for a variety afiitrfunctions. Once the NA
converges, the ensemble of the source models, optimal esoooclel, data spectra and
optimal source model spectra are then written into outpes fil

Following an approach similar to Valléet al. (2011), a heuristic misfit deteriora-
tion criterion is used (acceptable parameters correspoisdurce models yielding mis-
fit values 1% larger than the lowest misfit associated withapgmal source model).
Furthermore, standard deviations of distributions of peaters from the Neighbourhood
Algorithm are also useful to assess uncertainties.

We sucessfully implemented both the serial and parallegdions of the NA. Point
source inversions using the serial version take up to sixutasof CPU time, while the
parallel version (using 36 processors) is roughly a coupieinutes faster in a Intel Xeon
2.6GHz 8-core processors computer cluster. Most of ouefgource singlets inversions
take up to 30 minutes in the serial version, and about eiglértominutes less in the
parallel version (using 80 processors). However, the tipgnsfor the inversions to be
carried out depends on the number of iterations and the nuaileultiplets/singlets to

be processed.
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4.3.3.1 Parameter space definition

Given a guess start source mogg| d,, \,, M,,,, a parameter space over the fault geome-
try and the moment magnitude is choseas 20°, §, £+ 15°, A\, £20°, M,,, +0.3. In the
case where the spatio-temporal characteristics of a ardllatupture earthquake are also
included in the inversion, a start guess value for the reptluration?’, is obtained from
the earthquake’s seismic moment according to the scalatiequ,=h - M§/3, where
T,,=27,. 71, is the half-duration in s}, is the seismic moment in Nm ard= 2.4x10°¢
s/(Nm) is a coefficient. The latter is similar to the scaling law ugethe GCMT cat-
alogue for half-duration determinations as discussed inlébaand Tromp (1998). The
start guess value for rupture length,§ is then estimated frorn;,.,, assuming that an
average rupture velocity of 2.4 km/s is representative dogd magnitude earthquakes
(M, > 8.0) (e.g., Vallée, 2007; Loriteet al., 2008). We then carry out the grid search
using a range of 100 s and of 240 km aroungdandT, , respectively. The use of these
large intervals of source parameters ensure a good sangflitice parameter space by
the NA; indeed, these parameter ranges are much larger tfiarexdces in source pa-
rameters reported by various existing catalogues sucheas@MT, W-phase (Kanamori
and Rivera, 2008; Duputadt al,, 2012b) and SCARDEC (Valléet al,, 2011). For an
explicit reference to typical ranges of model parametemfrarious studies, the reader

is referred to comparisons in Chapter 3.

4.3.3.2 Time window selection

For the finite source inversion a good separation of a meltgkinglets is essential in
order to account for the finiteness effect. The time windoedeel to separate a multiplet's
singlets is at least one Q-cycle (Dahlen, 1982). The Q-dgdénply the time needed for
the signal amplitude to decay by exp)- If N,,, = /v, is the Q-cycle of a normal mode
singlet of azimuthal ordem, where~,, is the attenuation ratey.(, = w;,/2Q,, w,, and

Q.. are the angular eigenfrequency and the quality factor o$itnglet), the Q-cycle can
be simply expressed as a product of the eigenpéfigdnd the quality facto€),,, of the

singlet:
_ 21Qm,

Wm

N,

= TinQm 4.7)
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High quality factor fundamental spheroidal multiplets lire t0—1 mHz frequency range,
like ¢.S2 and(S3, have Q-cycles of 19 and 10 days, respectively. Jhgradial mode
has a Q-cycle of about 75 days. Phase estimates of this medsadnle after 15 days, as
found by Lambotteet al. (2007). For this reason in the case of the singlets’ invarsie
restrict our time window to 20 days for all three multiple@n the other hand,S,; and
0S5 multiplets have much lower quality factors, meaning thairtlsignal decays much
faster before their singlets are being separated adeyusehuse of the broader spectral
peaks. Therefore, they are not used in the singlet invessigame as in Lambottt al.
(2006). Use of more sophisticated techniques, such as tiggesistripping technique,
would allow a better singlet separation of these multipletanbotteet al,, 2007).

For the point source multiplet inversions, any time windam de potentially used,
as long as a high signal to noise ratio is achieved as a funofithe earthquake’s magni-
tude. However, for consistency, all the point source (rpldts) synthetic tests presented
in this Chapter are carried out using the same 20-day timeglavinsame as in the fi-
nite source (singlets) inversions. Singlets or multipkgectra are finally extracted after
narrow-filtering the time-series within the frequency rarg each target spectral peak.
Specifically, low-pass and high-pass cosine filters are hgestting pass-band and pass-
stop frequencies according to the target frequency of teetsgd peak and the frequency

range of the associated multiplet or singlet.

4.4 Validity of the initial phase modelling

As explained in the previous section, equation 4.5 desgilbhe relationship between
rupture length and duration and the initial phase of normadensinglets is approximate,
being only exact for radial modes, or for E-W oriented faljieg on the equator (Lam-
botteet al, 2006). We started by carrying out various experimentsgbits validity for
different fault orientations and different earthquakéuale locations.

We assume an artificial unilateral rupture thrust earthgualth a rupture duration
T,.=100 s, over a line fault with total lengit=240 km. Finite rupture seismograms, which
are used as input synthetic data, are represented as aasiferpof three point source
seismograms with the same fault geometry and mechanismlyesistributed along the

line fault, each one with the same moment magnitude (Figw2e 4NVe then calculate
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Figure 4.2: (a): A global map showing locations of three sites in différatitudes (north hemi-
sphere, equator, south hemisphere) where line faults Wwithetdifferent orientations are used to
generate finite source synthetic data for the experimeetepted in section 4.4. Stars in zoom-in
maps show locations of three point sources superimposadltbfimite source synthetic data with
the rupture propagating over 240 km in length towards egss@ltheast (2) and south (3). (b):
Earthquake mechanisms of point sources that are used thdyuithetic data. (c): Moment rate
function of finite synthetic data with a total duration of 100Each of the three point sources is
represented as a Gaussian function of 50 s in duration,ningtavery 25 s.
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point source seismograms at the rupture initiation locatiith seismic moment equal to
the total seismic moment used to build the finite rupturenseggams, and with the same
fault geometry and mechanism. All synthetic seismograrasaiit using HOPT taking
into account Earth’s rotation, ellipticity and 3-D mantletérogeneity, notably SAW12D
mantle model (Li and Romanowicz, 1996), for different conabions of earthquake lati-
tude locations and fault orientations (see Table 4.1).

Equation 4.1 is a simple linear problem which can be reptegein matrix notation

for n data points recorded at th&" station as:

_ &, _ —Gﬂl _Ggl_
dj. Gl Gl
&, G, —Gi
% | _ |G G | (4.8)
Flm
&, Gh, -G
di Gl Gi,

whered is the data vector and’ stands for the point source theoretical spectra. The
subscriptsz andb are the real and imaginary parts of the Fourier transforme fiase
of the complex numbeF;,, is the initial phase of a singletX(,,,) which can estimate the
rupture duration and length of a simple rupture model.

The real and imaginary parts of the complex finiteness temfmbeadetermined by

using a least-squares approach (e.g. Tarantola, 1987):
E,=(G'cte)y'éT eyl 4.9)

whereT stands for the transpose matrix afig is the covariance matrix which includes
a priori data uncertainties. In our case, we use this approach tp gatrsynthetic tests
without noise added to the synthetic data (finite sourcersmisams) and using the same
Earth model to build both the finite and point source seismogt Therefore, in these
tests we can simply replace the covariance matrix with thatity matrix.

We first linearly invert equation 4.1 for the real and imagynparts of the finiteness
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terms of a set of different singlets. Their initial phas&s,Eatarn ! (FI™/FRe)) are then
calculated and they are used to build a new data vectorsifiglets have been used in the
previous stepr{ > 2), equation 4.5 can be written in matrix notation as an overdgned

linear problem with only two variables to be determined,nifgture duration and length:

™ (9)
X | [ pom
T masin(¢)
XmQ Tng 2riszn(9) T
= . , x| " (4.10)

T my sin(¢)
L an J LT,  2rosin(6)d

The linear system described by equation 4.10 can be sisngaived in a second step
linear inversion, yielding single rupture duration andgénestimates.

For the purpose of our synthetic tests we extract allgtbie singlets and).Sy radial
modes from the point and finite source synthetic data. Thieggets are then used in
linear inversions based on equation 4.1, to determineatmdjhiteness terms,,,, which
are in turn used to calculate the corresponding initial phaas described above. Finally,
we perform linear inversions of the initial phases to deteemupture duration and length
using equation 4.5. Our main results are summarised in Takllewhich shows that
the rupture duration is very well retrieved even for eartiiqulatitudes quite far from
the equator (e.g., for lat=r8°) and for fault orientations deviating45° from an E-
W orientation. Rupture length estimates are more sendibivadeviations in earthquake
latitude location and to fault strike, but are still ovenaitll determined, with errors not
exceeding about 5% for the cases considered. For a N-S faertation, the second term

of equation 4.5 vanishes, thus, only a rupture durationraétation is feasible.

4.5 Synthetic tests

In this section we carry out synthetic tests to investiglageftll potential of low-frequency
normal mode data for earthquake source characterizatiotieipresence of data noise,

errors in Earth’s structure and uncertainties in spatiopteral earthquake location.
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Table 4.1: Results of rupture duratiori}{) and length {) obtained from linear inversion syn-
thetic tests, with respect to earthquake’s latitude anehtation. A simple finite source which is
considered as a superposition of three subevents, ruptailederally a line fault of 240 km in
100 s. Rupture duration is always well determined, no m#ttetatitude of the earthquake or the
orientation of the source.

Strike ¢) Latitude ¢) T, (s) L (km)

180.0 0.0 99.9 -
180.0 45.0 99.9 -
180.0 -78.0 99.9 -
270.0 0.0 99.9 239.9
270.0 45.0 100.1 2395
270.0 -78.0 100.0 229.0
317.0 0.0 99.9 2431
317.0 45.0 99.9 240.1
317.0 -78.0 99.9 228.8

4.5.1 Selected earthquakes

We built a synthetic data set for four artificial earthquakéth different faulting mecha-
nisms (thrust, strike-slip, normal) occurring in diffeteactonic settings (Figure 4.3). In
order to ensure that our tests are realistic, the eventsarseldased on real earthquakes
reported in the GCMT catalogue. We select two thrust eagkegi based on th&/,, 8.8

27 February 2010 Chile and on thé,, 9.2-9.3, 26 December 2004 Sumatra earthquakes.
We also include the 13 January 2007, 8.1 Kuril islands normal earthquake and the 25
March 1998M,, 8.1 Antarctic plate strike-slip earthquake.

The 2004 Sumatra earthquake is one of the largest thrustgeattes that occurred
in the past 20 years, characterized by unilateral ruptusai@f al., 2005; Ammoret al,
2005; Ishiiet al,, 2005) and followed by a devastating tsunami. For the p@rmdsour
synthetic test we use the composite model of Bsail. (2005), assuming that the rupture
initiated at latitude 3.27 longitude 94.6 and a depth of 25 km, and propagated towards
the North with a total rupture duration of 545 s, rupturingreents of total length of 1140
km. The Chile 2010 thrust earthquake is characterized laydvdl rupture. In the first 30
s the source propagated southwards and then slip took pidusth directions, with the
largest slip observed to the North (Delo@sal., 2010; Kiser and Ishii, 2011). For our
synthetic test we use an artificial unilateral rupture mdabded on the source model

of Delouiset al. (2010). Specifically, we consider that the rupture starte86a2¥S,
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Figure 4.3: Maps showing centroid locations (blue stars), fault meigmas, stations’ distribution
used in the synthetic tests (left), source models and spatiporal characteristics (right) used to
build the synthetic data for the point and finite source isi@rtests. Four earthquakes in different
tectonic settings are tested: (a) a thrust earthquake lmaséte model of Tsaét al. (2005) for
the M,, 9.3, 2004 Sumatra earthquake, (b) a strike-slip earthqfeaktee M, 8.1, 1998 Antarctic
plate earthquake, based on the GCMT source model (ruptudelby Nettleset al. (1999)), (c)

a normal earthquake based on the GCMT source model olfheB.1, 2007 Kuril earthquake
(rupture model based on the model of Latyal. (2009)), (d) a thrust earthquake based on the
model of Delouiset al. (2010) for theM,, 8.8 2010 Chile earthquake.



4.5 Synthetic tests 89

72.96W and a depth of 32 km and that propagated 600 km northward doration of
230 s yielding an average rupture velocity of 2.6 km/s, insistency with the average
rupture velocity reported by Delouit al. (2010). The 1998 Antarctic plate strike-slip
earthquake is one of the largest oceanic intraplate s$fieearthquakes ever recorded.
The mainshock occurred on a fault with E-W orientation and wharacterized by a
unilateral rupture (Nettlest al,, 1999; Kugeet al, 1999; Anatoliket al., 2000; Henry
et al,, 2000; Toda and Stein, 2000; Hjorleifsdotir al., 2009), which propagated mainly
from the East towards the West. Our synthetic data are ksiiigithe GCMT location and
fault geometry, assuming a total rupture duration of 90 srapture length of 240 km,
based on the rupture model of Nettktsal. (1999). The 2007 Kuril islands earthquake was
one of the largest extensional earthquakes that ever @ctultrwas located in the upper
portion of the Pacific plate and caused a relatively smatiasu (Ammoret al., 2008; Lay
et al,, 2009; Ogata and Toda, 2010). Although its rupture wasdyidt for the purpose
of our study, we treat our artificial earthquake as havingiktamal rupture starting at the
GCMT location and propagating towards North-East. We usdahlt geometry reported
in the GCMT and consider a total rupture duration of 60 s angaure length of 220 km,
based on the rupture history obtained from teleseismic PS&h@vave inversion by Lay

et al. (2009).

4.5.2 Synthetic data

The station distribution and input source models used irsymthetic tests for the four
artificial earthquakes considered are summarized in Fign&eWe build a corresponding
dataset of synthetic seismograms using HOPT, followingptibeedure explained in sec-
tion 4.3.2, summing over all spheroidal fundamental modethé frequency range 0-1
mHz. The synthetic data are convolved singlet by singlehwie associated finiteness
terms in order to introduce the appropriate initial phasegure 4.4 compares ampli-
tude spectra of Sy andSy singlets calculated using PREM and using the mantle model
SAW12D for station CTAO, for the four events studied. Thenesome clear peak shifts
due to 3-D Earth structure, notably for tbmﬁ;l, 059 andyS3 singlets. Figure 4.5 shows
the amplitude and phase spectra of excitation kernelgSor ¢S3 and Sy multiplets

for the 2004 Sumatra event using both SAW12D and PREM Eartthefao It is worth
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noting that)M,y and M,., components cannot be constrained for such a shallow (25 km)
earthquake with ultra-long period normal mode data (Kanaamd Given, 1981) as the
excitation of their amplitudes is proportional to the sdismmoment and the dip angle
(M,sin(26)), so the shallower the dip angle, the largest the requirethemb. As the
excitation amplitude of normal modes depends on the seismaiment and hence on
the rigidity on the seismic fault, systematic errors by tke of 1-D Earth structure can
bias the results. Specifically, modelling of shallow eanthices using PREM model pro-
duces larger seismic moments, yielding large values olifppeomponentsX/,, M,»)
which lead to near vertical dip-slip mechanisms (Ferreird Woodhouse, 2006; Konca
etal, 2007). Moreover, although only small differences in atolé spectra are observed
among kernels for the two Earth models used, the phase apsaiiv larger discrepan-
cies. In some synthetic tests white noise is added to thegaries, using a relatively good
signal-to-noise ratio (SNR) (SNR4). An illustrative example of the effect of the white
noise on the amplitude spectraf, singlets and on.Sy radial mode is shown in Fig-
ure 4.6 for the various earthquakes considered. While sopuemare quite affected by
the white noise (e.g., thgS9 singlets for the strike-slip earthquake), other modes show
smaller effect, notably thgSy; mode, which has a much higher quality factor, as discussed

previously in subsection 4.3.3.2.

4.5.3 Normal mode multiplet point source inversions

In this section we present results of synthetic tests obthby normal mode multiplets
inversions over a four-dimensional parameter spacé, ¢, M,,). We use finite source
artificial spectra as synthetic input data and we invert &dtf geometry and moment
magnitude by assuming a point source. The first four rows bieTB.1 of the Appendix

B shows the parameter space used in the inversions. Tabkuththarises the devia-
tions between the actual solution and the results of vaisousce inversions for the four
events considered, whereby the effects of source finitemeése in data and of incom-
plete knowledge of the Earth’s structure are investigatadall cases we useglS;, 953

andgySp multiplets.
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Figure 4.4: The effect of uncertainties in the Earth’s model as obseovegicceleration amplitude
spectra 0f.S; spheroidal mode singlets apd, radial mode. Synthetic data built using SAW12D
model (black) are shown in comparison with input model sgtitis using PREM (red) for the four
earthquakes tested (thrust 1: Sumatra 2004, strike-shiparatic plate 1998, normal: Kuril 2007,
thrust 2: Chile 2010). Different earthquakes are plotteldrom by column. Note the frequency
shift observed, especially @69 andosjt1 singlets.
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Figure 4.5: 480-hr acceleration amplitude spectra and phase of sdlspteeroidal multiplets excitation kernelsS, ¢.53, 050) for the artificial 2004 Sumatra earthquake,
based on the model of Tsat al. (2005), observed at TLY station at epicentral distance o84&nd azimuth of 9.2 Kernels are presented for the SAW12D Earth model
(blue) and PREM (red). All calculations are carried out gdfOPT. Rotation, ellipticity and gravity corrections aaéién into account in the calculations.
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Figure 4.6: The effect of adding white noise in synthetic data to thecattcceleration ampli-

tude spectra of 5. spheroidal mode singlets agd, radial mode at station CTAO for the four
earthquakes tested (thrust 1: Sumatra 2004, strike-shparatic plate 1998, normal: Kuril 2007,
thrust 2: Chile 2010). Different earthquakes are plottedrom by column. Synthetic data with
white noise added (black), are shown in comparison withtmtit data without noise added (red).
The Earth’s model used in both cases is SAW12D.



Table 4.2: Differences between input models and results of sourcasioms for strikep, dip §, rake A, moment magnitudé/,,, obtained from point source inversions
using a misfit function involving a combination of the ampdie spectra and FFT observables (97% amplitude — 3% FFT)tophgart of the Table shows the effect of the
finite source when using point source kernels built with gi@e Earth model (SAW12D) as the input synthetic data. Theimpart of the Table shows results for the four
different artificial earthquakes tested, in three difféimses. SAW12D-WN: Synthetic data and excitation kermel$ailt using SAW12D Earth’s model, but white noise is
added to the synthetic data, PREM: synthetic data are miiguSAW12D Earth’s model while excitation kernels are tusing PREM model, PREM-WN: synthetic data
are built using SAW12D Earth’s model while excitation kdengre built using PREM model and white noise is added to théhgyic data. Input models and beachballs are
shown on top, and optimal model beachballs and misfits anershbthe bottom.

INPUT MODELS
$=343  §=6.1° A =107 $=28" 5=8%4 A=17 $=4  §=59 A\=-118 | ¢=15 §=18 A=110
M, =93 T.=545s L=1140km| M, =81 T,=90s L=240km| M, =81 T,.=60s L[=220km| M, =88 T,=230s L =600km
OUTPUT MODELS
SAW12D SAW12D SAW12D SAW12D

As(7) -5.18 -0.36 0.33 -9.06
AS(%) -0.26 2.46 -0.15 1.07
AX(%) -20.30 4.83 0.18 -9.28
AM,, 0.05 0.01 0.00 -0.02
misfit 0.05398 0.00065 0.00060 0.00876

SAW12D  PREM PREM | SAW12D PREM PREM | SAW12D  PREM PREM | SAW12D  PREM PREM

WN WN WN WN WN WN WN WN

As(7) -7.94 -4.46 -8.11 -0.54 0.23 0.03 2.60 -3.30 0.62 -1.38 -7.35 -1.28
A5(%) -0.15 0.49 -4.86 1.79 3.25 5.19 9.58 1.13 12.67 4.71 2.02 -1.17
AX(C)  -25.78 -15.82 -23.06 3.89 5.56 7.54 7.83 -1.57 8.11 -3.05 -11.15 -5.00
AM,, 0.02 0.03 0.19 0.00 0.02 0.01 0.01 0.01 0.02 -0.07 -0.04 0.02
misfit ~ 0.05416  0.05591 0.05609 | 0.02183  0.05126 0.07130| 0.00669  0.02814 0.03401| 0.00974  0.02604 0.02702
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4.5.3.1 Impact of source finiteness

Figure 4.7 shows the results obtained from a multipletstmarce inversion of the arti-
ficial thrust earthquake based on the 2004 Sumatra eartbdtiak corresponding results
are summarised in the first top column in Table 4.2). For #ss$ Wwe use excitation ker-
nels built with the same Earth’s model as our synthetic dafN12D) without adding
any white noise to the latter in order to isolate the effeatagflecting the finiteness term.
Figure 4.7a clearly shows that neglecting the rupture'gtlermnd duration of this event
yields a poor amplitude fit of all the multiplets, notably {g¥; and(.S;. This leads to
an underestimation of the event's moment magnitude by @d&n error in fault strike
of about 3 and to a large error in rake angle of°20Nevertheless, when considering
the range of source parameters with misfit values not degatiore than 1% from the
optimal misfit value (Figure 4.7c), these ranges are ralbticlose to the input source
parameters. Figure 4.7d shows that the inversion conveogi®e optimal model within
500 iterations.

Considering the results of source inversions for the othents shown in the second-
forth columns of the upper part of Table 4.2 (Figures B.1, BZ, B.8, B.13, B.14), as
expected, the effect of neglecting the finite rupture is gadlg stronger as the dimensions
of the source increase. Hence, overall the thrust event imafa shows the largest dis-
crepancies in retrieved source parameters, followed b2@ié Chile . = 600 km,T;. =
230 s) event, by the 1998 Antarctic plate £ 240 km,T;. = 90 s) and finally by the 2007
Kuril (L = 220 km,T;. = 60 s) event. Amongst all source parameters, in these erampl
the rake angle is the parameter which is affected the mosegleating the finiteness of

the source.

45.3.2 Effect of data noise

Figure 4.8 shows results obtained from a multiplets pointra® inversion of the thrust
event based on the 2004 Sumatra earthquake when white s@itsmiadded to the input
synthetic data, keeping the SNRI (Figure 4.6). The first column entitled SAW12D-WN
of the lower part of Table 4.2 summarises the results obdaiAs expected, the data fit is
slightly poorer compared to the previous example (see tiséitraalues in Table 4.2 and

Figure 4.8a). However, similar features are found, withrddee angle having the largest
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Figure 4.7: Results from a point source inversion for the artificial 2@4natra earthquake, using
a combination of the amplitude and FFT misfits (97% amplitaicie 3% FFT) for the finite source
model of Tsaiet al. (2005) as the input modeb(= 343°,§ = 6.1°, A = 107°, M,, = 9.31,

T, =545 s,L = 1140 km). SAW12D 3-D model is used to build the synthetic datd the
excitation kernels: (a) 480-hr optimal fit amplitude spaaif; 52, 0.53, 0So multiplets, (b) optimal
source mechanism, (c) optimal and acceptable range ofsparameters (acceptable parameters
correspond to source models yielding misfit values not 1¥elathan the lowest misfit associated
with the optimal source model), (d) misfit function evolutio

deviation to the actual solution, showing-a25° difference. Overall, adding white noise
to the data leads to a deterioration in the retrieval of tlt &trike of about~ 3° and in
the retrieval of the rake of about 5°, which is smaller than the effect of neglecting the
source finiteness.

The rest of the earthquakes examined (Figures B.3, B.4,BH), B.15, B.16 in
Appendix B), also show poorer fit to the synthetic data speatien adding white noise
to the synthetic data (compare misfit values between upmkisacond-bottom parts in
Table 4.2). Columns entitled SAW12D-WN in Table 4.2 sums®those results, showing

that earthquake mechanism errors do not exceetd?, with the rake angle being the
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Figure 4.8: Same as in Figure 4.7, but white noise is added to the syottiata.

parameter with the overall largest discrepancy.

4.5.3.3 Importance of 3-D Earth structure

We investigate the effect of 3-D Earth structure on the peintrce inversions by carrying
out multiplets inversions using 1-D PREM excitation kesp&hich have been illustrated,
e.g., in Figure 4.4. We do not add noise to the synthetic datarder to isolate the
effects of 3-D Earth structure. Figure 4.9 and the secortbivocolumn entitled PREM
in Table 4.2 show the results obtained.

We find similar results to the previous cases, where the faukk angle shows the
largest errors. Indeed, in this case the results are verjasito those found in section
4.5.3.1, suggesting that for this event the effect of nemjgche source finiteness for
the Sumatra event is larger than the effect of 3-D Earth &trac Interestingly, for this

event, the error in rake angle due to the combined effect glestng both 3-D Earth
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Figure 4.9: Same as in Figure 4.7, but PREM excitation kernels are ustkimversion.

structure and the finiteness of the source is abott smaller than that due to the source
finiteness alone, suggesting some tradeoffs between sancc&arth structure. For the
remaining events (Figures B.5, B.6, B.11, B.12, B.17, Bri8ppendix B), we find that
the combined effect of neglecting both 3-D Earth structurd #he source finiteness is
similar to the effect of the latter alone, with only the earar moment magnitude slightly
increasing (Table 4.2). This suggests that ignoring thecsofiniteness affects the point
source inversions considered in this study much more tharEarth structure.

Figure 4.10 shows tradeoff plots between the various soueicemeters retrieved in
the inversions presented in sections 4.5.3.1-4.5.3. h#oevent based on the 2004 Suma-
tra earthquake. In all cases there are clear tradeoffs betwake and strike, and, as
expected, betweed/,, and fault dip angle (Kanamori and Given, 1981). In addition,
while for some source parameters the distributions aréivela similar (e.g., for the fault

dip angle), for other parameters there are some clear eiites (e.g., for the rake angle).
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Figure 4.10: Uncertainties and tradeoffs as shown from ensembles pealdloyg Neighbourhood Algorithm and plotted as pairs of soparameters for the experiments of
Figure 4.7 (green), Figure 4.8 (blue) and Figure 4.9 (magemMormalized frequency plots are shown at the bottom. Thekldashed lines correspond to the input model
(¢ = 343°,0 = 6.1°, X\ = 107°, M,, = 9.31). Green, blue and magenta dashed lines correspond to djptioakels determined from the inversions. Mea &nd standard
deviation ¢) values are also shown.
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4.5.3.4 Combined effect of data noise and 3-D Earth struct

In our final multiplets synthetic tests we carried out ini@ns combining all sources of
errors (see columns named PREM-WN in Table 4.2). We usea finfiture theoretical
seismograms with white noise added as input synthetic dataPREM excitation ker-
nels in the inversions. Again, there are large discrepannieake angle for the artificial
earthquake with the largest source dimensions (Sumati) 2Breover, in this case the
moment magnitude is underestimated, with a difference1d @ the actual input value.
For the remainder earthquakes, the errors are overallanidin for Sumatra, and in the
same range as those found in sections 4.5.3.1-4.5.3.3.

In summary, overall the main findings from our multiplet gasource inversions are
that rake angle determinations are strongly affected btefiipture effects, particularly
for the events with largest rupture dimensions (i.e., ferttho thrust events). On the other
hand, noise in the input synthetic data does not have a wenygsimpact on the inversions
and uncertainties in Earth structure yield relatively dneators in source parameters.
Strong dipA1,, tradeoff due to poor constraint of dip-slip moment tensanponents and
strike-rake tradeoff are found in all cases. The lattertisaiaa geometric tradeoff as the
strike and rake are mutually correlated in a manner that thiierence is kept constant

(Hanetal, 2011, 2013).

4.5.4 Normal mode singlet finite source inversions

In this section we present results of synthetic tests obthlzy normal mode singlets inver-
sions over a six-dimensional parameter spaceé,(\, M,,, T;-, L). We use the same input
synthetic data as in section 4.5.3 but we now invert for fgalhmetry, moment magni-
tude and source spatio-temporal dimensions (ruptureidarand length). Table B.1 in
the Appendix B shows the parameter space used in the inusrsio

We first test the effect of adding noise to the input syntheééta. Figure 4.11 shows
detailed results of the corresponding synthetic test ferttinust event based on the 2004
Sumatra earthquake. These results are also summarisesl finsthcolumn of Table 4.3.
The data fit of the optimal solution (see Figure 4.11a) is bsatand the errors in the
source parameters due to the presence of noise in the dgnda¢d are overall small,

being up to 2 in fault geometry, 0.07 error in magnitude, almost no errorupture
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duration and a small discrepancy in rupture length20 km). For the other earthquakes
(see SAW12D-WN columns in Table 4.3), we observe that rgptiuration values are in
excellent agreement with input models and that there aagively small errors in fault
geometry (up to @. However, rupture length estimates can be strongly afteby data

noise, notably for the strike-slip event, where the erraujsture length is of about 50.
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Figure 4.11: Results from a finite source inversion for the artificial 2®4matra earthquake,
using a combination of the amplitude and FFT misfits (97% é&uongbé and 3% FFT) for the finite
source model of Tsait al.(2005) as the input modep(= 343°,§ = 6.1°, A = 107°, M,, = 9.31,

T, =545 s, = 1140 km). SAW12D 3-D model is used to build the synthetic datd the
excitation kernels. White noise is added to synthetic dap480-hr optimal fit amplitude spectra
of 0552, 055", 059, 053, 052, 055", 053, 0S] singlets, (b) optimal source mechanism, (c)
optimal and acceptable range of source parameters (abtepi@ameters correspond to source
models yielding misfit values not 1% larger than the lowestfinassociated with the optimal
source model), (d) misfit function evolution.



Table 4.3: Same as in Table 4.2, but now for finite source inversionghfeidetermination of six source parameters (stfikdip §, rake\, moment magnituda/,,, rupture

durationT’., lengthL).

INPUT MODELS
¢ =343 0=6.1 A=107 ¢ =281 0 =84 A=17 ¢ =43 0 =59 A=-115 ¢ =1% 0=18 A=110
M, =93 T,.=545s L[=1140km| M, =81 7T,=90s L=240km| M, =81 T,=60s L=220km| M, =88 7T,=230s L =600km
OUTPUT MODELS
SAW12D PREM PREM SAW12D PREM PREM SAW12D PREM PREM SAW12D PREM PREM
WN WN WN WN WN WN WN WN
Ap(°) -0.76 -4.20 -8.81 -0.70 2.16 1.47 2.86 -5.38 -14.33 -0.07 -1.64 -1.44
AS(°) -1.72 -4.29 -4.45 5.73 -0.89 4.26 -0.64 -0.86 -13.08 5.19 7.76 -10.88
AX(°) -2.17 6.83 -8.02 7.98 -3.19 6.49 -6.97 0.11 6.50 1.29 -8.10 -3.10
AM,, 0.07 0.19 0.17 0.00 0.01 0.02 0.01 -0.00 -0.13 -0.09 -0.15 0.12
AT (s) 0.03 84.59 84.69 -1.91 90.00 90.00 -1.44 60.00 60.00 -0.31 153.91 154.22
AL(km) 20.32 -21.13 16.90 121.76 30.71 149.96 93.22 141.88 4541 131.40 137.25 26.66
misfit 0.00002 0.01775 0.01777 | 0.00343 0.02256 0.02438| 0.00071 0.01582 0.01990 | 0.00010 0.02093 0.02098
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Next we test the effect of 3-D Earth’s structure on finite seusinglets inversions.
We use the same input synthetic data as in section 4.5.3abyt aut source inversions
using 1-D PREM excitation kernels. Figure 4.12 and the sgcoiumn of Table 4.3 show
results for the event based on the 2004 Sumatra earthquakeeH.12a shows that the
fit to the synthetic data is still good, but poorer comparethéodata noise test. Errors in
fault geometry are up to°7 but the most striking observation is the large error in ugt
duration, which shows great sensitivity to Earth’s stroetr he other events show similar
results regarding errors in fault geometry, which are up’t¢s8e columns entitled PREM
in Table 4.3). On the other hand, rupture duration and leaytiw very large discrepan-
cies compared to the input models. For short rupture dimansarthquakes (e.g., 1998
Antarctic plate earthquake, 2007 Kuril earthquake), thersrare of the order of their
true values, thus in these cases we cannot constrain thegesdimensions. Figure 4.13
shows the tradeoffs between the source parameters fronattoels singlets finite source
synthetic inversions. A tradeoff betwe@#,, and fault dip angle is clearly observed. Cor-
responding results for the other artificial events studiedshown in Figures C.1 — C.12
of the Appendix C. Tests based on the combination of noisgrithetic data and uncer-
tainties in Earth’s structure show similar features as an¢hse of the Earth’s structure

effect alone (see columns entitled PREM-WN in Table 4.3).
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Figure 4.12: Same as in Figure 4.11, but without white noise added to syicttata, while PREM
excitation kernels are used in the inversion.
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4.5.4.1 Influence of errors in spatio-temporal location

In the previous sections we have carried out inversiongubkimcorrect earthquake spatio-
temporal locations. In this section, we carry out tests tiolysthe sensitivity of singlets
inversions to errors in earthquake location and origin tirable 4.4 shows the results
from these experiments for the thrust event based on the 06+hatra earthquake using
the same input synthetic data as in section 4.5.3. We sthgtexd@rrying out inversions
using SAW12D excitation kernels delayed by 10 s with resfetite assumed origin time
(see first column in Table 4.4). Next, we built new sets of SR Excitation kernels
shifting the assumed location by in four directions (N, S, E, W; see columns 2-5 in
Table 4.4). Finally, we carried out a test where we appliedy@ossible errors together.
Specifically, we added white noise to the input synthetia daid we performed inversions
using PREM excitation kernels with 10 s error in origin tirmad slightly wrong location,
shifted about 50 km to NW (see column 6 of Table 4.4).

Table 4.4 shows that errors in origin time do not strongleetfffault geometry and
magnitude determinations, but they have a strong impadteadtimated rupture duration
and length. On the other hand, uncertainties in locatioseaignificant errors in fault
geometry, especially in rake angle andlify,, and in some cases in rupture length. Rup-
ture duration is not sensitive to uncertainties in sourcation. Finally, the combination
of errors in location and in origin time, in the presence daéaadn the input synthetic data
and with the use of 1-D simplified Earth’s structure in theeirsions yields errors up to

1 in fault geometry and up to 15% and 17% in rupture durationlangth, respectively.

455 Misfit function choice

Numerous tests have been carried out to study the effeceahisfit function type used in
our inversions. Specifically, we test misfit functions irwing: (i) the amplitude spectra
alone; (i) the phase spectra alone; (iii) the complex (asal imaginary parts) Fast Fourier
Transform of the signal; or (iv) different combinations §f(iii). The aim of these tests
is to examine the robustness of the different features ofpieetra, and to build a misfit
function which is not very sensitive to noise in the data anthé Earth’s structure.
Results from the tests are summarized in Figure 4.14 fort poiarce inversions and

in Figure 4.15 for finite source inversions. Amplitude andrFhisfit functions are more
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Table 4.4: Differences in optimal source parameters obtained fronefisnurce inversions com-
pared with the input model of Tsat al. (2005) for the artificial 2004 Sumatra earthquake, with
respect to errors in origin time and location that have be#&oduced to the excitation kernels.
Results for an experiment using PREM excitation kernels adhding white noise to the input
synthetic data are also shown (PREM-WN). Misfit values aratbballs of the obtained source
models are shown at the bottom.

Error in origin time +10s +0s +0s +0s +0s +10s
Error in latitude +0W +0°W +1°W +0°W +1°E +0.60W
Error in longitude +0S +1°S +0’S +1°N +0°S +0.23N
SAW12D SAWI12D SAWI12D SAW12D SAW12D PREM
WN
Ad(°) -1.83 -5.52 3.45 5.80 -0.88 9.46
AS(°) 0.05 4.34 14 -6.30 -3.18 -2.71
AX() -2.47 -14.00 7.74 -10.58 -2.02 -4.54
AM,, -0.01 -0.39 -0.07 0.21 0.12 0.12
AT, (s) -7.96 0.12 0.23 0.62 -0.18 70.91
AL(km) -190.01 -196.32 6.20 -21.90 29.21 -192.97
misfit 0.00884 0.00016 0.00349 0.00030 0.00011 0.02209

stable as they lead to obtained parameters closer to thé impdels when noise in the
data and uncertainties in the Earth’s model are taken intowad. However, as expected,
a purely amplitude spectra misfit cannot constrain well tigure length in a finite source
inversion. The phase misfit is very sensitive to fault geoynlett it cannot constrain the
moment magnitude. Moreover, it is very sensitive to the gmes of noise and Earth’s
structure uncertainties and the rupture duration and fesigbw very large discrepancies
when PREM is used to build the excitation kernels. Using alioation of amplitude,
FFT and phase misfit functions the algorithm converges rfast¢he input model, but
because of the phase misfit being affected strongly by noidéathe Earth’s structure,
large errors are often observed. The overall best resulteipresence of noise in the data
and uncertainties in the Earth’s model were obtained witbralination of the amplitude

and the FFT misfit (97% amplitude — 3% FFT).

4.6 Discussion

In this study we present a new normal mode source inversicimigue to determine
overall kinematic earthquake source parameters of largmituale events. We use ultra-

long-period normal mode multiplets and the phases of splilats, which are accurately
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Figure 4.14: Optimal source parameters obtained from point source $hwes versus true source
prarameters for the four artificial earthquakes testedittt: Sumatra 2004, strike-slip: Antarctic
plate 1998, normal: Kuril 2007, thrust 2: Chile 2010) usihg EFT misfit function {** column),

the amplitude misfitZ*® column), the phase misfiB{(¢ column) and a combination of the am-
plitude and FFT (97% amplitude, 3%FFT) misfit function¥(column). Synthetic data are built
using SAW12D Earth model. Different symbols are associtdeatifferent scenarios. Plus signs
correspond to excitation kernels built using SAW12D, cesssorrespond to synthetic data with
white noise added and excitation kernels built using SAW/liZiBngles correspond to excitation

kernels built using PREM and diamonds correspond to syiatdata with white noise added and
excitation kernels built using PREM.
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Figure 4.15: Same as in Figure 4.14, but for finite source inversions. Reate shown for FFT
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modelled taking into account the effects of Earth’s romtiellipticity and 3-D structure.
The optimisation scheme is based on the Neighbourhood iigor which allows us to
extensively explore the parameter space and to charactmisrs and parameter trade-
offs. Parket al. (2005) and Lambottet al. (2006, 2007) have used the phases of normal
mode singlets to obtain constraints on the source duratidiemgth of the 2004 Sumatra
and 2005 Nias earthquakes. Our method generalises thishyoekabling comprehen-
sive simultaneous determinations of moment magnitudikestlip, rake, rupture length
and duration. The method is modular, so that, e.g., if wh@hiegto real earthquakes the
data are too noisy to extract the phases of singlets, paimtsdnversions of normal mode
multiplets for magnitude, strike, dip and rake are stillgibke. While low-frequency nor-
mal mode data do not provide information about the fine detilthe rupture history
that can be illuminated using short-period body and sunfeees (e.g., Yagi, 2004; Am-
mon et al,, 2005; Yagi and Fukahata, 2011b; Kiser and Ishii, 2012)y e useful to
determine in an alternative and independent way the bulkiregproperties of large mag-
nitude earthquakes. For example, independent estimategpufre duration and length
(and hence of rupture velocity) are useful for a range ofiapfbns, from tsunami mod-
elling (Poissoret al, 2011), to earthquake scaling (Wells and Coppersmith, L84
dynamic rupture studies (Aochi and Ide, 2011).

We conduct synthetic inversion tests to investigate thergiin the source parameters
retrieved using our technigue due to data noise, unmodaHBdEarth structure, uncer-
tainties in spatio-temporal centroid location and negbgcthe finiteness of the source.
We consider four different artificial large magnitude equéakes occurring in different
tectonic settings, based on real earthquakes reporte@wuops studies. In addition, the
noisy synthetic data used in the tests have similar charstits to real earthquake normal
mode data (see, e.g., Figure 4.6). The 3-D Earth model ustusistudy (SAW12D) is
very smooth; e.g., it does not incorporate sharp lateralodignuities between different
tectonic blocks. However, the SAW12D mantle model is prépalgood approximation
for the fairly long period seismic wavefield used in this stutience, we consider that
the errors estimated in this study are realistic and reptatee.

When determining rupture duration and length from the phadefree oscillation

singlets, we find that the rupture duration is relativelyeimsitive to data noise and to errors
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in the earthquake location and origin time, but that it isstfly affected by unnacounted
3-D Earth structure. Indeed, using the 1-D Earth model PRERMé source inversions
leads to an underestimation of the rupture duration rangiop 16% for theM,, 9.3
thrust earthquake, to about 60% for thg, 8.8 event, and going up to 100% for the two
M,, 8.1 events considered. On the other hand, rupture lengénndietations are strongly
affected by all these factors, notably for the twh, 8.1 events (the smallest magnitude
events in our study), for which data noise and unmodellethEdructure lead to errors as
large as~50% and~60%, respectively. This shows that overall rupture lengtineates
based on our technique can be difficult, requiring not onlyoadgknowledge of Earth
structure, but also very high-quality, low-noise data. tagbice, our tests indicate that
this may only be achieved for very large magnitude earthesi@kch as wittd/,, > 8.8.
These results are consistent with the fact that Lamtsitss. (2007) could only constrain
the rupture duration history of th&f,, 8.6 Nias earthquake and not its spatial extent (with
the additional complication that this earthquake had advigd rupture).

For our shallow thrust event tests, tradeoffs are expeaeslden the seismic moment
(and hencéf,,) and the fault dip angle. Indeed, these appear very cleayi tradeoff
plots, with the errors in moment magnitude and dip angles@fiptimal models for the
two thrust earthquakes having opposite signs, as expedtedind that for these earth-
quakes, neglecting the 3-D Earth structure leads to lamgersein dip andM,, (of up to
82 and 0.19, respectively) than when adding noise to the datddition, uncertainties in
the source location can also produce errors in fault dipeaofjip to about 6and of 0.39
in M., which is quite large. Nevertheless, such large errav/in occurs in only one of
the examples when assuming an uncertainty in earthqualédoof over 100 km, which
is unlikely in real cases. In most cases, we find errors in digeaof up to 8 and of up to
0.2 in M,,, which are comparable or smaller to uncertainties in thesameters reported
in other studies based on different techniques and dataSetsexample, Hjorleifsdéttir
and Ekstrom (2010) quantified the errors in GCMT sourcerdatetions due to unmod-
elled 3-D Earth structure and data noise using Spectral &lemMlethod synthetic data.
They found that the fault dip angle can be underestimatedbyt® and that the seismic
moment is overestimated by about 20% for shallow subducmre earthquakes when

body wave, surface wave and mantle wave data are used irvérsions. For earthquakes
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with M, > 7.5, additional errors are expected because of the pointas@pproximation
used in the GCMT method. Ferreied al. (2011) found an average intraevent variabil-
ity of about 32 in fault dip estimates and of 0.09 in moment magnitude obtainsing
different Earth models and theories in long-period CMT acefwave inversions. More-
over, Westoret al. (2011) report differences between GCMT and InSAR-deteethidip
angles with a standard deviation of abd&if. When neglecting the effect of the source
finiteness in multiplet point source inversions, we obtaiors in dip of about 3and in
M,, up to 0.05. This is smaller than the findings of Kedaal. (1994), who argue that
for a large magnitudel{,, ~ 8) earthquake the neglect of the finiteness term in normal
mode modelling can introduce up to 50% error in seismic mdmen

In our examples, fault strike, and importantly rake, are enmifected by finite rup-
ture effects than the fault dip angle, notably for the twaéathrust earthquakes, which
show errors in strike up to°%and in rake of 20 when the source finiteness is ignored
in point source inversions. While the errors in strike atatieely small in all the finite
source inversions, and similar to those in dip angle, rakgeagstimates are overall more
strongly affected by data noise, 3-D Earth structure anabsgtlon uncertainties in finite
source inversions, which lead to errors up t6.14 the case of the two thrust earthquakes
studied, we find a tradeoff between strike and rake, and ®sthke-slip earthquake we
found a clear tradeoff between dip and rake angles. Forahalip fault mechanisms the
strike and dip are not very stable parameters. In such cdmestrike and rake are mutu-
ally correlated in a manner that their difference is cortstaith the strike-rake tradeoff
characterised as a geometric tradeoff (léaal., 2011, 2013). Synthetic tests by Ferreira
and Woodhouse (2006) showed that for a strike-slip eartteyuarrors in rake due to the
incorrect Earth structure can be up t& 70 long-period surface wave inversions. In this
study we obtain smaller errors, probably because the laiivafrequency normal data
used in our inversions are less sensitive to 3-D Earth streaffects than long-period
surface waves. Indeed, the errors in fault strike and ralgedan this study (up toQin
strike and 25 in rake) are comparable to those determined in previousestuduch as
Hjorleifsdottir and Ekstrom (2010) who found errors ab@® in strike and up to 10in
rake, and Ferreirat al. (2011) who found an average variability of about i strike and

3 in rake.
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Overall, when comparing the various examples of earthquiakasidered, the largest
errors in source parameters occur for a finite source irmefaithe presence of data noise
and using the PREM model for the normal earthquake testeidhvidvery shallow with
a depth of 12 km and difficult to constrain given the very lorayelength of the data used
compared to its depth (Bukchat al., 2010).

One current limitation of our work is that we only consideilateral earthquake rup-
tures. Indeed, bilateral rupture modelling could be impated in future work. How-
ever, this would lead to a larger inverse problem requiring fiarameters for the spatio-
temporal characterisation of the rupture (two differemitawe durations and lengths and
a time delay parameter in case the rupture did not propagatdgtaneously in both direc-
tions). For example Lambotiet al. (2007) tried to determine the spatio-temporal char-
acteristics of the bilateral, 28 March 200%,, 8.6 Nias earthquake using normal mode
singlet stripping, but they state that the data quality fiis €arthquake is not high enough

to resolve all parameters.

4.7 Conclusions

In this Chapter we have developed a new earthquake normat smdce inversion tech-
nique for the simultaneous determination of the rupturatiom, length and seismic mo-
ment tensor of large magnitude earthquakes, (> 8.0) with unilateral rupture. We use
low-frequency { < 1 mHz) normal mode spheroidal multiplets and split singletsich
are modelled using Higher Order Perturbation Theory (HQRaKing into account the
Earth’s rotation and ellipticity, self-gravitational fas and lateral heterogeneity. The in-
versions are carried out using the Neighbourhood Algorjtiunich explores the model
space and allows us to investigate source parameter tfadef uncertainties. We started
by testing the validity of our initial phase modelling apygirnation. We found that the
rupture duration is always well retrieved and the lengtledeination is robust for a wide
range of earthquake latitude locations and fault orieoatideviating from a E-W equa-
torial fault. We then carried out synthetic experimentsnigestigate the effects of finite
rupture, noise in the data, uncertainties in Earth’s stinecand spatio-temporal location
errors in the source inversions. As expected, the effectegfatting the finite rupture

in a point source inversion increases gradually with the@odimensions and it affects
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strongly rake determinations. We showed that noise in datat a significant source of
errors as long as a high signal-to-noise ratio is achievet).(Even for the ultra-long pe-
riod normal mode data used in this study, the use of simplifi€Earth model can lead
to important errors in fault geometry and large errors irturgduration (up to 60%) and
length (up to 30%), therefore its use is not recommendedalhearthquake applications.
Likewise, large spatio-temporal location uncertaintiep {0 X in epicentre and 10 s in
origin time) yield important errors in rake angle deterntimas (up to 15%) and large er-
rors in rupture length (up to 25%). Apart from rake, all striklip and moment magnitude
errors are relatively small, and all source parameter €am comparable or smaller than
uncertainties reported in the literature. Thus, the teqimseems appropriate for real data

inversions.



Chapter 5

Earthquake source models obtained
from ultra low-frequency normal

mode data

5.1 Summary

We present new earthquake source models obtained usindtidow-frequency [ <

1 mHz) normal mode source inversion technique presentdtkiprevious Chapter. The
technique is applied to five giant earthquakés, (> 8.5) that have occurred in the past
decade: (i) the 26 December 2004 Sumatra-Andaman earthgfiiakthe 28 March 2005
Nias, Sumatra earthquake; (iii) the 12 September 2007 Bdagarthquake; (iv) the To-
hoku, Japan earthquake of 11 March 2011; (v) the Maule, @hitthquake of 27 February
2010; and (vi) the recent 24 May 2013, 8.3 Okhotsk Sea, Russia, deép=£ 607 km)
earthquake. While finite source inversions for rupture flenduration, magnitude, strike,
dip and rake are possible for the Sumatra-Andaman and Toiaduts, for all the other
events their lower magnitudes do not allow stable invess@fimode singlets. Hence only
point source inversions using normal mode multiplets argezhout for these four earth-
quakes. Realistic normal mode spectra are calculated iitger Order Perturbation
Theory (HOPT), taking into account the Earth’s rotatioripgtity and lateral hetero-
geneities in the Earth’'s mantle. A Monte Carlo algorithm $edi to search the model

parameter space and estimate model uncertainties basdukonistic misfit deterioration
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criterion. We start by validating our technique by applyihtp the great 2004 Sumatra-
Andaman earthquake, which has been extensively studied asivide range of data and
methods, so that its source characteristics are now rekativell understood. We find a
rupture length of about 1,277 km and a duration of 521 s far é¢ient, corresponding to
an average rupture velocity of 2.45 km/s, which agree weth\previous estimates. In
addition, our estimates of magnitude, fault strike, dip eaidce for this event also show a
good agreement with results from previous work. We obtaéfitist normal mode source
model for the 2011 Tohoku earthquake, which yields a faulgtle of about 461 km, a
rupture duration of 151 s, and hence an average ruptureityetic3.05 km/s, giving an
independent confirmation of the compact nature of this evBtdreover, our estimates
of moment magnitude, fault strike, dip and rake agree welh@kisting results, notably
with the Global Centroid Moment Tensor (GCMT) solution. Btithe other earthquakes
studied, our new point source models are compared with timobe literature, showing
average differences of 7.5n strike, 10.3 in rake, 2.8 in dip and 0.1 inM,,, which
are comparable or smaller to reported errors in these paeasnfeom other studies. We
do not find any unexplained systematic differences betweenmeasults and those in the
literature, suggesting that, for the wave frequenciesidensd, the moment magnitude,
fault geometry and mechanism of the earthquakes studiedtdshow a strong frequency

dependence.

5.2 Introduction

In the previous Chapter we presented in detail a new earklegsaurce inversion tech-
nigue using the Earth’s ultra low-frequency normal modées<(1 mHz). The technique
operates in two modes, either as an inversion for point sodeterminations using normal
mode multiplets, or as a finite source inversion of unildterature earthquakes, using the
splitting of the gravest spheroidal multiplets.

As explained in the previous Chapter, a main advantage df/stg seismic sources
using ultra low-frequency normal mode data is their abititycharacterise the overall
source process, e.g., revealing slow-slip componentseimupture process of very large

magnitude earthquakes (Oketl al, 2012). Examples of such earthquakes are the great
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22 May 1960M,, 9.5 Chile earthquake (Kanamori and Cipar, 1974; Kanamati/am
derson, 1975a; Cifuentes and Silver, 1989) and the 26 Demelld4)/,, 9.3 Sumatra-
Andaman earthquake (Paekt al,, 2005; Tsaiet al,, 2005; Stein and Okal, 2005). Very
large magnitude earthquakes with very long source durdtior250 s), like the 2004
Sumatra-Andaman earthquake, can be difficult to study usintine techniques. For ex-
ample, the GCMT method (Dziewonséi al,, 1981; Ekstromet al, 2012) did not detect
the total energy radiated from the source of the 2004 Suneaimtiiquake as a result of
slow slip (Parket al,, 2005; Tsaket al, 2005; Stein and Okal, 2005). Even though long-
period mantle waves are used in the inversion, the eartledgiakoment magnitude was
underestimated in the GCMT catalogue. In addition, longation earthquakes>( 250
s), like the 2004 Sumatra earthquake, cannot be studied fzirexample the recently
developed SCARDEC body wave technique (Vakéal, 2011) as a result of mixing of
the seismic phased’( PcP, PP and SH, ScS) used by the technique in the 60290
distance range.

One important issue in earthquake source inversions issthmdlifying assumptions
about the Earth’s structure can lead to errors in earthgsalece parameters (e.g. Dziewon-
ski and Woodhouse, 1983; Ferreira and Woodhouse, 2008lelidglottir and Ekstrom,
2010; Patton and Randall, 2002; Ferredtaal., 2011). As shown in Chapter 4, the use
of 1-D simplified Earth structure in normal mode source isi@rs can yield substan-
tial errors in the determined source parameters, espediadistimates of rupture length
and duration. Therefore, lateral heterogeneities in théhBeeed to be accounted for in
normal mode source inversions.

Another key issue in earthquake source studies is the dgimaf model uncertain-
ties. As explained in Chapter 3, the GCMT method only repstdsdard uncertainties,
assuming that uncorrelated data noise is the only sourcerad, evhich leads to very
low uncertainty values. The SCARDEC technique reports @@parameter uncertain-
ties in a systematic way using a misfit deterioration ciaerfValléeet al,, 2011), while
the W-phase technique recently developed a scheme to magrippsincertainties on
the obtained source models (Dupugtlal, 2012a). The new normal mode source in-

version technique presented in Chapter 4 addresses tlsess,i@s it takes into account
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the Earth’'s 3-D structure in the modelling and uses a prdistibiinversion scheme en-
abling the estimation of source parameter uncertaintiesetiainties are estimated simi-
lar to SCARDEC in an heuristic way by setting an acceptabigeaf source parameters
which lead to misfit values not exceeding 1% of the misfit vahat corresponds to the
optimal source model. This is indicative of the method'ohatson and especially of the
magnitude’s sensitivity to the dip angle.
In this Chapter we apply this technique to real global eartthgs ofM/,, > 8.5

which occurred during the last decade. This includes tHeviithg shallow subduction

earthquakes:
e 26 December 2004/, 9.3 Sumatra-Andaman

28 March 2005V/,, 8.6 Nias

12 September 200¥/,, 8.5 Bengkulu

27 February 2010/, 8.8 Maule, Chile

11 March 20110/, 9.1 Tohoku, Japan

We discard the 11 April 20124, 8.6 Sumatra strike-slip earthquake as it was followed by
a M,, 8.2 event within two hours; hence, it would be difficult foraechnique to resolve
the two seismic sources separately by fitting low-frequemaymal mode data. Finally,
we also include the recent 24 May 2018, 8.3 Okhotsk Sea, Russia, deep earthquake in
our analysis (see Figure 5.1 for illustrative data exanmples

Four of the earthquakes studied in this Chapter, such as0ide Qumatra-Andaman,
the 2005 Nias, the 2010 Maule and the 2011 Tohoku events here freviously exam-
ined using normal mode data (Paekal., 2005; Stein and Okal, 2005; Lamboteal.,,
2006, 2007; Koncat al., 2007; Okal and Stein, 2009; Tanimoto and Ji, 2010; Tanimoto
et al, 2012; Okalet al,, 2012). The most widely studied event is the 2004 Sumatra-
Andaman earthquake. Results from normal mode studies @ak 2005; Stein and
Okal, 2005) were the first to suggest that the GCMT cataloquietestimated its seis-
mic moment and source duration. Lambodteal. (2006) determined spatio-temporal
characteristics of the rupture of the 2004 Sumatra earitgquaing the splitting of ul-

tra low-frequency spheroidal modes and highlighted ity Veng rupture duration and
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length. Lambottest al. (2007) applied a singlets’ stripping technique to constrapture
kinematics of the 2004 Sumatra and 2005 Nias earthquakesy Vdrified their previ-
ous findings for the 2004 Sumatra earthquake and the bilatgrture of the 2005 Nias
earthquake by normal mode initial phase modelling, sugupst 40 s delay between the
north and south fault segments. Koretaal. (2007) studied the low-frequency normal
mode spectra of the 2005 Nias earthquake in combination gatdetic data, in order
to better constrain the earthquake’s seismic moment anamife which was found to
range 8-10. Motivated by the 2004 Sumatra earthquake, Tanimoto ar2diQd) exam-
ined low-frequency normal mode data for the 2010 Chile gaitke and Tanimotet al.
(2012) studied low-frequency normal modes of the 2004 Stand007 Solomon, 2010
Chile and 2011 Tohoku earthquakes. In fact, Tanimoto andQli) claimed that found
evidence of afterslip for the 2010 Chile earthquake, butimato et al. (2012) revised
the latter findings and proposed the moment - dip tradeoff ssuece of uncertainty in
dip angle determination which can explain the discrepamiween the observed and the
GCMT theoretical normal mode spectra. Okalal. (2012) also stated that they did not
find any evidence about afterslip regarding the 2010 Chilthgaake.

In contrast with the latter earthquakes mentioned abowe rélbent 2013 Okhotsk
Sea earthquake is a nearly horizontal fault event that cedust a depth greater than
600 km. This kind of earthquakes is quite distinct from ghalthrust earthquakes re-
garding the normal mode spectra observations. A relatmely studied example is the
9 June 1994V/,, 8.2 Bolivia earthquake which is one of the deepest earttepiaker
recorded. Because of its great depth the contributionsectinface displacement field
from modes of low radial and angular orders is predominantpared to high radial and
angular order modes (Ekstrom, 1995). Dahlen and Tromp8)L880 show theoretical
normal mode spectra comparisons for the 1994 Bolivia dedghaeake with an artifi-
cial shallow thrust earthquake. They show that after atton filtering both events,
many more high-quality factoP K 1K P equivalent spheroidal modes remain visible in
the observed spectra for the deep event compared to thewhedrthquake. More-
over, deep earthquakes also differ in their rupture proasssnaged by the associated
source time function, suggesting shorter duration witpeesto their magnitude (Hous-

ton, 2001) compared to estimates using a scalar equatignanamori and Anderson,
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Figure 5.1: 144-hr acceleration amplitude data (black) and GCMT (rpdra observed at BFO
station for the six earthquakes analysed in this Chaptgr2@@4 Sumatra-Andaman, (b) 2005
Nias, (c) 2007 Bengkulu, (d) 2011 Tohoku, (e) 2013 Okhots&, 5 2010 Chile. Degenerate
spheroidal mode eigenfrequencies are plotted in blue fereace.

1975b). The latter is also highlighted in SCARDEC source ehad the 2013 Okhotsk
Sea earthquakéh{t p: / / ww. geoazur . net/ scar dec/ Resul t s/ Previ ous__
events_of year 2013/20130524 054449 SEA OF OKHOTSK/ carte.jpg)
suggesting a source time function of approximately 40 stad tturation.

Most previous normal mode earthquake source studies havsdd on the earth-
quake’s magnitude (Past al., 2005; Stein and Okal, 2005; Okal and Stein, 2009; Tani-
moto et al, 2012), or rupture duration and length determinations (haiteet al., 2006,
2007). The new technique used here simultaneously detesntire fault geometry and
moment magnitude for all six earthquakes, and fault gegmetoment magnitude and

rupture spatio-temporal characteristics of the 2004 Staaaitd 2011 Tohoku earthquakes.
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5.3 Method and data

As explained in Chapter 4, we have implemented a new gricckdachnique using ultra
low-frequency normal mode data (0—1 mHz) for the deternonadf point source models
(strike ¢, dip 6, rake A, M,,) and/or finite source models (strike dip 6, rake \, M,,,
rupture duratior?;., rupture lengthl)) of great unilateral rupture earthquakes. The details
of the methodology have been discussed in detail in Chaptentdwill be briefly sum-
marised here. Higher Order Perturbation Theory (Lognpdf81) is used to calculate
realistic normal mode excitation kernels spectra, takirig account the Earth’s rotation,
ellipticity and 3-D structure, using the mantle model SAW1@.i and Romanowicz,
1996). Self-gravitational force corrections are also egopto the low-frequency spectra.
Multiplet point source inversions are carried out usinghegrake centroid locations from
previous studies or catalogues (e.g., from the GCMT catelpgOn the other hand, finite
source inversions are carried out using the PDE locatioeli(®nary Determination of
Epicentres), which should be associated with the ruptiméiation. The optimization is
carried out using the Neighbourhood Algorithm develope®shynbridge (1999a) which
is guided by thel, — norm misfit function (see equation 4.6 and other further details i
Chapter 4). The parameter space is built as explained inrthéopis Chapter, using the
GCMT source model as start model and rargfgsin strike and rake30° in dip, 0.6 in
moment magnitude, 100 s in rupture duration and 240 km intlenghe tuning param-
eters used in the Neighbourhood Algorithm are the same & thsed in the synthetic
tests of Chapter 4.

We use very broadband time-series from the Global SeismbagrdNetwork (GSN).
Except for the 2013 Okhotsk Sea event, only vertical compbrecordings are used as
they are less noisy than horizontal component data, whielveny sensitive to tilts and
atmospheric perturbations. For the singlets’ inversioesuse 480 hours of continuous
recordings with respect @S, and(.S3 Q-cycle (Dahlen, 1982). For details see section
4.3.3.2 in Chapter 4 and the next subsection.

For the multiplets’ point source inversions, where thedimitpture is neglected (point
source approximation) there are no constraints on time awnkngths and the length
of the seismograms can vary according to the earthquakelgitnde. For very large

magnitude earthquakesf, > 8.8), we use a time window of 240 hours, and for smaller
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magnitude earthquakes the time window ranges between 88e4s in order to achieve
a high signal-to-noise ratio, which is assessed by visualhual inspection of all the
data available. Gaps in the recordings are filled with zeras$ glitches are removed
where possible. Stations with gaps longer than five minutegations with multiple gaps
and those reported as having questionable instrumenfadmess or timing errors (Davis
et al, 2005) are discarded. The requirement of very long, coatisup to 20 days) and
low noise level time-series, in combination with poorerateoverage compared to land
based stations can lead to gaps in station distribution. edevy for each earthquake, high
quality data can be obtained for over 15 stations on average.

Finally, a visual inspection of the quality of the normal recatcceleration data was
carried out prior to the inversion. The data was filtered ipigt by multiplet, or singlet
by singlet depending on the inversion type to be carried 8piectral peaks with a low
signal-to-noise ratiev< 2 were given a weighting factor equal to zero and high quality
spectral peaks (signal-to-noise ratio> 4) were rewarded with a high weighting factor
(up to 1). A weighting factor ranging 0.1-0.9 was used forctjgé peaks with moderate
signal-to-noise ratio (2—4). A weighting factor equal to@means that the spectral peak
is not taken into account in the inversion, while a weighfiagtor equal to one accounts

strongly for the information carried by the particular sgn

5.3.1 Normal mode singlet separation

The separation of low-frequency normal mode singlets camdpg challenging and is
only possible due to the enhancement of data quality in tisé ¢giecades. A lot of ef-
fort has been also made towards efficient normal mode spalgservations regarding the
development of new techniques. The identification of spéttakage and mode-mode
interference by Dahlen (1982) as serious drawbacks in teguency normal mode spec-
tra observations were well resolved by standard signalgssing of data windowing and
optimum record length selection. Moreover, a multitapehtéque proposed by Park
et al. (1987) yielded good spectral leakage resistance, for eleam@omparison with a
Hanning taper, which discards 5/8 of statistical informiatin a time-series and weights

unequally the signal by emphasising the central portiotefrecord. Using the variance



5.4 Analysis of large magnitude earthquakes 123

as a good measure, the multitaper technigue shows evenvales without overempha-
sising the central part of the time-series.

The singlet stripping technique which was developed by Baiket al. (1979) has
been widely applied in normal mode studies (e.g Ritzwadleal., 1986; Widmeret al.,
1992b,a) and has lead to the identification of anomalousittisg modes (e.g. Ritzwoller
et al, 1986). More recently, Lambotigt al. (2007) applied successfully this technique
to determine the spatio-temporal kinematics of the 2004 &rarearthquake. Moreover,
a stacking technique known as the multi-station experirdereloped by Courtiegt al.
(2000) for the identification of the Slichter modeS{) or any other degree one mode, was
applied by Rosagt al. (2003) to resolve the splitting of the5; multiplet by calculating
their eigenfrequencies.

We apply a Hanning taper prior to Fourier transform in oraeeliminate spectral
leakage and we separate the ultra-low frequency, hightgdatitor .S, and( S5 singlets
by using a 20-days time window according to their Q-cycleHlea, 1982). We then
narrow filter the signal around each target singlet in a similay as in Lambottet al.
(2006). This window length provides enough resolution toasate their singlets. Fig-
ure 5.2 shows an example @, andgSs splitting after 20 days of continuous recordings.
All 4S5 and Sy singlets are well resolved, except mayis&™ singlets. The S, radial
mode which has a Q-cycle of about 75 days does not split inigletis but it is coupled
with its neighbouryS; multiplet (Deuss and Woodhouse, 2001). Our goal is to sépara
them and eliminate their interference. Lambatteal. (2007) stated that even a 15-days
time window can provide stable phase estimates of this vigly uality factor (5327)
radial mode compared to its low quality factor (356) neigib@S, and( S5 singlets are
hard to separate, as for these multiplets their spectrdspeecome broader because of

attenuation; consequently, they are not included in thglelis’ inversions.

5.4 Analysis of large magnitude earthquakes

As explained in section 5.2, we carry out source inversiansfiffe large magnitude
(M, > 8.5 in GCMT catalogue), shallow depth<@Okm) thrust earthquakes, as well
as for the recent 20187, 8.3 Okhotsk Sea, deep € 607 km), nearly horizontal fault,

earthquake (see Figure 5.3). In the following subsectiomprgsent in detail the obtained
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Figure 5.2: Singlets separation fayS; andSs multiplets obtained from 480-hr acceleration
spectra for the 26 December 2004, 9.3 Sumatra-Andaman earthquake, recorded at CTAO
station (black). Finite source model synthetics obtaimethfthe singlets inversion described in
subsection 5.4.1.1 are also shown (red) for reference. aoelpshows acceleration amplitude
spectra, middle and bottom panels show real and imaginafypaiRs, respectively. Blue dashed
lines indicate singlets’ eigenfrequencies with respe&dah’s rotation, ellipticity and SAW12D
Earth model.
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source models.
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Figure 5.3: Global maps showing the GCMT locations (stars) and beathbhthe six earth-
quakes analysed in this Chapter: (a) 2004 Sumatra-AndafimpR005 Nias, (c) 2007 Bengkulu,
(d) 2011 Tohoku, (e) 2013 Okhotsk Sea, (f) 2010 Chile. Statiesed in the point source inver-
sions are plotted as red squares and those used in the finiteesaversions are plotted as cyan
triangles.

5.4.1 The 2004/, 9.3, 2005M,, 8.6 and 2007M,, 8.5 Sumatra earthquakes

The Andaman-Sumatra trench where the Indo-Australiaroméciplate subducts under-

neath the Eurasian plate is one of the most seismically eaetieas on Earth. In the
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south-west portion, the Australian plate subducts at apmately 60 mm/yr, and towards
the north-west the convergence direction becomes obliquettee rate decreases to 45
mm/yr (Figure 5.4). Along Sumatra, thrust motion takes @laerpendicular to the trench
and, slightly to the east, right-lateral slip over the Sumé&ult is observed (Fitch, 1972;
Prawirodirdjoet al., 2000; McCaffreyet al, 2000). Many significant historic earthquakes
are reported in the area, such as, the 1B8% 7.9 and the 1941/ ~ 7.7 earthquake in
the north, and the 1797/ ~ 8.4, the 1833/ ~ 9.0 and the 1861/ ~ 8.5 earthquake
in the south (Newcomb and McCann, 1987; Zachariadex., 1999; Riveraet al., 2002;
Bilham et al., 2005).
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Figure 5.4: Map showing the tectonic setting of the 2004, 2005 and 2007®a earthquakes.
Red stars indicate the centroid locations of the mainshoRlesl beachballs correspond to their
GCMT source models. Red circles show the seismidity, (> 5.5 in entire GCMT catalogue) of
the study area. White dashed lines indicate approximatelgupture areas of historic earthquakes.

Three great thrust earthquakes which ruptured the megattawit along the Sumatra
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subduction zone are studied in this section. These inclde26 December 2004/,

9.3 Sumatra-Andaman earthquake, the 25 March 20Q58.6 Nias earthquake and the
12 September 20071, 8.5 Bengkulu earthquake. The 2005 Nias earthquake ruptured
the same area as the historic 18%1 ~ 8.5 earthquake and it may have been a conse-
quence of Coulomb stress transfer because of the 2004 Supsmathquake (McCloskey
et al, 2005). All three generated significant tsunamis, with thesthdisastrous being
the one associated with the 2004 Sumatra-Andaman earthguRknup heights up to
30 m observed along the coast of the Aceh Province and in BAndh (Synolakis and
Kong, 2006; Piatanesi and Lorito, 2007), resulting in o\V&®,R00 fatalities. A small size
tsunami was generated by the 2005 Nias earthquake in casppanith 2004 tsunami.
Possible reasons are the much smaller rupture length of0be Rias earthquake com-
pared to the 2004 Sumatra earthquake, the maximum uplifieoR005 event~ 2.9 m)
was much smaller compared to 2004 eventy.4 m) and the greatest vertical displace-
ment occurred along shallow water and land and not in deeprwaatin the case of the
2004 earthquake (Briggst al., 2006). Most of the causalities-(2,000) associated with
the 2005 Nias earthquake are due to building collapses atstinami occurred away
from a highly populated area (Walket al,, 2005). On the other hand, the 2007 Bengkulu
earthquake caused a moderate tsunami with runup heightsdamt(Loritoet al., 2008;

Borreroet al., 2009) and approximately 25 fatalities.

5.4.1.1 The 26 December 2004/, 9.3 earthquake

The 2004 Sumatra-Andaman earthquake involved a slow sfigpoaent which was not
detected by the GCMT inversion, resulting in its magnitudderestimation (Parét al,,
2005; Tsaiet al, 2005; Stein and Okal, 2005). The mainshock is charactefigea
unilateral rupture towards the north rupturing a total thngf ~ 1200 km which lasted
more than 8 minutes (e.g., Iskdt al, 2005; Tsaiet al., 2005; Guilbertet al., 2005; Ni
et al,, 2005; Kriiger and Ohrnberger, 2005; Lambaiteal., 2006, 2007; Vallée, 2007).
Relatively large slip (10 m) has been observed close to thedsntre and maximum slip
of 20-30 m was located close to Nicobar islands (Amrabal, 2005; Layet al., 2005;
Piatanesi and Lorito, 2007; Chiledt al., 2007).
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We first carried out a point source inversion using 240 hofioatinuous data in-
cluding all spheroidal multiplets in the 0—1 mHz frequenapnge, exceptS:, which is
not well excited. In total, spectra of six multiplet$St,o S3,0 S4,0 S5,0 So,1 .52) and the
351 —1.53 supermultiplet recorded at 20 stations from the GSN useukimiversion (Fig-
ure 5.5a). The origin time and centroid location were fixetheoGCMT solution and the
parameter space used in the inversions is also based omlihi®s (Table D.1). Our re-
sults are summarised in Table 5.1. In addition to presentiagesults obtained for strike
¢, dip 6, rake\, M,,, we also show the corresponding uncertainties, which dmmated
by considering as acceptable solutions those that comesjoodata misfit values that are
1% larger than the optimal data misfit. The resulting poiniree model has a very steep
dip angle, §=19.3) and a lower moment magnitud@/(, = 9.0) in comparison with the
revised GCMT model of Tsadt al. (2005) and the W-phase source model. Therefore, fur-
ther inversions were carried out using: (i) a source deptOdm, as reported in the PDE
catalogue; and, (ii) the centroid location of Tsaial. (2005). The shallower PDE depth
did not change substantially the results and the fit to the diat not improve. However,
the use of the centroid location of Tsdial. (2005) in our inversions resulted in a better fit
to the data (see Table 5.1 and Figure 5.5a). Some spectka gleaw poorer fit compared
to others due to their higher noise level (Figure 5.5a). Tdreesponding optimal point
source model (Figure 5.5b—c) obtained after 160 iteratams the generation of 5822
models (see Figure 5.5d) is in better agreement with the sgelsolution and with the

composite source model of Tsatial. (2005).
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Figure 5.5: Results from a point source inversion for the 2004 Sumatrdafnan earthquake.
The SAW12D 3-D mantle model is used to build excitation késrfier the centroid location of
Tsaiet al. (2005): (a) 240-hr optimal fit amplitude spectragdk, 053, 054, 152, 050, 055, 153-
252-351 multiplets; (b) optimal source mechanism; (c) optimal andegptable range of source
parameters (acceptable parameters correspond to soudedaw@lding misfit values not exceed-
ing the minimum misfit value by more than 1%); (d) misfit fuoctievolution as a function of the
number of models generated in the parameter search.



Table 5.1: Comparison of the GCMT, W-phase and Teaal. (2005) source models for the 2004 Sumatra-Andaman eattbquith point source models obtained from our
multiplet point source inversions using: (i) the GCMT ldoatand GCMT depth ofi=28.6km (4" row); (ii) the GCMT location and PDE depth &f= 10 km (3" row);
and, (iii) the centroid location determined by Tsaal. (2005) (8" row). Reported uncertainties correspond to solutions witlata misfit not exceeding the minimum misfit
value by more than 1%.

?(°) Ag(°) 5(°)  AN(°) () AX(°) M, AM, misfit beachball

v

BIRp 9pouW [ewou Aou@ball-mo| BN WOJ) paurelqo S[apow 321n0s ayenbyuenET

GCMT 329.0 - 8.0 - 110.0 - 9.0 - -
W-phase 335.6 - 7.2 - 113.7 - 9.2 - -

Tsaiet al. (2005) 343.0 - 6.1 - 107.0 - 9.3 -

This study GCMT location,/{=10.0km) 3425 332.8-345.6 17.0 16.6-28.5 119.3 101.7312®.0 8.9-9.0 0.115

This study GCMT location,{=28.6km) 343.7 336.5-348.8 19.3 12.8-21.8 121.2 109.2412%.0 9.0-9.1 0.114 @

This study Tsaet al. (2005) Centroid location 340.1 335.0-341.1 10.3 10.1-13183.4 107.0-116.0 9.2 9.1-9.2 0.105




5.4 Analysis of large magnitude earthquakes 131

Table 5.2: Initial phase ;) estimates for the singlets included in the finite sourceision
carried out for the 26 December 2004 Sumatra-Andaman askieq Initial phases correspond to
the optimal source model determined from the inversipr 340.9, 7, = 521.0 s,L. = 1276.8
km) with respect to the PDE location. Singlets’ perios,] are also shown for reference.

Singlet T, (s) X, (°)
05,2 3334 -31.9
059 3233 -29.0
052 3140 -26.1
0S3% 2166  -48.9
053 2107  -38.9
05 1228 -76.4

A finite source inversion was also carried out using 480 hofiontinuous record-
ings including well excited normal mode spheroidal sirgietthe frequency range 0-1
mHz (see Figure 5.6a). Sorp8;, and(Ss singlets recorded by higher noise level stations
were discarded from the inversion by penalising them withegghting factor equal to
zero (gaps in spectra of Figure 5.6a). In addition to poinrs® parameters, the rupture
duration and length were also searched in our inversionleTa2 shows the associated
initial phases for the singlets used in the inversion, whidble 5.3 summarises our opti-
mal model; various source models reported in the literafia@uding the GCMT and W-
phase solutions) are also shown for comparison. Our souockelns in very good agree-
ment with the composite model of Tsaii al. (2005), although our dip angle is slightly
steeper. Large differences of approximately afe observed compared to the W-pahse
strike and rake angles, however, our dip angle differs ofilwith W-pahse. Our moment
magnitude from both the point and finite source inversiomsiargood agreement with
other studies (see Table 5.3 for details), all suggestiraggeet magnitude to that initially
inferred from GCMT. Total rupture duration (521 s) and lén{t276.8 km) determined
from the singlets’ inversion are also in excellent agreemath other studies presented in
Table 5.3. Figure 5.6a shows the data fit of the optimal mobilined from the inversion
(Figures 5.6b and 5.6¢) after 269 iterations and the cooredipg exploration of 21620
models (Figure 5.6d).

The tradeoff plots in Figure 5.7 show clearly the moment nitage — dip tradeoff
in both point and finite source inversions. We also observeadebdff between strike

and rupture length in the finite source inversion, which i umoexpected considering
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Figure 5.6: Results from a finite source inversion for the 2004 Sumatthgaake. SAW12D 3-D
model is used to build the excitation kernels: (a) 480-himoatfit amplitude spectra (@fSSEQ, 059,
053?3, 0S50 singlets with respect to the PDE location, (b) optimal seurezchanism, (c) optimal
and acceptable range of source parameters (acceptablagiara correspond to source models
yielding misfit values up to 1% larger than the lowest misfgcasated with the optimal source
model), (d) misfit function evolution.

equation 4.5 in Chapter 4. Since the location of the ruptaoiation is fixed in the
inversion, the second term of equation 4.5 varies only tmeatithe length and the source
orientation, leading to the tradeoff observed in Figure B.gimilar tradeoff has also been

observed in synthetic tests presented in Chapter 4 (e.grd-i§13).
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Table 5.3: Comparison of pointd, 6, A, M,,) and finite ¢, 0, A, M,,, T.., L) source models determined in this study with GCMT, W-ph&@ARDEC and other studies for
the 2004 Sumatra-Andaman earthquake. Uncertainties sbom@spond to models with misfit values within a 1% toleranitk respect to the optimal misfit.

3() __Ad() () A ACO)___AAO) M, AM, T.(s) _AT(s) _ L(km) __ AL(km)
GCMT 329.0 - 8.0 - 110.0 - 9.0 - - - - -
W-phase 335.6 - 7.2 - 113.7 - 9.2 - - - - -
SCARDEC - - - - - - - - - - - -
Tsaiet al. (2005) 343.0 - 6.1 - 107.0 - 9.3 - 540.0 - 1150.0 -
Lambotteet al. (2006) - - - - - - - - 500.0 - 1220.0 -
Lambotteet al. (2007) - - - - - - - - 550.0 - 1250.0 -
Parket al.(2005) - - - - - - 9.2 - 600.0 - 1250.0 -
Ammonet al. (2005) - - - - - - - - 500.0 - 1250.0 -
Stein and Okal (2005) - - - - - - 9.3 - - - 1250.0 -
Ni et al. (2005) - - - - - - - - 500.0 - 1200.0 -
Vallée (2007) - - - - - - 9.1 - 580.0 - 1175.0 -
Chilehet al. (2007) - - - - - - 9.2 - - - 1500.0 -
Guilbertet al. (2005) - - - - - - - - 515.0 - 1235.0 -
Ishii et al. (2005) - - - - - - 9.3 - - - 1300.0 -
Kriiger and Ohrnberger (2005) - - - - - - - - 490.0 - 1150.0 -
This study 340.1 335.0-341.1 10.3 10.1-13.8 113.4 1076611 9.2 9.1-9.2 - - - -
This study 340.9 309.0-346.8 8.2 6.9-30.4 102.8 90.5-1159.3 8.9-9.3 521.0 480.1-544.3 1276.8 1122.6-13225
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5.4.1.2 The 28 March 2005/, 8.6 earthquake

The 2005 Nias earthquake involved a bilateral rupture ovetal area of 400 km by
100 km, with a total duration of approximately 120 s and arraye slip of 6 m (Walker
et al, 2005). Several studies suggest a rupture propagatiorrdevilae north, followed
by southward propagation after a delay of about 40 s (Wadkedt.,, 2005; Briggset al,,
2006; Lambotteet al., 2007). On the other hand, Konea al. (2007) argued that the
rupture propagated simultaneously towards the north am@dhbth. The mainshock was
followed by a relatively small tsunami. As a result, most lodé fatalities were due to
collapsed buildings (Walkeet al., 2005).

The results of our inversions are summarised in Table 5.4ilarsdrated in Figure
D.1in Appendix D. We carried out point and finite source isi@ns, but our finite source
inversion results were unstable as far as rupture duratidnlength are concerned. In-
deed, the modelling of the initial phase we carry out is desigto fit unilateral rupture
earthquakes, in contrast with the 2005 Nias earthquakehagicharacterised by bilateral
rupture. Therefore, we limit our results to a point sourceigion, which uses 240 hours
of continuous recordings including all spheroidal mutigl in the 0—-1 mHz frequency
range. In total, we used seven multiplets recorded at 1®stafsee Figure D.1 in Ap-
pendix D). The,S; multiplet was discarded due to its low signal-to-noiseoratb; mode
is the first overtone of the so-called Slichter mode, andiismotion in the Earth’s core
(Rosatet al,, 2003). Table 5.4 shows that our optimal point source magsirilar to
results from other studies. The fault strike and, impolyaméke angle are larger than
those found in other studies by aboutf8r strike and by 15 for rake. In addition, the
moment magnitude is slightly larger than in previous steidiad the fault dip angle is
relatively shallow compared to W-phase and SCARDEC, beapsiethan GCMT. These
discrepancies are consistent with clear moment magnitaifeand strike — rake tradeoffs

observed in the tradeoff plots for this earthquake (seerEigu2 in Appendix D).

5.4.1.3 The 12 September 200¥/,, 8.5 earthquake

The 12 September 20QW,, 8.5 Bengkulu earthquake is the smallest in our set of events
in Sumatra, characterised by a unilateral rupture towdrelsaorthwest (e.g., Konezt al,,

2008; Loritoet al, 2008). Its magnitude is not large enough to allow us to usg lemg
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Table 5.4: Comparison of pointd, §, A, M,,) source model determined in this study with GCMT,
W-phase, SCARDEC and other studies for the 2005 Nias ealequncertainties shown corre-
spond to models with misfit values within a 1% tolerance witbpect to the optimal misfit.

9(°) A¢(%) o(°) A(%)  A() AX(®) Mo AM,

GCMT 333.0 - 8.0 - 118.0 - 8.6 -
W-phase 333.2 - 12.3 - 1145 - 8.5 -
SCARDEC 320.0 - 13.0 - 99.0 - 8.5 -
Bukchin and Mostinskii (2007) 315.0 - 10.0 - 90.0 - 8.6 -
Koncaet al. (2007) - - 10.0 - - - 8.6 -
This study 341.0 334.7-341.8 9.4 6.2-13.8 132.8 122.821338.7 8.5-8.7

Table 5.5: Comparison of pointd, §, A, M,,) source model determined in this study with GCMT,
W-phase, SCARDEC and other studies for the 2007 Bengkutheazake. Uncertainties shown
correspond to models with misfit values within a 1% toleranith respect to the optimal misfit.

9(°) Ag(%) 6(°) A AC) AXN®) Mo  AM,

GCMT 328.0 - 9.0 - 114.0 - 8.5 -
W-phase 3171 - 13.6 - 95.0 - 8.3 -
SCARDEC 329.0 - 17.0 - 110.0 - 8.4 -

Lorito et al. (2008) - - - - - - 8.4 -

Koncaet al. (2008) - - - - - - 8.4 -
This study 329.6 321.1-3338 81 7.7-19.3 111.7 97.6-11686 8.3-8.6

time series (20 days), which are needed to separate ultrfrémuency singlets required
for a finite source inversion, as the spectra of such long sienes is dominated by noise
for this earthquake (Figure 5.1c). Therefore, only a padirse inversion was carried out,
using 216 hours of continuous data, including all sphetaidaltiplets in the 0—1 mHz
frequency range, except again the, multiplet, as it is poorly excited. A total of seven
multiplets recorded at 18 stations is used (see Figure DAppendix D). Table 5.5 sum-
marises our optimal point source parameters and compageswith GCMT, W-phase,
SCARDEC and other source models reported in the literatOrerall, our point source
model is in good agreement with the results from other sgjdietably from the GCMT
catalogue. However, some discrepancies in fault dip angldramoment magnitude are
observed, with our dip angle being abot+%® shallower than in previous studies and our
moment magnitude being about 0.1-0.2 larger than it wasdfauprevious work. These
differences are again due to the moment — dip angle tradffefitimg our inversions,

which is clearly seen in the tradeoff plot in Figure D.4 in thgpendix D.
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5.4.2 The 2011V, 9.1 Tohoku and 2013M,, 8.3 Okhotsk Sea earthquakes

In this section we examine the 201%,, 9.1 Tohoku earthquake and the recent deep
(~ 607 km) 2013 M,, 8.3 Okhotsk Sea earthquake. The Tohoku earthquake ocdarred
the Japan trench where the Pacific plate subducts benedfiktimask plate, a part of the
larger North America plate, at a rate of about 92 mm/yr (Ded\é¢tl,, 1990). Further to

the northeast of the Japan trench, the Kuril-Kamchatkakréas where the rate decreases
to 75 mm/yr (Figure 5.8). The entire area is one of the mogbtécally active regions

on the Earth with many/ ~ 7 earthquakes having occurring in the past (Yamanaka and
Kikuchi, 2004). Large magnitude earthquakes mainly occuthe megathrust fault at
shallow depths, however, normal faulting aftershocks poauntraplate faults at a depth
down to 100 km depth in different orientations compared ® tiiench strike (Nettles

et al, 2011; Hayes, 2011).

5.4.2.1 The 11 March 2011\, 9.1 Tohoku earthquake

The Japan trench is known for being the locus of large magaihistoric earthquakes,
with the largest being the 189& ~ 8.5 tsunami earthquake (Kanamori, 1972) and the
1933 M, 8.6 normal faulting earthquake (Kanamori, 1971). Howetlse, 2011 earth-
quake, which ruptured the Japan megathrust fault directlithsof the 1896 and 1933
earthquakes (see Figure 5.8) exceeded any expectationgeardated a large tsunami
responsible for the accident in Fukushima nuclear powenrtplehe 2011 earthquake dif-
fers from the 1896 earthquake not only in size but also becapsoduced strong ground
shaking along the coastline, in contrast with tsunami eakes with weak near source
short-period shaking (Kopest al,, 2011). Earthquake source images obtained from the
back-projection of seismic waveforms recorded by largayarshow a frequency depen-
dent rupture process with down-dip propagation of shoriepeenergy and up-dip prop-
agation of low-frequency energy (Kopet al, 2011; Kiser and Ishii, 2012). The main
features of the earthquake’s rupture process, which mamgagated towards the south,
are found to be consistent among many studies which usedesyaf data, such as GPS,
strong motion, body and surface waves (e.g., Amrabal, 2011; Politzet al, 2011b;
Yagi and Fukahata, 2011b; Kiser and Ishii, 2012). Initiathe rupture propagated to the

northeast for about 40 s at a relatively low velocity (1.6-#m/s). During 40-90 s the
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Figure 5.8: Map showing the tectonic setting of the 2011 Tohoku and tH8ZDkhotsk Sea earth-
quakes. Red stars indicate the centroid locations of thashacks. Red beachballs correspond to
their GCMT source models. Red circles show the seismidify, > 5.5 in entire the GCMT cat-
alogue) of the study area. White dotted lines indicate apprately the rupture areas of historic
earthquakes.
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rupture propagated to the deeper parts of the subductiom et continued towards the
south with an average rupture velocity of 3.4 km/s.

For the 2011 Tohoku earthquake we carried out both a pointadiimite source in-
version using 240 and 480 hours of continuous recordingmedaively. We used the
GCMT origin time and centroid location for the point souroedrsion and the PDE ori-
gin time and location for the finite source inversion. Tabl@ shows the initial phases
associated with the singlets used in the finite source iferd he results from this and
from other previous studies are summarised in Table 5.7r&i§.9a compares observed
multiplets with theoretical calculations using our optirpaint source model. Some ob-
served spectral peaks show poorer fit due to larger ampéitadsociated with higher
noise level. A total of seven multiplets recorded by 20 statiare used (see Figure 5.3d).
Figures 5.9b and 5.9c show our optimal earthquake soureenmters and associated un-
certainties from the point source inversion, and Figural SBows the misfit function
evolution, with the optimal model being obtained after &tations during which 4,964
models were explored. Overall there is a good agreementgeatwur point source pa-
rameters and those reported in previous studies. Our faike sstimate agrees well
GCMT and W-phase estimates, with the largest differencegbebserved in comparison
with SCARDEC ¢ 19° difference). Rake angle is the parameter with the largest va
ation compared to other source models (with differencegingnfrom & to 31°). The
moment magnitudé/,, and fault dip angle agree well with previous studies, desié
clear moment-dip tradeoff affecting these inversions tSgare 5.11).

Figure 5.10 shows the results from a singlets finite soureer&ion using a total of
11 singlets recorded by 18 stations (see Figure 5.3d). Saghenbise leve}.S; andy.Ss
singlets were given a zero weighting factor and mgfy singlets had to be penalised
with low weighting factors£0.1) due to their noise level. Strike, moment magnitude and
dip are close to GCMT and W-phase source parameters (see 3ab) with SCARDEC
estimates showing larger discrepancies to our solutioAs difference in strike, 3in
dip and 12 in rake). Moreover, when compared with results from othedists, our
fault dip angles from both point and finite source inversidels on the lowest end of
the dip angle range. On the other hand, the rake angle estiob#ined from our finite

source inversion is larger than values reported in othatiesi but with differences not
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Table 5.6: Initial phase ;) estimates for the singlets included in the finite sourceision
carried out for the 11 March 2011 Tohoku earthquake. Infitzses correspond to the optimal
source model determined from the inversign<(197.3, T, = 151.0 s, = 461.0 km) with respect
to the PDE location. Singlets’ periods,{) are also shown for reference.

Singlet T, (s) X, (°)
05,2 3334 97
oSyt 3282 9.1

054 3186 -7.8
052 3140 -7.1
0S;° 2166  -14.9
0S3% 2155  -14.2
0S;' 2144  -135
0S5} 2124  -12.0
053 2115  -11.3
053 2107  -10.5
0S8 1228 -22.1

exceeding 12, which is smaller than for the rake value obtained from thimtpsource
inversion. Our estimates of rupture duration and lengthragpod agreement with those
reported in the literature (Ammoet al, 2011; Hondaet al,, 2011; Koperet al., 2011,
Kurahashi and Irikura, 2011; Lagt al,, 2011; Leeet al, 2011, Politzet al,, 2011b; Wang
and Mori, 2011; Yamazalet al, 2011; Yagi and Fukahata, 2011b; Yoshitaal., 2011;
Zhanget al, 2011, Kiser and Ishii, 2012). Figure 5.11 shows clearly rmnbmagnitude
— dip and strike — rake tradeoffs for both point and finite selinversions. As expected,
a rupture length — strike tradeoff is also observed in the chthe finite source inversion,

similar to the case of the 2004 Sumatra-Andaman earthquake.
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Figure 5.9: Results from a point source inversion for the 2011 Tohokthe@ake. The SAW12D
3-D mantle model is used to build the excitation kernels fer GCMT centroid location: (a)
240-hr optimal fit amplitude spectra @b2, .53, 054, 152, 050, 055, 153-2.52-351 multiplets;

(b) optimal source mechanism; (c) optimal and acceptaligaaf source parameters (acceptable
parameters correspond to source models yielding misfitegahot exceeding the lowest misfit
value by more than 1%); (d) misfit function evolution as a fiomt of the number of models
generated in the parameter search.
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Figure 5.10: Results from a finite source inversion for the 2011 Tohokthegrake. The SAW12D
3-D mantle model is used to build the excitation kernelslierRDE location: (a) 480-hr optimal fit
amplitude spectra ¢fS;™, 0552, 0557, 0552, 0552, 1Sy singlets; (b) optimal source mechanism;
(c) optimal and acceptable range of source parametergitaiie parameters correspond to source
models yielding misfit values not exceeding the lowest migfite by more than 1%); (d) misfit
function evolution as a function of the number of models geteal in the parameter search.
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Table 5.7: Comparison of pointd, 6, A, M,,) and finite ¢, 0, A, M,,, T.., L) source models determined in this study with GCMT, W-ph&@ARDEC and other studies for
the 2011 Tohoku earthquake. Uncertainties shown corresfmomodels with misfit values within a 1% tolerance with rape the optimal misfit.

(%) Ag(°) 0(°)  ASC°) A AN(°) M, AM, T.(s) AT, (s) L(km)  AL(km)
GCMT 203.0 - 10.0 - 88.0 - 9.1 - - - - -
W-phase 196.0 - 12.0 - 85.0 - 9.0 - - - - -
SCARDEC 183.0 - 12.0 - 67.0 - 9.1 - - - - -
Fujii et al. (2011) - - - - - - 9.0 - - - - -
Ammonet al. (2011) - - - - - - - - - - 300.0 -
Hondaet al. (2011) - - - - - - 150.0 - - - -
Chuet al. (2011) 191.0 - 23.0 - 90.0 - - - - - - -
Wang and Mori (2011) - - - - - - - 150.0 - - 450.0 -
Yoshidaet al. (2011) - - - - - - 9.0 150.0 - - 450.0 -
Kurahashi and Irikura (2011) 193.0 - 10.0 - - - 8.4 - - - 450.0 -
Yagi and Fukahata (2011b) - - - - - - 9.1 - - - 440.0 -
Lay et al. (2011) - - - - - - - 150.0 - - - -
Leeet al.(2011) - - - - - - - 160.0 - - - -
Politz et al. (2011b) - - - - - - 9.0 - - - - -
This study 202.1 195.5-202.7 9.6 7.1-11.1 98.2 91.5-98.71 9.0-9.1 - - - -
This study 197.3 189.1-209.1 9.1 9.0-19.8 79.3 68.2-102.D B.8-9.0 151.0 133.5-197.2 461.0 448.5-559.
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5.4.2.2 The 24 May 20131, 8.3 Okhotsk Sea earthquake

The 2013 Okhotsk Sea earthquake was a nearly horizontalefieemt, which occurred at
a depth of approximately 607 km and ruptured a deep sectidheoPacific lithosphere
and stands out from the rest of our data set as one of the latgep earthquakes ever
recorded. The source region is situated at the Kuril backsasin where crust beneath
most of the Sea of Okhotsk is 19-25 km thick, indicating a sedg@d continental mar-
gin (Zheng and Lay, 2006). This kind of deep earthquake isunosual in this region.
A search in the GCMT catalogue reveals several large matmitieep nearly horizon-
tal fault earthquakes such as the 5 July 20@8 7.7 at depth of about 611 km, the 17
November 2002V/,, 7.3 at depth 0f~480 km and many moré/,, < 7.0 deep £ 300
km) earthquakes, however, these deep focus earthquakes dause any damage despite
their large magnitudes.

In the case of the 24 May 201%/,, 8.3 Okhotsk Sea earthquake, we only carry out
a point source inversion as its magnitude does not allow sgeaf a very long time-
series £ 20 days) needed for a finite source singlets inversion (Eigute). In order
to achieve a high signal-to-noise ratio we restrict our gsialto 48 hours of continuous
recordings. We also include horizontal component data fitmerlow-noise BFO seismic
station, which are rotated into longitudinal and transsezemponents. In total, nine
multiplets recorded by 12 stations (see Figure 5.3e) ar Usgures 5.12-5.13 show our
results and Table 5.8 compares our point source parameittr&@MT and SCARDEC
estimates. Because of the earthquake’s low magnitude tree la-frequency band is
dominated by noise. Therefore, some very low-frequencyldnmental spheroidal and
toroidal multiplets recorded in high noise level stationsrevdiscarded (Figure 5.12a).
The fit of the remaining spectral peaks is good, although guofir is observed for the
lowermost frequency multiplets (e.g;.S3, 054, 073, o714) Which are given weighting
factors ranging 0.1-0.8. Table 5.8 shows that our pointcgunodel is in very good
agreement with the GCMT solution. However, we observe safferehces of about(0°
in strike and rake angles compared to the SCARDEC and W-ghk¥8S) model for this
earthquake. Figure 5.13 shows a clear strike — rake trabdabfiot a moment magnitude
— dip tradeoff; indeed, given the great depth of this earkguthe moment-dip tradeoff

does not affect this source inversion. For such shallowidipfocal mechanisms (dip
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~< 10°), the strike and rake angles are poorly constrained andathyiorrelated in a
manner that their difference is constant, with the strikakernradeoff characterised as a

geometric tradeoff (Haet al,, 2011, 2013).
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Figure 5.12: Results from a point source inversion for the 2013 Okhotsk &athquake. The
SAW12D 3-D mantle model is used to build the excitation kérier the GCMT centroid loca-
tion: (a) 48-hr optimal fit amplitude spectra @$s, 0S4, 1.52, 050, 055, 015-153-252-351, 0153,
oTy multiplets; (b) optimal source mechanism; (c) optimal aodegtable range of source param-
eters (acceptable parameters correspond to source maeldisg misfit values not exceeding the
lowest misfit value by more than 1%); (d) misfit function ev@n as a function of the number of
models generated in the parameter search.

5.4.3 The 27 February 201QV/,, 8.8 Maule, Chile earthquake

The 2010 Maule earthquake occurred on a megathrust faglif@b.14) where the South-
American plate subducts beneath Nazca plate at a rate abapately 65 mm/yr (Ruegg

et al, 2009). The earthquake ruptured a part of the known DarwiBnge gap, an area
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Figure 5.13: Tradeoff scatterplots from the ensemble of models prodbgetie Neighbourhood
Algorithm for inversion results of Figure 5.12 for the 201&@tsk Sea earthquake. The nor-
malised histograms in the bottom row show the distributibthe inversion results (their mean
1+ and standard deviation values are also shown). Black dashed vertical lines coorespo the
optimal source parameters obtained from the point souxezsion.

Table 5.8: Comparison of pointd, §, A, M,,) source model determined in this study with GCMT,
W-phase and SCARDEC for the 2013 Okhotsk Sea earthquakeertdirdies shown correspond
to models with misfit values within a 1% tolerance with regpethe optimal misfit.

o(°) A¢(°) o(%) A M) AX(°) M, AM.,
GCMT 191.1 - 11.0 = -91.0 - 8.3 -
W-phase (USGS)  184.0 - 10.0 - -98.0 - 8.3 -
SCARDEC 184.0 - 10.0 - -100.0 - 8.4 -
This study 194.2 190.5-205.8 11.3 10.6-12.2 -87.6 -91.B7-7 8.3 8.3-8.3
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between the 196@/,, 9.5 earthquake and the 1929,, 8.0 earthquake. In fact, the
most recent 1939/, 7.9 event was an intraplate earthquake (Loetal, 2011). The
earthquake was characterised by a bilateral rupture, vitniidlly propagated southwards
for the first 30 s, and then propagated bilaterally. The tatpture length of both fault
segments spanned 450-550 km along the fault strike withgotace duration 120-140
s. The maximum slip observed to the northeast of the hypoeamid was approximately
20 m (Delouiset al, 2010; Kiser and Ishii, 2011; Kopet al, 2012). The mainshock
was followed by a tsunami which was moderate in size witheesp its magnitude, as
the largest slip did not occur in the uppermost part of the¢eplaterface (Delouigt al.,
2010). Tsunami runup heights up to 10 m reported at Congiituand caused roughly
500 fatalities (Loritoet al,, 2011).

34°S 65mm/yr
sy

36°S

38°S

74°'W 72°'W 70'W

Figure 5.14: Map showing the tectonic setting of the 2010 Maule, Chilareprake. Red star
indicates the centroid location of the mainshock. Red bealtborresponds to its GCMT source
model. Red circles show the seismicity/(, > 5.5 in entire GCMT catalogue) of the study area.
Black dotted lines indicate approximately the rupture aigahistoric earthquakes.

Results obtained from a point source multiplets inversisimgi the GCMT origin
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Table 5.9: Comparison of pointd, §, A, M,,) source model determined in this study with GCMT,
W-phase, SCARDEC and other studies for the 2010 Chile eaatkey Uncertainties shown corre-
spond to models with misfit values within a 1% tolerance witbpect to the optimal misfit.

o)  Ae() ()  A(C)  AL) AX(%) M, AM,y

GCMT 19.0 - 18.0 - 116.0 - 8.8 -
W-phase 17.4 - 14.0 - 108.7 - 8.8 -
SCARDEC 24.0 - 15.0 - 115.0 - 8.8 -
Tonget al. (2010) - - 16.8 - - - - -
Vigny et al. (2011) - - - - - - 8.8 -
Politzet al. (2011a) - - 18.0 - - - 8.8 -
This study 13.6 8.6-20.0 14.8 12.0-21.9 110.5 109.0-119.48 88.7-8.9

time and location are presented in Table 5.9. Figure 5.16wslthe data fit for our
optimal source model and Figures 5.15b—c show the eartlkgs@aikrce parameters and
their associated uncertainties. The optimal model is nbthafter 102 iterations and the
generation of 3723 models (Figure 5.15d). Several speptraks show poorer fit due
to their high noise level (Figure 5.15a). Table 5.9 shows tha estimates of moment
magnitude, dip and rake angles are in good agreement wilirexisource models, while
strike shows the largest variability especially when coragao SCARDEC, for which
there is a difference of 10°. Figure 5.16 shows clear magnitude—dip and strike—rake
tradeoffs affecting our inversions. For very shallow digpearthquakes, such as the 2010
Maule earthquake, the strike and dip angles are not verjegpaibameters. In such cases,
the strike and rake are poorly constrained and mutuallyetated in a manner that their
difference is constant (Haet al, 2011, 2013). We have also attempted a finite source
singlets inversion, however, the bilateral nature of thgute propagation did not allow
us to obtain robust results regarding the rupture duratimhlength, as when inverting for
spatio-temporal kinematic parameters the optimal valeesigtently hit lower parameter
space boundaries. This suggests low initial phases assgeigth opposite direction fault

segments which tend to cancel each others rupture propagatmbottect al., 2007).

5.5 Discussion

In this Chapter we focused on six earthquakes in three diftd¢ectonic areas, the Sumatra-

Andaman trench, the Japan and Kuril-Kamchatka trench am&¢hnu-Chile trench.
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Figure 5.15: Results from a point source inversion for the 2010 Maule Je&Caarthquake. The
SAW12D 3-D mantle model is used to build the excitation kéxfe the GCMT centroid location:
(a) 240-hr optimal fit amplitude spectra@$s, 053, 054, 1.52, 050, 055, 1.55-252-3.51 multiplets;

(b) optimal source mechanism; (c) optimal and acceptaligaaf source parameters (acceptable
parameters correspond to source models yielding misfiegatot exceeding the minimum misfit
value by more than 1%); (d) misfit function evolution as a fioc of the number of models
generated in the parameter search.

Our normal mode technique allows us to carry out source siwes by realistic nor-
mal mode spectra modelling, using either a point sourcecxppation or a finite source
representation. The application of the technique to larggnitude earthquakes highlights
both the advantages and limitations of our approach forcgomodel determinations. The
use of the gravest normal modes € 1 mHz) brings independent insight into the rup-
ture’s bulk characteristics (e.g., Pagkal, 2005; Stein and Okal, 2005; Okal and Stein,
2009; Lambotteet al, 2006, 2007). However, the need for very long and continuous

high-quality recordings restricts our analysis to vergéamagnitude earthquakek/(, >
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Figure 5.16: Tradeoff scatterplots from the ensemble of models prodbgeatie Neighbourhood
Algorithm for inversion results of Figure 5.15 for the 201&Me, Chile earthquake. The nor-
malised histograms in the bottom row show the distributibthe inversion results (their mean
1 and standard deviation values are also shown). Black dashed vertical lines coorespo the
optimal source parameters obtained from the point souxesion.

8.3). Moreover, in its current form, our technique detemsithe bulk characteristics of
unilateral ruptures only and assumes pure double-coupieas.

Figure 5.17 compares the source parameters obtained isttlig with GCMT, W-
phase, SCARDEC and other estimates reported in the literating a variety of different
data, such as body and surface waves (Wadkat., 2005; Ammoret al,, 2005, 2011; Chu
etal, 2011; Hondat al, 2011; Kopeet al, 2011; Layet al,, 2011, Leest al,, 2011; Wang
and Mori, 2011; Yoshidat al,, 2011; Ishiiet al,, 2005; Krtiger and Ohrnberger, 2005; Ni
et al, 2005; Tsaiet al,, 2005; Vallee, 2007), normal modes (Paitkal., 2005; Lambotte
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et al,, 2006, 2007; Koncat al.,, 2007), GPS/InSAR data (Vigrst al.,, 2005; Chilehet al,,
2007; Politzet al,, 2011a,b; Tonget al,, 2010; Vignyet al, 2011; Fujiiet al,, 2011) and
hydroacoustic/tsunami signals (Guilbeitt al, 2005; Koncaet al, 2008; Loritoet al,
2008). Our source models for the 2004 Sumatra and 2011 Todadthquakes shown in
this figure correspond to both point (black asterisks) aritef{imagenta asterisks) source
inversion results. Source models for the remaining eagkesicorrespond to point source
inversion results (black asterisks).

For all the six earthquakes studied, overall the sourcenpeters determined in this
study agree well with the estimates from previous studidéé;iMie well within our source
parameter error estimates (see Figure 5.17). Given than#jerity of previous studies
used very different and independent data types (notably bad surface waves as well
as geodetic data), this good level of agreement is encogadilevertheless, a number
of complexities such as variations in fault geometry ang atiross the fault may affect
these comparisons, as they have different effects on diffaypes of data. Moreover,
differences in station distribution and Earth velocityusture used among our study and
other seismic studies can also potentially explain thénsligscrepancies observed.

We started with the well studied 2004 Sumatra-Andaman gaatke and we simul-
taneously determined its moment magnitude, fault geomestiy bulk spatio-temporal
kinematic characteristics using ultra low frequency ndrmade singlets. We obtained a
larger moment magnitude compared with GCMT and in excelignéement with previ-
ous studies suggesting a slow slip component in the rup&ten and Okal, 2005; Park
et al, 2005). Moreover, our rupture duration and length estimate consistent with
body and surface wave studies, either using back-projeatiethods or defining the slip
distribution (Niet al, 2005; Ammonet al,, 2005; Kriiger and Ohrnberger, 2005; Tsai
et al, 2005; Vallee, 2007), and with Lamboté al. (2006) and Lambottet al. (2007)
who also used ultra low frequency normal mode singlets, estijty a rupture duration
of 500—-600 s and total rupture length of 1150-1250 km, yigl@di mean rupture velocity
of 2.1-2.7 km/s. These values are in very good agreementowithinite source inver-
sion results (Table 5.3), which suggest an average ruptlceity of 2.45 km/s. Ishii
et al. (2005) found a relatively higher average rupture velocity2® km/s and longer

rupture length~1300 km probably because they used high-frequency body-wata.
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Chileh et al. (2007) also found~1500 km rupture length using GPS data. Overall, this
earthquake was a good real earthquake validation exemmissuf technique. Next, we
moved on to the 2011 Tohoku earthquake by carrying out a fauitece inversion. We
present the first rupture duration (151 s) and length (461dgtijnates obtained from low
frequency normal mode data (Table 5.7) which are in excedigreement with previous
studies (Hondat al,, 2011; Wang and Mori, 2011; Last al,, 2011; Yoshidaet al, 2011;
Yagi and Fukahata, 2011b), suggestia@50 s of source duration ovey450 km of to-
tal length, and an average rupture velocity~a8 km/s in very good agreement with our
average rupture velocity (3.05 km/s). Our findings also lghih the compact character
of this unique seismic source which involved high statiesdrdrop (up to 10 MPa) and
a maximum slip of 50-60 m in a small region (Polétzal, 2011b; Simongt al, 2011).
The rupture kinematics characterisation of the 2010 Chilé@ 2005 Nias earthquakes
was limited by the bilateral rupture of these events. Howelambotteet al. (2007)
constrained the 2005 Nias overall rupture duration andtkeby forward modelling and
they suggested a 40 s delay between the rupture initiatitmeagouth fault segment with
respect to the north. The determination of the spatio-teadpharacteristics of smaller
magnitude earthquakes in our data set was limited by thétgoathe available data with
respect to the very long time windows required from our témphe.

The differences in fault strike between our estimates aodetlfrom other studies
are generally smaller than 26with an average difference of 7.50n the other hand,
most differences in fault rake do not exceed 4®ith the average of rake differences
being 10.8. A similar variability in these parameters was also obsgimeour synthetic
tests (see Chapter 4) for the combined effects of noise inlale with unmodelled 3-D
Earth structure. The observed larger differences for fakie angle are likely due to the
fact that the strike—rake tradeoff is a geometric tradebfhallow dipping faults (Han
et al, 2011, 2013), such as those associated with the earthgstldied in this Chapter,
where the rake angle is not sensitive in strike variationtarge variability is also shown
from our heuristic error estimates for strike and rake asgl€he largest variability in
uncertainties observed in finite source inversion resultsl(° in strike and~ 30° in
rake), while point source inversion error estimates do ro¢ed~ 15°. This suggests that

point source inversions (multiplets) constrain slightgtter source parameters, compared
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to finite source inversions (singlets), probably becausth@fwider frequency range of
the data used. Moreover, source parameter error estimatebecalso calculated in a
statistical point of view g 4 20) directly from the ensemble of models (see for example
Figures 5.7, 5.11, 5.13 and 5.16). These error estimateshaeys narrower around the
optimal source parameters showing smaller variabilitgbpbly due to the large number
of iterations allowed in the inversions. Neverthelesss¢hdifferences are comparable to
errors in GCMT source parameters due to unmodelled 3-D Egambture (Hjorleifsdottir
and Ekstrom, 2010). In addition, Ferreiea al. (2011) carried out surface wave CMT
inversions of 32 shallow earthquakes with, 6.4-8.5, using different 3-D Earth models
and theories. By comparing their results with INSAR sourcgefs, they found a median
intraevent variability of 14 in strike and 30 in rake angle, which are larger than the
uncertainties that we estimate in this study. They aschibddrge rake angle variability
to the difficulty of long-period surface waves to constrdie dip-slip moment tensor
components of shallow earthquakes.

Our estimates of fault dip angle and moment magnitude shoallermaverage dis-
crepancies to results from other studies {drbdip and 0.1 inM,,). Nevertheless, our
dip angles are almost always systematically shallower thase from other studies (Fig-
ure 5.17), especially when compared to body wave technieigs, SCARDEC), but
in better agreement with GCMT estimates, which incorpolag-period mantle waves
along with body waves for the earthquakes examined in thegp@hn (Tables 5.3 — 5.9).
On the other hand, as expected from the seismic moment —atipdff (Kanamori and
Given, 1981) affecting our shallow earthquake source Bives, our estimates of moment
magnitude for the five thurst earthquakes considered aga sfightly larger than in other
studies; this is clearly observed in particular for the 2608 2007 Sumatra earthquakes
(see Figure 5.17). Duputet al. (2012a) report magnitude and dip angle uncertainties for
the 2011 Tohoku earthquake. Their moment magnitude liegd®et 9.0-9.1 and the fault
dip angle between 10-12These statistical error estimates compare well with oimtpo
source heuristic uncertainties obtained from the ensewibllee point source inversion
(7.1-11.2) and our statistical error estimatesq® + 1.6° in dip and9.06 + 0.04 in mo-
ment magnitude). Our finite source uncertainties show fargeability. Our heuristic dip

angle uncertainties range 9.0-19ad the moment magnitude ranges 8.8-9.0. Similarly,
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our statistical error estimations are.2° + 4.2¢ for the dip angle and.97 + 0.10 for the
magnitude (See Figure 5.11 and Table 5.7 for details). leffédottir and Ekstrom (2010)
quantified errors in GCMT source determinations of shallobdsiction zone earthquakes
due to unmodelled 3-D Earth structure and noise in syntllgtia. They found that the
fault dip angle can be underestimated by abdudrkd that the seismic moment is overes-
timated by about 20% even when body waves, are used in cotigrineith surface wave
and mantle wave data. Moreover, recent qualitative stuafissurce parameter uncertain-
ties (Westoret al,, 2011) suggest a standard deviation of abodtidslip between INSAR
and long-period surface wave estimates. Furthermorerdirget al, 2011) found an
average intraevent variability of about?3B fault dip estimates associated with the use of
different Earth models and theories in long-period CMT acef wave inversions. From
our tradeoff plots for the shallow thrust events considésee Figures 5.7, 5.11, 5.16) we
find an error of 0.03 in moment magnitude associated withye®ein dip angle, which is

in good agreement with the results of Teaal. (2011).

The need of additional seismic moment to fit low frequencymwadimodes compared
to seismic moment inferred from higher frequency data cpoaligéntially indicate a slow
rupture process if and only if the same fault geometry, dafigche dip angle (seismic
moment — dip tradeoff), is assumed. The above analysis megbén this Chapter did
not indicate any frequency dependency of our results in esisgn with source models
obtained from shorter period data. The only exception is2b@4 Sumatra-Andaman
earthquake, for which our work validated previous studiggesting a slow slip compo-
nent in the rupture process (e.g. Patlal, 2005; Stein and Okal, 2005; Okal and Stein,
2009). The remaining earthquakes discussed in this Chaptv similar results with
existing source models obtained by routine techniquesgudiffierent frequency range

seismic data (e.g. GCMT, SCARDEC, W-phase).

5.6 Conclusions

We have presented source models obtained from ultra loguénecy ( < 1 mHz) nor-
mal mode data for six global great earthquakes. Point squaicametersd, d, A, M,,)
and finite source parameters,. (L, V,.) have been successfully determined for the 2004

Sumatra-Andaman and 2011 Tohoku earthquakes. The goodnagné between our
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model for the 2004 Sumatra-Andaman event and those publish@evious studies con-
stitutes a good validation of our technique. On the othedhauar new model for the
2011 Tohoku event brings an alternative, independent enafion of the compact na-
ture of this event and of its average rupture speed, all itapbparameters for example
for dynamic rupture studies (e.g. Aochi and Ide, 2011). Muweg, point source parame-
ters have been obtained for the rest of the earthquakesdiudcluding the recent 2013
M,, 8.3 Okhotsk Sea earthquake. Overall, we find a good agredmeéneen our new
point source models and those from other studies usingreliffeypes of data and tech-
nigues. This confirms that ultra low-frequency normal modeadalone can constrain
the overall source process of large earthquakes well. litiaddwe do not find any
unexplained systematic differences between our resultshase obtained using shorter
period data, which suggests that the source processes eéttiguakes studied are not
strongly frequency-dependent. Source parameter unctehave been also reported by
using a misfit deterioration criterion with respect to theximium misfit value, highlight-
ing that the different parameters have different levelsnafautainties (e.g~ 10° in strike
and~ 30° in rake for finite source inversions). The grid searchesie@dmut have also
highlighted several tradeoffs between source parametetably: (i) Moment-dip angle
tradeoffs associated with the shallow thrust earthquaketiesl. Nevertheless, the small
variability between our source parameters and others fauride literature shows that
despite the tradeoff, our solutions are relatively welbtesd. This is probably due to the
fact that Earth’s ellipticity, rotation and 3-D Earth sttuie are accurately taken into ac-
count in our modelling; (ii) Strike-rake tradeoffs leaditoga relatively large variability in
the rake angle; and, (iii) Strike-rupture length tradeaffshe case of finite source inver-
sions of unilateral rupture earthquakes, suggesting remver a longer fault as its orien-
tation approaches N-S direction. Future incorporationilatéral rupture modelling and
allowing non-double-couple components in our source nsodelld potentially enhance
the technique’s robustness towards more realistic souomehmepresentations. Overall,
we have shown that the low-frequency Earth’s normal modegezkby large magnitude
earthquakes can be a robust, independent tool for the datgiom of earthquake source

models and their bulk rupture characteristics.






Chapter 6

Discussion and conclusions

The key findings of the work presented in Chapters 3, 4 anddarding earthquake
source validation tests, source inversions using normalentata, 3-D Earth structure
effects and source parameter errors are discussed in thjg€rhPossible future work is

also briefly discussed at the end of the Chapter.

6.1 Earthquake source validation

As discussed in various previous Chapters of this thesignkatic earthquake source
models obtained routinely by different agencies and/cgassh groups for a given earth-
quake often show substantial discrepancies (e.g., Westtah, 2011, 2012). Different
inversion techniques, data types, parameterisation arnth Esucture models can yield
significantly different results, and uncertainties are rattinely reported. Therefore,
systematic assessments of the quality of existing souxesion techniques could help
quantifying their robustness and estimating the errorsdated with reported source
models (e.g. Ferreira and Woodhouse, 2006; Hjorleifgdénd Ekstrom, 2010; Duputel
et al, 2012a).

Blind tests can significantly contribute to this effort. Fotample, a blind test exer-
cise to investigate the robustness of different kinematioee inversion techniques was
started by the EU FP7 SPICE (Seismic wave Propagation angihgnin Complex me-
dia: a European network) projedtt(t p: / / www. spi ce- rtn. org/), in which sev-
eral research groups derived kinematic variable slip mgptoodels from synthetic data

calculated for an unknown input source model (Maal, 2007, 2010). Noise was not
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added to the synthetic data and the input fault geometry aisgnic moment were pro-

vided. The kinematic models obtained by different resegrops showed large discrep-

ancies, with only a few studies achieving a good agreememntgas the input model and

their solution. Since the end of SPICE project, the blindstésive continued as part of

the source inversion validation projetit(t p: / / equake-rc. i nfo/ si vdb/ wi ki /

i ndex. cgi / Hone). This inspired many other efforts, such as the recentindaad

SCEC geodetic source inversion validation projdut t(p: / / ww. geodynam cs.

or g/ ci g/ comruni ty/ wor ki nggr oups/ shor t/wor kshops/ COM2012/ pr esent at i ons/
| ohman), supported by the Southern California Earthquake CeBi@EC), involving In-

SAR and GPS data.

Moreover, assessment of source models using sophistioadeelling techniques or
realistic Earth structure to assess uncertainties (Faresid Woodhouse, 2006; Valen-
tine and Trampert, 2012), and independent tests based amdatised in source model
determinations (Ferreiret al,, 2011; Valléeet al., 2011) can objectively quantify their ro-
bustness. The work presented in Chapter 3 carrying out négpandent tests of source
parameters determined using SCARDEC, a recent fast bodg-s@urce inversion tech-
nigue, addresses these issues. It goes beyond the previokiefiwalléeet al. (2011) by
using independent low-frequency normal mode data (up to¥H@) and for a larger num-
ber of earthquakes (34); thus, it provides a more generabdstration of the robustness
of the SCARDEC technique. In addition, forward modellindgpofly waves using a purely
numerical technique revealed that SCARDEC fault dip angikgkain real body wave data
as well or slightly better than GCMT dip angles, for the 3-DrtBastructure considered
(S20RTS and CRUST2.0, Ritseratial, 1999; Bassiret al, 2000). SCARDEC dip an-
gles also agree well with other studies (see Chapter 3 faildgtseismic catalogues (e.g.,
WCMT, Duputelet al,, 2012b), and dip angle estimates obtained from the Slahho s
duction zone model (Hayet al., 2012). Hence, this work demonstrated the reliability of
the SCARDEC method in a comprehensive and independent wang kvell aligned and
thus contributing to current efforts in source inversiotidation tests (Maiet al,, 2007,

2010).
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6.2 Spatio-temporal resolution of low frequency normal moe

data

Body and surface wave data have been extensively used imaake kinematic rup-
ture studies, as they can potentially resolve fine detailthefseismic rupture process
(e.g. Henryet al,, 2000; Yagi, 2004; Tsatt al,, 2005; Koperet al, 2011). Body waves
recorded at teleseismic distances can be used to deterasingréliminary source models
using simple ray theory. In addition, recent back-progactiechniques offer insights into
rupture complexity (e.g. Ishit al, 2005; Kiser and Ishii, 2011; Wang and Mori, 2011).
Surface wave inversion technigques are also appealing beaafuthe relatively simple
modelling involved, such as the great circle approximatiod full ray theory (e.g. Fer-
reira and Woodhouse, 2006). In contrast, hormal mode da fezeived less attention
in source studies (Ben-Menahehal,, 1972; Gilbert, 1973; Kedagt al, 1994) as they
require very long continuous time series and, due to thaig leavelengths, they can only
resolve overall bulk source characteristics. Furtherpmaaistic modelling of the Earth’s
free oscillations taking into account mode coupling andttspg effects (e.g. Woodhouse
and Dahlen, 1978) is more theoretically involved than étatsay theory approaches.

However, the giant 20044, 9.3 Sumatra-Andaman earthquake brought new impetus
to the study of the Earth’s free oscillations. For exampéesal normal mode source
studies showed that the seismic moment of this event was itawgér than what was
initially inferred by the GCMT using long-period mantle veadata (e.g., Parkt al.,
2005; Stein and Okal, 2005). Moreover, Patlal. (2005) constrained simultaneously the
rupture duration and the seismic moment of this earthqugkertward modelling of low-
frequency normal mode data. Lambotteal. (2006, 2007) showed that it is possible to
derive bulk spatio-temporal rupture characteristics dfaberal rupture earthquakes (rup-
ture duration and length) by modelling the initial phasesilofa low-frequency singlets
excited by the 2004 Sumatra-Andaman earthquake.

Chapter 4 presented a novel normal mode technique for thdtsimeous determina-
tion of fault geometry, moment magnitude and spatio-temlpapture characteristics of
unilateral earthquakes (rupture length and duration). I&\iir rupture length and du-
ration determinations have some similarities to previduslies, notably to the work of

Lambotteet al. (2006, 2007), we do not fix the fault geometry or the seismicriat,
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but we allow all parameters to vary in the inversions. Furniwe, the use of a 3-D Earth
model for the forward modelling, allows us to better corigtthe source models (Ferreira
and Woodhouse, 2006), and hence, yield more realistictsesgynthetic tests showed that
rupture duration determinations are relatively insewsitdo data noise and to errors in the
earthquake location and origin time, but that they are gisoaffected by unmodelled 3-D
Earth structure. On the other hand, rupture length detextioims are strongly affected by
all these factors, showing that accurate rupture lengilmasts based on our technique
may only be achieved for very large magnitude earthquakés & 8.8) for which very
high quality, low-noise data are available. Indeed, ruptduration and length estimates
obtained in Chapter 5 for various real earthquakes are stemsiwith results from exist-
ing studies for the well studied 2004 Sumatra-Andaman gqastke (e.g., Néet al., 2005;
Ammon et al,, 2005; Kriiger and Ohrnberger, 2005; Tsaial, 2005; Lambottect al.,
2006, 2007; Vallee, 2007), and for the 2011 Tohoku eartkge.g., Hondat al., 2011;
Wang and Mori, 2011; Lagt al, 2011; Yoshideet al, 2011; Yagi and Fukahata, 2011b),
constraining their average rupture velocities to 2.5 km&&05 km/s, respectively.
Synthetic tests in Chapter 4 revealed an expected tradebifeen the seismic mo-
ment (and hencé/,,,) and the fault dip angle (Kanamori and Given, 1981), whigheaps
clearly in our tradeoff plots (see Chapter 4 and Appendixi&)hlighting the difficulty
in estimating these source parameters for shallow earkeguahen using only normal
mode data. Similar results were found in applications tbeaehquakes (see Chapter 5).
When systematically comparing our results for the five sinalhrust earthquakes con-
sidered in Chapter 5 with other source models, such as GCRARDEC and WCMT
(see Tables 5.3 — 5.9), we find that our moment magnitudesftam slightly larger than
in other studies, notably for the 2005 Nias and 2007 Beng&afthquakes (Figure 5.17).
Finally, synthetic tests on artificial thrust earthquakesspnted in Chapter 4, showed
the existence of a tradeoff between strike and rake. In asfitour synthetic tests for a
strike-slip artificial earthquake showed a dip — rake tréidetradeoff plots for the real
earthquakes studied in Chapter 5 also showed the strikee-trateoff, except for the
2007 Bengkulu earthquake (Appendix D). The strike — rakeeinéf was also observed in
the case of the deep, nearly horizontal fault, 2013 Okhoeskeéarthquake (Figure 5.13)

since it is rather a geometric tradeoff of shallow dippinglt® due to the fact that strike
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and rake are poorly constrained and mutually correlatednirmaner that their difference
is constant (Haet al., 2011, 2013).

Nevertheless, despite existing tradeoffs, our syntheststand tests with real earth-
quakes showed that source models obtained using ultrarEguéncy normal mode data
alone, yield source parameter uncertainties comparabtenatler to those reported in
other studies (e.g., Ferreira and Woodhouse, 2006; Higdifgttir and Ekstrom, 2010).
Hence, we showed clearly that despite being very low-fraquehis totally independent
data can constrain various source parameters well. Egistinleoffs are recognised and
discussed, in comparison with other data types which alew stadeoffs, and unlike our
study, are rarely thoroughly studied. Furthermore, uadsies over all source parameters

are reported in a systematic way.

6.3 Importance of 3-D structure

The assumed Earth structure is a key consideration in seismirce studies as it can
strongly influence the retrieved source models (Ferreich\&odhouse, 2006). Long-
period body wave source studies based on teleseismic datpi¢antral distance of 30—
9(r) often use simplified 1-D Earth models (e.g. Hartzell and, 1i®95; Yamanaka and
Kikuchi, 2003; Valléeet al,, 2011), since the turning points of the seismic phases donsi
ered (e.g.,P, PcP, S, ScS) are in the lower mantle, where the Earth’s structure is-rela
tively simple. In contrast, surface waves are sensitivdvéouppermost part of the Earth
(crust and upper mantle), which is highly laterally hetemgpus. Ferreira and Wood-
house (2007) found that local structure at the source cattadurface wave amplitude
variations, while path effects are responsible for phaseraties. Therefore, 3-D Earth
models are preferred for source studies using surface wavgsEkstromet al,, 2012).
Normal modes are highly sensitive to 3-D Earth’s structwigh different modes being
sensitive to different parts of the Earth’s interior. Ndyakow angular order fundamental
spheroidal modes (such as those used in this thesis) aréweetswhole mantle struc-
ture, while higher angular order fundamental spheroidadl@scare more sensitive to up-
per mantle structure. More specifically, the phase speétnaronal modes is particularly
sensitive to 3-D Earth structure.

Since normal mode coupling in the frequency range 0—1 mHzaimign controlled
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by the Earth’s rotation and ellipticity, not by Earth’s stture (e.g. Masterst al.,, 1983;
Zurn et al,, 2000), one might expect no significant discrepancies leriwmrmal mode
solutions obtained using 1-D and 3-D Earth models. Howesygrthetic tests presented
in Chapter 4 showed that the use of the 1-D PREM model in irmessbhased on input
synthetic data calculated for a 3-D Earth model leads totanbal underestimations of
rupture duration and length. Moreover, neglecting the 3&tfEstructure leads to larger
errors in fault geometry andl/,, than other sources of uncertainties, such as noise in the
synthetic data and spatio-temporal location errors. Momgortantly, the largest errors
due to the use of 1-D structure are observed for rake angtdapty because for the
shallow earthquakes tested in Chapter 4, the dip-slip coemqts of the moment tensor,
which are very sensitive to the fault dip and rake anglesdéfieult to constrain using
long-period data (e.g., Dziewons#ial., 1981; Kanamori and Given, 1981). However, the
source inversion errors found in this study due to unmoddtarth’s structure are similar
or smaller than uncertainties from source inversions usihgr data types and methodolo-
gies reported in other previous studies (Ferreira and Woast 2006; Hjorleifsdottir and
Ekstrom, 2010; Ferreirat al,, 2011). The incorporation of 3-D mantle structure (model
SAW12D) in our inversions carried out for the real earthgsakonsidered in Chapter
5 leads to source parameter estimates which are in goodrnagneéevith source models
reported by routine source techniques, such as GCMT, WCNCRRDEC and other
source models from individual studies (see details in Girept In addition, bulk rupture
characteristics and average rupture velocities of the ZfMatra-Andaman earthquake
(2.5 km/s) and the 2011 Tohoku earthquake (3.05 km/s) arecenbtrained. Further-
more, this study gives the first purely normal mode sourceahofdTohoku earthquake,
notably of rupture duration and length.

One potential limitation of this work may be the neglectirf@eD anelasticity in the
normal mode coupling (e.g., Millot-Langet al., 2003). However, this effect is strong for
modes with almost overlapping degenerate eigenfrequeiidieodhouse, 1980), such as
the 351 —1 S3 supermultiplet used in point source inversions, and, mmigortantly, in
PKIK P —equivalent inner core modes (Tromp and Dahlen, 1990; Avele¢al., 2006),
which are not considered in this study. For the rest of theamaged in the inversions

presented in Chapters 4 and 5, lateral variations in quiaitors of the spherical model
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PREM should not have a substantial effect.

6.4 Source parameter uncertainties

Quantitative knowledge of source parameter uncertaigi&sy for meaningful applica-
tions of earthquake source models, from their use in dynaugture simulations (e.g.,
Aochi and Ide, 2011), to Coulomb stress transfer (e.g., Tetdal., 2011) and seismic
hazard assessment studies. As discussed previouslyplgossirces of uncertainty in
earthquake source parameter determinations includesarrtiie data, such as instrument
miscalibrations and high noise levels, errors in the maugltiue to unmodelled Earth
structure and/or to the use of approximate forward modgté@chniques.

Helffrich (1997) presented a statistical analysis of errior CMT inversions, while
Ferreira and Woodhouse (2006) quantified errors in CMT soparameter determina-
tions due to the use of different forward modelling theoaesl models of Earth struc-
ture. Moreover, Hjorleifsdottir and Ekstrom (2010) exsively tested the robustness of
the GCMT method and quantified expected errors in sourcarpess due to Earth’s
structure uncertainties and data noise. Significant diffees between source parame-
ters obtained using INSAR and seismic data have been repoyt¥/estonet al. (2011,
2012), and Ferreirat al. (2011) tested INSAR source models through comparisons with
seismic solutions obtained using a variety of 3-D Earth n®dad two different forward
modelling techniques. Earthquake source validation tests systematic comparisons
between SCARDEC source models, existing catalogues @@MT, WCMT), source
studies in the literature and geophysical constraintsb(Sth Hayeset al, 2012) have
been presented and discussed in Chapter 3. In additionlasitai Hjorleifsdottir and
Ekstrom (2010), the new normal mode source inversion fgalenpresented in Chapter
4 has been tested against the effects of unmodelled Eafth&tige, noise in synthetic
data, spatio-temporal location errors and neglectingefisiturce effects.

Currently there are increased efforts to understand, duamtd systematically report
uncertainties in source parameters. For example, Vatlae(2011); Valentine and Tram-
pert (2012) developed heuristic, practical schemes forcgonnodel uncertainty quantifi-

cations based on numerical experiments. Moreover, soneatrstudies have addressed
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uncertainties due to both data and modelling errors by &#log a more realistic co-
variance matrix and taking into account prior constraietg.( Yagi and Fukahata, 2011a;
Duputelet al, 2012a). In this thesis a heuristic approach is used to astimarthquake
source parameter uncertainties. Specifically, normal nmaesions carried out in Chap-
ters 4 and 5 used a misfit threshold criterion to quantify taggties over the optimal
source parameters, similar to the approaches used bye\@lkd. (2011); Valentine and
Trampert (2012). Our uncertainty approach which is an iragfyve computationally pro-
cedure, although not a proper statistical calculation afrer gives an estimation of the
technique’s resolution, and maps the sensitivity of nonmadle data to changes in source

parameters.

6.5 Conclusions

The giant 2004V/,, 9.3 Sumatra-Andaman earthquake re-sparked the interasiraf the
Earth’s free oscillations in earthquake source studiesvéver, previous studies focused
mostly on magnitude determinations (Patlal., 2005; Stein and Okal, 2005) or kinematic
spatio-temporal parameters (Lambotteal, 2006, 2007) using a fixed fault geometry.
Furthermore, issues such as the influence of 3-D Earth steyatoise in data, parameter
trade-offs and non-uniqueness in normal mode source ioversave not been previously
fully investigated.

In this thesis we started by carrying out validation testa oédcent body-wave source
inversion technique (the SCARDEC method) using: (i) inchefemt normal mode data;
and, (ii) accurate purely numerical modelling of body watasing 3-D Earth struc-
ture into account. We showed that SCARDEC source paramexgigain independent
long-period, normal mode data reasonably well. Accuratevdod modelling of body
waves taking into account lateral variations in Earth’sstrand mantle showed that the
SCARDEC dip angles explain body wave data as well or slighgyer than GCMT. Com-
parisons of SCARDEC dip angles with values from other irdiral earthquake studies
and with subduction slab geophysical constraints showsa algood agreement. Com-
paring realistic source time functions obtained by SCARD/#D source duration esti-
mates from other individual earthquake studies suggestSBARDEC enables the rapid

identification of classical tsunami earthquakes with arloosly large source durations
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compared to their magnitudes, potentially complementagxisting routine ocean-wide
tsunami warning techniques.

Next we developed a new Monte Carlo normal mode earthqualteeesanversion
technique for the simultaneous determination of the rgptluration, length)M,,, fault
strike, dip and rake of large magnitude earthqualdds (> 8.0) with unilateral rupture.
Forward modelling of normal mode spectra is carried usinghiei Order Perturbation
Theory (HOPT) which enables the incorporation of Earthition, ellipticity and 3-D
structure in the calculations. The optimisation is cared using the Neighbourhood
Algorithm, which explores the model space and allows us ¢émtifly source parameter
tradeoffs and quantify uncertainties in both an heuristitt astatistical manner. Synthetic
experiments investigating the effects of finite ruptureisedn the data, uncertainties in
Earth’s structure and spatio-temporal location errorfigngource inversions, emphasised
the importance of taking into account realistic Earth’sisture, notably for rupture dura-
tion and length determinations. In addition, importandéaffs (moment magnitude — dip
angle, strike —rake) have been observed, suggesting teaangles may show substantial
errors (up to 29%). Application of our new technique to real earthquake ndmmade data
for five shallow subduction earthquakes (204, 9.3 Sumatra-Andaman, 2003, 8.6
Nias, 2007M,, 8.5 Bengkulu, 20107, 8.8 Chile, 2011M,, 9.1 Tohoku) and the recent,
nearly horizontal fault, deep, 2018/, 8.3 Okhotsk Sea earthquake showed an over-
all good agreement between source models obtained frontetttigique and those from
existing catalogues (GCMT, WCMT, SCARDEC) and other indiidl studies. Further-
more, we obtained spatio-temporal constraints (ruptungtteand duration) consistent
with those of Lambottest al. (2006, 2007) for the 2004 Sumatra-Andaman earthquake
and we presented the first bulk rupture characteristicsher2011 Tohoku earthquake
obtained from normal mode data, suggesting a rupture tinbbfs and a fault length
of 461 km, highlighting the compact character of the eardkgls source compared to its
magnitude.

Overall, we have shown that the low-frequency Earth’s nbmades excited by large
magnitude earthquakes can be a robust, independent totidoralidation of existing
source models and the determination of earthquake sourampters and their bulk rup-

ture characteristics, notably average rupture velocihe [Rtter is an important dynamic
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source parameter that is not very easy to determine usirgy atlethods, as it's often
strongly affected by constraints and assumptions in sliprgions (e.g., assumptions of
constant rupture velocity), so it is important to obtainrtindependent ways. More-
over, our results have shown that, for the earthquakesestuatid for the frequency range
considered, the source models are not frequency-deperadsabject currently in debate
(Koperet al,, 2012; Kiser and Ishii, 2011). Despite requiring very higltality long con-
tinuous time series and being associated with various squatameter tradeoffs, this the-
sis showed that low-frequency normal mode data are compi@meto other data types
used in routine source studies, especially for earthquakisanomalously long source

duration or slow slip, which may be undetected by existirupibéques.

6.6 Future work

The work carried out in this thesis can potentially be furttxpanded in several ways, as

follows:

¢ Bilateral rupture modelling of the initial phase could bedstigated through syn-
thetic tests prior to real earthquake applications. Theectirmodelling algorithm
could be expanded by including two fault segments with oppasipture direc-
tion, allowing for a time delay between their rupture irtiba. This yields a nine-
dimensional parameter space with the three additionalnpetexs being a second
fault segment rupture duration and length, and the delag ietween rupturing of
the different direction fault segments. This can be donedigutating two initial
phases, each one corresponding to different fault segmétagvever, Lambotte
et al. (2007) who studied the bilateral rupture of the 2005 Niasheiake, stated
that the two opposite direction rupture segments will tendancel each other, and
the use of long-period normal mode data does not provide ginoesolution to
allow their length identification, due to a tradeoff betwdba lenghts of the two

segments.

e Inthe current version of our normal mode technique a searehaoparameter space
for fault geometry and seismic moment is carried out, assgnai pure double-

couple mechanism. An inversion of five independent momergaiecomponents
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could be carried out instead still assuming a source typk mdtvolume change
(M, + Mgg + My, = 0), but allowing for a non-double-couple mechanism. This
would require a different parameter space definition bycseag over the moment
tensor components, rather than searching over the actuetesparameters. As
a consequence, uncertainties would not refer directly twcgoparameters but to
moment tensor components. Similarly, any tradeoffs olgseamongst source pa-
rameters in the current study, may not appear between madevestr components

as the latter are defined by more than one parameter.

o It would be useful to test different 3-D Earth mantle and talsmodels and, impor-
tantly, to address the issue of attenuation (Q) by using@udfft 1-D Q models and
by incorporating a 3-D anelasticity model into the modejlifF-rom our synthetic
tests we showed that initial phase estimates, and hendereuwfuration and length
determinations are very sensitive to uncertainties in theh structure. The use
of higher resolution 3-D models, such as S20RTS (Ritsetaa, 1999), would be a
significant improvement to our technigque. Moreover, theafbf the Earth’s crust
could also be studied by incorporating CRUST2.0 model (Bastal., 2000) in
the theoretical normal mode spectra calculations. Sincg leag time-series (up
to 20 days) are used in our inversions, it is straightforward¢onsider the great
importance of attenuation which affects the amplitudesiebtetical normal mode
spectra calculations. Bearing in mind that our misfit fumttiised by our inversion
technique, depends strongly on the amplitude of the spétiseexpected to affect
directly the moment magnitude determinations, and givehei/,, — dip tradeoff,
the dip angle determinations, too. In its current form, @mehhique uses normal
mode gaulity factors based on 1-D PREM model. Although nbmzde quality
factor measurements are not an easy task, and differentlsnofien show large
discrepancies, a 3-D anelasticity model, such as QR19 (Rowiaz, 1995), could

potentially improve the robustness of our technique.

e The addition of other data types to the inversions such agpamiod body and sur-
face waveforms could potentially yield more robust resulforeover, the incor-

poration of other data types could be combined with a seanchentroid location
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parameters and it could strengthen the robustness of napleloouple mecha-
nism determinations (Hjorleifsdottir and Ekstrom, PD1The determination of an
earthquake’s location is a non-linear problem, which isallgwsolved in a least-
squares inversion. However, the use of the Neighbourhogadr&hm which per-
forms a global search of the parameter space, could enabldetiermination of
the earthquake’s location and depth using pre-calculageakeks within some space
boundaries. The use of long-period normal mode data alameptihave enough
resolution to robustly determine the depth of an earthqegpecially for shallow
depth earthquakes), thus, the incorporation of surfacéoabddy wave data in our

inversions would overcome this limitation.

The source model uncertainty estimations using our norntalannversion tech-
nique could be expanded by using the second stage of the righood Al-

gorithm (Sambridge, 1999b). The ensemble of models alredgrmined can
be analysed in a quantitative manner, by calculating Bayesitegrals and thus,
the posterior probability density functions through Moefterlo integration. This
would provide more quantitative measures of uncertaiggplution and tradeoffs

of the source parameters.
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Table A.1: SCARDEC source parameters of the subduction earthqualkdiegt(strike -, dip -

4, rake -\, moment magnitude A7, depth -Z) and their uncertainties for dip anglA{), depth
(AZ) and moment magnitude\(M,,). The index numbers correspond to the earthquakes’ GCMT
codes (see chapter 3).

Index ¢ 1) Ad A Z AZ M, AM,,
1 2255 294 28.4-304 97.0 419 389-449 750 7.50-7.51
2 2717 79 69-119 851 140 0.0-350 7.74 7.59-7.77
3 180.1 145 135-165 66,9 27.1 189-354 7.71 7.67-7.77
4 199 251 24.1-26.1 1153 25,5 21.8-29.3 8.08 8.06-8.10
5 310.8 21.3 193-233 999 142 0.0-157 7.85 7.83-7.86
6 2414 203 17.3-24.3 1187 165 0.0-21.0 7.89 7.86-7.94
7 177 161 12.1-20.1 381 275 19.2-357 7.61 7.60-7.68
8 859 135 105-165 459 123 0.0-13.8 8.15 8.13-8.17
9 318.8 15.0 12.0-17.0 66.6 123 0.0-13.8 752 7.50-7.53
10 271.4 265 235-305 1146 158 0.0-23.3 7.88 7.82-7.92
11 3114 292 242-342 557 286 21.8-353 7.80 7.77-7.84
12 226.1 198 17.8-21.8 99.7 281 206-356 7.87 7.85-7.91
13 300.1 26.9 229-309 535 349 274-424 837 8.36-8.40
14 3072 218 20.8-23.8 534 259 184-334 754 7.50-7.59
15 297.3 327 29.7-357 514 278 20.3-353 7.48 7.45-751
16 98.2 452 422-472 279 123 0.0-123 752 7.52-7.53
17 2999 245 215-265 939 318 243-39.3 7.36 7.33-7.40
18 256.0 21.4 19.4-23.4 133.8 35.1 27.6-42.6 8.12 8.10-8.16
19 2985 257 21.7-29.7 1420 18.1 136-241 7.76 7.72-7.80
20 63.8 248 20.8-288 87.1 146 0.0-19.1 7.61 7.59-7.64
21 3175 131 11.1-151 947 26.8 185-35.0 8.52 8.47-8.56
22 2816 128 9.8-168 86.2 123 0.0-22.8 7.80 7.72-7.80
23 216.3 127 9.7-16.7 958 123 0.0-13.8 8.36 8.33-8.37
24 316 376 346-40.6 1053 131 0.0-176 7.57 7.56-7.58
25 301.7 30.1 271-33.1 630 183 13.8-228 8.11 8.08-8.15
26 3153 20.3 18.3-243 544 246 178-31.4 817 8.14-8.20
27 3335 158 12.8-19.8 1147 175 0.0-25.0 8.43 8.38-8.48
28 13.7 28.1 27.1-29.1 111.2 49.1 446-53.6 7.73 7.72-7.75
29 103.3 27.7 25.7-30.7 63.0 140 0.0-170 7.62 7.60-7.64
30 350 318 26.8-358 1444 255 188-323 7.72 7.70-7.76
31 26.4 18.2 15.2-22.2 119.4 27.0 20.3-33.8 8.79 8.77-8.82
32 303.8 13.3 11.3-153 81.7 233 158-30.8 7.73 7.68-7.79
33 3204 85 75-95 959 123 0.0-123 7.84 7.84-7.84
34 187.0 109 8.9-13.9 708 124 0.0-16.9 9.11 9.06-9.11




Table A.2: Numerical results of the misfit analysis for the GCMT and SOET techniques. Amplitude msfimimpl_, real and imaginary FFT part misfitsfze/jm and

the number of stations used at each component are shown.

Earthquake/Component m?,,,,, ™" A, D TP mE T mb 1, " PP Number of stations
1997 Kamchatka (LHZ) 0.3118 0.3092 0.7095 0.7645 20
1997 Kamchatka (LHT) 0.5507 0.5567 1.0607 0.8431 10
2009 New Zealand (LHZ) 0.3416 0.3662 0.7236 0.7599 18
2009 New Zealand (LHT) - - - - 8
2010 N. Sumatra (LHZ) 0.3312 0.3689 0.7465 0.7109 17
2010 N. Sumatra (LHT) - - - - 9
1996 Minahassa (LHZ) 0.3154 0.3429 0.7544 0.6700 20
1996 Minahassa (LHT) - - - - 4
1996 Andreanof (LHZ) 0.3088 0.3359 0.7086 0.7860 13
1996 Andreanof (LHT) 0.6056 0.6500 1.0236 1.0220 10
1995 Kuril (LHZ) 0.2777 0.3601 0.7197 0.8291 17
1995 Kuril (LHT) - - - - 8
1995 Jalisco (LHZ) 0.2893 0.3217 0.9217 1.1523 20
1995 Jalisco (LHT) 0.5637 0.5462 0.9311 0.9819 10
2007 Peru (LHZ) 0.2612 0.2621 0.6613 0.7602 20
2007 Peru (LHT) 0.4822 0.4251 0.8285 0.8555 10
1995 Chile (LHZ) 0.2616 0.2176 0.6047 0.6420 17
1995 Chile (LHT) 0.3886 0.3637 0.7454 0.7847 10
2007 Solomon (LHZ) 0.2855 0.3156 0.8634 0.8593 17
2007 Solomon (LHT) 0.3375 0.3390 0.8296 0.8357 10
2003 Hokkaido (LHZ) 0.3051 0.3298 0.9318 0.9692 20
2003 Hokkaido (LHT) 0.5334 0.5582 0.9918 0.9604 10
2001a Peru (LHZ) 0.2405 0.2709 0.7619 0.8438 18
2001a Peru (LHT) 0.4366 0.4075 0.8312 0.8265 10
2007 Sumatra (LHZ) 0.3842 0.3812 0.8956 0.8928 20
2007 Sumatra (LHT) 0.5168 0.5283 1.0282 0.9645 10
2005 Sumatra (LHZ) 0.2427 0.2623 0.6697 0.7408 20
2005 Sumatra (LHT) 0.4274 0.4547 0.8750 0.9211 13

€LT
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Table A.3: GCMT and SCARDEC source models compared with WCMT and oth#nce models
found in the literature for the 22 earthquakes with subghudip angle differences studied in

Chapter 3.

1994 Honshu

Study (%) 6(%) X(°) M, Depth (km) Data
GCMT 179.0 12.0 67.0 7.7 27.7 Mantle waves
SCARDEC 180.1 145 669 7.7 27.1 Body waves
WCMT 178.2 16.9 64.1 7.7 - W-phase
Taniokaet al. (1996) 180.0 9.0 75.0 - 22.0 Body waves
Satoet al. (1996) 155.0 13.0 45.0 - - Body waves
1995 Chile
Study o(°) 0(°) A(°) M, Depth (km) Data
GCMT 354.0 22.0 87.0 8.0 28.7 Mantle waves
SCARDEC 19.9 25.1 1153 8.1 25.5 Body waves
WCMT 14.7 17.2 1171 8.1 - W-phase
Ruegget al. (1996) 8.0 18.0 1100 7.2 31.0 Body waves
Ruegget al. (1996) - 20.0-24.0 113.0 8.2 - GPS data
Delouiset al. (1997) 3.0 17.0 97.0 - 35.0 Body waves
Carloet al. (1999) - 22.0 116.0 8.1 21.0-31.0 Surface waves
Ihmlé and Ruegg (1997) - - - 8.0 - Surface waves & Geodeti dat
Klotz et al. (1999) - - 1140 8.1 35.0 GPS data
1995 Jalisco
Study o(°) 0(°) A(°) M, Depth (km) Data
GCMT 302.0 9.0 92.0 8.0 15.0 Mantle waves
SCARDEC 310.8 21.3 999 7.9 14.2 Body waves
WCMT 291.4 15.8 684 7.9 - W-phase
Escobedet al. (1998) 306.0 26.0 940 75 24.0 Body waves
Mendoza and Hartzell (1999) - - - 7.9 - Body waves
Ortiz et al. (1998) - - - 7.9 - Tsunami data
Zobin (1997) - - - 7.8 12.0-15.0 Body waves
Melbourneet al. (1997) - - - - 15.0 GPS
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1995 Kuril
Study o(°) 4(°) A°) M, Depth(km) Data
GCMT 2250 120 950 7.9 25.9 Mantle waves
SCARDEC 2414 203 1187 7.9 16.5 Body waves
WCMT 230.1 189 1032 7.8 - W-phase
Hasegawat al. (1994) - 30.0 - - - Earthquakes’ relocation
1996 Minahassa
Study o(°) 4(°) A°®) M, Depth(km) Data
GCMT 36.0 6.0 54.0 7.9 15.0 Body & Mantle waves
SCARDEC 17.7 161 38.1 7.6 27.5 Body waves
WCMT 464 89 729 77 - W-phase
GoOmezet al. (2000) 53.0 7.0 68.0 7.6 16.0 Body waves
ERI 350 140 580 74 49.0 Surface waves
1996 Andreanof
Study o(°)  §(°) A(C°) M, Depth (km) Data
GCMT 2480 170 840 7.9 29.0 Mantle waves
SCARDEC 2714 265 1146 7.9 15.8 Body waves
WCMT 2580 212 1032 7.9 - W-phase
Kisslinger and Kikuchi (1997) - - - 7.7 35.0-55.0 Body waves
1997 Kamchatka
Study o(°)  §(°) A(C) M, Depth (km) Data
GCMT 202.0 23.0 74.0 7.8 33.6 Body & Mantle waves
SCARDEC 226.1 198 99.7 7.9 28.1 Body waves
WCMT 201.1 190 744 7.9 - W-phase
Zobin and Levina (2001) - - - 7.8 - Body waves
2001a Peru
Study o(°)  4(°) A(C°) M, Depth (km) Data
GCMT 310.0 18.0 63.0 8.4 29.6 Mantle waves
SCARDEC 300.1 269 535 84 34.9 Body waves
WCMT 3173 16.0 720 84 - W-phase
Bilek and Ruff (2002) 310.0 23.0 75.0 8.5 33.0 Body waves
Giovanniet al. (2002) - - - 8.2 25.0 Body waves
Taveraet al. (2006) - 28.0 - 8.1 29.0 Body waves
Robinsoret al. (2006) 311.0 120 68.0 8.4 - Surface waves
Robinsoret al. (2006) 301.0 140 440 85 - Mantle waves

Jordaret al. (1983) - 30.0 - - - Seismological & Geological data
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2001b Peru
Study o(°) 6(°) A(°) M, Depth (km) Data
GCMT 306.0 14.0 52.0 7.6 25.0 Body & Mantle waves
SCARDEC 307.2 21.8 534 75 25.9 Body waves
WCMT 323.3 13.8 742 7.6 - W-phase
2002 Mindanao
Study o(°) 0(°) A(°) M, Depth (km) Data
GCMT 314.0 25.0 70.0 7.5 28.7 Body & Mantle waves
SCARDEC 297.3 32.7 51.4 7.5 27.8 Body waves
WCMT 309.0 30.0 581 7.5 - W-phase
2002 New Guinea
Study (%) 6(%) X(°) M, Depth (km) Data
GCMT 106.0 34.0 43.0 7.6 19.5 Body & Mantle waves
SCARDEC 98.2 45.2 279 75 12.3 Body waves
WCMT 126.0 24.9 78.8 7.5 - W-phase
2003 Jalisco
Study (%) 6(%) X(°) M, Depth (km) Data
GCMT 308.0 12.0 1100 7.5 26.0 Body & Mantle waves
SCARDEC 299.9 245 939 74 31.8 Body waves
WCMT 294.2 20.8 80.2 74 - W-phase
Yagi et al. (2004) 300.0 20.0 93.0 7.5 - Body waves
2003 Hokkaido
Study (%) 6(%) X(°) M, Depth (km) Data
GCMT 250.0 11.0 132.0 83 28.2 Mantle waves
SCARDEC 256.0 21.4 1338 8.1 35.1 Body waves
WCMT 245.4 15.6 125.3 8.2 - W-phase
Ito et al. (2004) 246.0 16.0 1240 7.9 29.0 Body waves
Yagi (2004) 250.0 20.0 130.0 17.0 8.1 Body waves
Hondaet al. (2004) 246.0 18.0 127.0 8.2 29.0 Strong motion data
Miyazaki et al. (2004) - - - 8.1 - GPS
Koketsuet al. (2003) - - - 8.2 - Strong motion & Geodetic data
Yamanaka and Kikuchi (2003) 230.0 20.0 109.0 8.0 25.0 Bodyewa
Miura et al. (2004) - - - 8.2 - GPS
Katsumataet al. (2003) - 20.0-30.0 - - - Earthquakes’ relocation
Hasegawat al. (1994) - 30.0 - - - Earthquakes’ relocation
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2003 Rat Islands
Study (%) 6(°) A(°) M, Depth (km) Data
GCMT 280.0 19.0 1220 7.8 21.7 Body & Mantle waves
SCARDEC 298.5 25.7 1420 7.8 18.1 Body waves
WCMT 285.9 21.1 1255 7.7 - W-phase
Yagi (2003) 270.0 6.0 116.0 7.8 12.0 Body waves
2005 Sumatra
Study (%) 6(°) A(°) M, Depth (km) Data
GCMT 333.0 8.0 118.0 8.6 25.8 Mantle waves
SCARDEC 317.5 13.1 947 85 26.8 Body waves
WCMT 333.2 12.3 1145 8.5 - W-phase
Bukchin and Mostinskii (2007) 315.0 10.0 90.0 8.6 8.0-10.0 urf&e waves
Koncaet al. (2007) - 10.0 - 8.6 - Normal modes/GPS
Hsuet al. (2006) - 8.0-12.0 - - 22.0 GPS
Kreemeret al. (2006) - - - 8.4 - GPS
2007 Solomon
Study (%) 6(°) A(°) M, Depth (km) Data
GCMT 333.0 37.0 121.0 8.1 14.1 Body, Surface & Mantle waves
SCARDEC 301.7 30.1 63.0 8.1 18.3 Body waves
WCMT 322.4 30.0 101.3 8.1 - W-phase
Yagi (2007) 300.0 19.0 - - - Body waves
Ji (2007) 305.0 25.0 - - - Body waves
Taniokaet al. (2007) 315.0 35.0 - - - Deformation data
Chenet al. (2009) - 29.0 - - - Geodetic data
2007 Peru
Study (%) 6(°) A(°) M, Depth (km) Data
GCMT 321.0 28.0 63.0 8.0 33.8 Body, Surface & Mantle waves
SCARDEC 315.3 20.3 544 8.2 24.6 Body waves
WCMT 324.7 14.0 63.8 8.2 - W-phase
Hébertet al. (2009) 343.0 39.0 97.0 8.0 40.0 Mantle waves (PDFM)
Hébertet al. (2009) - - - 8.0 - Body waves
Hébertet al. (2009) - - - 8.0 - Tsunami data
Biggset al. (2009) 324.0 22.0 68.0 8.0 - Surface waves
Biggset al. (2009) 324.0 12.0 70.0 8.0 - Body waves
Biggset al. (2009) - - - 8.2 - INSAR
Motaghet al. (2008) - - - 8.1 - INSAR
Jordaret al. (1983) - 30.0 - - - Seismological & Geological data
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2007 Sumatra
Study o(°)  4(°) A(°) M, Depth(km) Data
GCMT 328.0 9.0 1140 8.5 24.4 Body, Surface & Mantle waves
SCARDEC 3335 158 1147 84 17.5 Body waves
WCMT 317.1 136 950 83 - W-phase
Lorito et al. (2008) - - - 8.4 20.0-30.0 Tsunami data
Koncaet al. (2008) - - - 8.4 25.0 GPS, INSAR & Body waves
2007 Chile
Study o(°)  §(°) A(C°) M, Depth (km) Data
GCMT 358.0 20.0 98.0 7.7 37.6 Body, Surface & Mantle waves
SCARDEC 13.7 281 1112 7.7 49.1 Body waves
WCMT 7.2 176 1120 7.8 - W-phase
Delouiset al. (2009) 0.0 20.0 105.0 - - Body waves
Peyratet al. (2010) 358.0 26.0 109.0 - - Body waves
Béjar-Pizarrcet al. (2010) - 22.0 105.0 - - GPS
Béjar-Pizarrcet al. (2010) - 20.0 93.0 - - INSAR
2009 Irian Jaya
Study o(°)  4(°) A() M, Depth (km) Data
GCMT 99.0 23.0 47.0 7.7 15.2 Body, Surface & Mantle waves
SCARDEC 103.3 277 630 7.6 14.0 Body waves
WCMT 102.1 26.3 62.1 7.6 - W-phase
2009 New Zealand
Study o(°)  4(°) X)) M, Depth(km) Data
GCMT 250 26.0 138.0 7.8 235 Body, Surface & Mantle waves
SCARDEC 35,0 318 1444 7.7 25.5 Body waves
WCMT 290 257 1351 7.8 - W-phase
2010 N. Sumatra
Study o(°)  4(°) A(°) M, Depth(km) Data
GCMT 307.0 7.0 88.0 7.8 17.6 Mantle waves
SCARDEC 303.8 133 817 7.7 23.3 Body waves
WCMT 3148 93 976 7.7 - W-phase
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Table B.1: Input source parameters (inp.) and parameter space boesdain. and max.) over strike), dip (0), rake ¢\), moment magnitudel{,,), rupture duration’.)
and length () for the four different earthquakes tested (thrust, stele, normal) in finite source synthetic tests. The par@mgpace ranges)° in strike and rake30° in
dip, 0.6 in moment magnitude, 100 s in rupture duration ar@k?d in length. The same parameter space is used in our pairtesmversion tests for strike, dip, rake and
M,, determinations. Input model beachballs are shown on top.

min. inp. max. | min. inp. max. | min. inp. max. | min. inp. max.
(%) 313.0 343.0 353.0 251.0 281.0 291.0 33.0 43.0 73.0| 352.0 15.0 32.0
0(?) 1.0 6.1 31.0| 59.0 84.0 89.0| 34.0 59.0 64.0| 1.0 18.0 31.0
A(9) 97.0 107.0 137.0f 7.0 170 47.0| -140.0 -115.0 -100.0 95.0 110.0 135.0
M, 9.1 9.3 9.7 7.6 8.1 8.2 7.9 8.1 8.5 8.6 8.8 9.2
T,(s) 455.0 545.0 555.00 0.0 90.0 100.0 0.0 60.0 100.0| 150.0 230.0 250.0
L(km) 1104.0 1140.0 1344.0 2.0 240.0 242. 36.0 220.0 276.0 400.0 600.0 640.0
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Figure B.1: Results from a point source inversion for the artificial 199&arctic plate strike

slip earthquake, using a combination of the amplitude anfl fisfits (97% amplitude and 3%
FFT) using the GCMT location and fault geometry, assumingta tupture duration of 90 s and
rupture length of 240 km, based on the rupture model of Nettial. (1999), as the input model
(p =281°,6 = 84°, A\ = 17°, M, = 8.1, T, = 90 s,L = 240 km). SAW12D 3-D model is used
to build the synthetic data and the excitation kernels: 88)-Hr optimal fit acceleration amplitude
spectra 0f.52, 053 andySy multiplets, (b) optimal source mechanism, (c) optimal acceptable

range of source parameters (acceptable parameters aamcep source models yielding misfit
values not 1% larger than the lowest misfit associated wihotitimal source model), (d) misfit

function evolution.
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Figure B.2: Uncertainties and tradeoffs as shown from ensembles peadoyg Neighbourhood
Algorithm and plotted as pairs of source parameters for xipeement of Figure B.1. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(¢p = 281°,0 = 84°, A = 17°, M,, = 8.1) and red dashed lines correspond to optimal models
determined from the inversions. Meam) @nd standard deviatioa) values are also shown.
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Figure B.3: Results from a point source inversion for the artificial 1998arctic plate strike
slip earthquake, using a combination of the amplitude anfl fisfits (97% amplitude and 3%
FFT) using the GCMT location and fault geometry, assumingta tupture duration of 90 s and
rupture length of 240 km, based on the rupture model of Nettial. (1999), as the input model
(p =281°,6 = 84°, A\ = 17°, M, = 8.1, T, = 90 s,L = 240 km). SAW12D 3-D model is used
to build the synthetic data and the excitation kernels. Whdise is also added to synthetic data:
(a) 480-hr optimal fit acceleration amplitude spectra $f, oS3 andySy multiplets, (b) optimal
source mechanism, (c) optimal and acceptable range ofsparameters (acceptable parameters
correspond to source models yielding misfit values not 1¥elathan the lowest misfit associated
with the optimal source model), (d) misfit function evolutio
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Figure B.4: Uncertainties and tradeoffs as shown from ensembles peady Neighbourhood
Algorithm and plotted as pairs of source parameters for xipeement of Figure B.3. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(¢ = 281°,6 = 84°, A = 17°, M,, = 8.1) and red dashed lines correspond to optimal models
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Figure B.5: Results from a point source inversion for the artificial 1998arctic plate strike
slip earthquake, using a combination of the amplitude anfl fisfits (97% amplitude and 3%
FFT) using the GCMT location and fault geometry, assumingta tupture duration of 90 s and
rupture length of 240 km, based on the rupture model of Nettial. (1999), as the input model
(¢ = 281°,6 = 84°, A = 17°, M, = 8.1, T, =90 s,L = 240 km). SAW12D 3-D model
is used to build the synthetic data and PREM for the excitakiernels: (a) 480-hr optimal fit
acceleration amplitude spectragsfz, (55 ando.Sp multiplets, (b) optimal source mechanism, (c)
optimal and acceptable range of source parameters (abtep@ameters correspond to source
models yielding misfit values not 1% larger than the lowestfinassociated with the optimal
source model), (d) misfit function evolution.
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Figure B.6: Uncertainties and tradeoffs as shown from ensembles peadoyg Neighbourhood
Algorithm and plotted as pairs of source parameters for ipeement of Figure B.5. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 281°,6 = 84°, A = 17°, M,, = 8.1) and red dashed lines correspond to optimal models
determined from the inversions. Meam) @nd standard deviatioa) values are also shown.
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Figure B.7: Results from a point source inversion for the artificial 20Q¥#il normal faulting
earthquake, using a combination of the amplitude and FFTitsm{87% amplitude and 3% FFT)
using the GCMT location and fault geometry, assuming a togature duration of 60 s and rupture
length of 220 km, based on the rupture model of ledyal. (2009), as the input modeb (=
43°,6 = 59°, A = —115°, M, = 8.1, T, = 60 s,L = 220 km). SAW12D 3-D model is used
to build the synthetic data and the excitation kernels: 88)-Hr optimal fit acceleration amplitude
spectra of)S2, ¢S3 andy.Sy multiplets, (b) optimal source mechanism, (c) optimal anckatable
range of source parameters (acceptable parameters aamcep source models yielding misfit
values not 1% larger than the lowest misfit associated witotitimal source model), (d) misfit
function evolution.
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Figure B.8: Uncertainties and tradeoffs as shown from ensembles peadoyg Neighbourhood
Algorithm and plotted as pairs of source parameters for xpeement of Figure B.7. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(¢p = 43°,6 = 59°, A = —115°, M,, = 8.1) and red dashed lines correspond to optimal models
determined from the inversions. Meaw) @nd standard deviatiom) values are also shown.
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Figure B.9: Results from a point source inversion for the artificial 20Q¥#il normal faulting
earthquake, using a combination of the amplitude and FFTits\{87% amplitude and 3% FFT)
using the GCMT location and fault geometry, assuming a togature duration of 60 s and rupture
length of 220 km, based on the rupture model of ledyal. (2009), as the input modeb (=
43°,6 = 59°, A = —115°, M, = 8.1, T, = 60 s,L = 220 km). SAW12D 3-D model is used
to build the synthetic data and the excitation kernels. Whdise is also added to synthetic data:
(a) 480-hr optimal fit acceleration amplitude spectra$f, (S5 andy.Sy; multiplets, (b) optimal
source mechanism, (c) optimal and acceptable range ofsparameters (acceptable parameters
correspond to source models yielding misfit values not 1¥elathan the lowest misfit associated
with the optimal source model), (d) misfit function evolutio
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Figure B.10: Uncertainties and tradeoffs as shown from ensembles pealdoyg Neighbourhood
Algorithm and plotted as pairs of source parameters for xipeement of Figure B.9. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(¢p = 43°,6 = 59°, A = —115°, M,, = 8.1) and red dashed lines correspond to optimal models
determined from the inversions. Meam) @nd standard deviatioa) values are also shown.
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Figure B.11: Results from a point source inversion for the artificial 26Qxil normal faulting
earthquake, using a combination of the amplitude and FFTits\{87% amplitude and 3% FFT)
using the GCMT location and fault geometry, assuming a tofatiure duration of 60 s and rupture
length of 220 km, based on the rupture model of ledyal. (2009), as the input modeb (=
43°,6 = 59°, A\ = —115°, M,, = 8.1, T, = 60 s,L = 220 km). SAW12D 3-D model is used to
build the synthetic data and PREM for the excitation kern@3 480-hr optimal fit acceleration
amplitude spectra ofSs, ¢S3 and .Sy multiplets, (b) optimal source mechanism, (c) optimal
and acceptable range of source parameters (acceptablagiara correspond to source models
yielding misfit values not 1% larger than the lowest misfitoa$sted with the optimal source
model), (d) misfit function evolution.
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Figure B.12: Uncertainties and tradeoffs as shown from ensembles pealdoyg Neighbourhood
Algorithm and plotted as pairs of source parameters fortpeement of Figure B.11. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(¢p = 43°,6 = 59°, A = —115°, M,, = 8.1) and red dashed lines correspond to optimal models
determined from the inversions. Meam) @nd standard deviatioa) values are also shown.




193

data
synthetics

|ra(x,o)|

Best fit model spectra

(b) (c)
180
(d)
Misfit function evolution
6 Ly-norm_ =0.0087636 [ % 2y model
5 *  optimal model
4
-g 3 # of opt. model = 4630

0 0.5 1 15 2
Number of models 4

Best fit model:
Strike = 24.06°
Dip =16.93"
Rake =119.28"

M =882

w

Acceptable range of source parameters:
Strike = 1.85" /27.42°
Dip =7.59 /20.69

Rake =108.20" /119.91
M =876 / 9.02
w

Figure B.13: Results from a point source inversion for the artificial 2@tole thrust earthquake,
using a combination of the amplitude and FFT misfits (97% &g and 3% FFT) using an
artificial unilateral rupture model based on the source mofiBelouiset al. (2010) assuming a
total rupture duration of 230 s and rupture length of 600 ksnthe input modelg = 15°,6 =

18°, A = 110°, M,, = 8.8, T, = 230 s,L = 600 km). SAW12D 3-D model is used to build
the synthetic data and the excitation kernels: (a) 480-timap fit acceleration amplitude spectra
of 452, 053 andySy multiplets, (b) optimal source mechanism, (c) optimal aockatable range
of source parameters (acceptable parameters correspeodrte models yielding misfit values
not 1% larger than the lowest misfit associated with the agitsaurce model), (d) misfit function

evolution.
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Figure B.14: Uncertainties and tradeoffs as shown from ensembles peadoy Neighbourhood
Algorithm and plotted as pairs of source parameters fortpement of Figure B.13. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 15°,6 = 18°, A = 110°, M,, = 8.8) and red dashed lines correspond to optimal models
determined from the inversions. Meam) @nd standard deviatioa) values are also shown.




195

x107 Best fit model spectra

data
synthetics

[ra(x,o)|

(b) (c) Best fit model:
Strike = 16.38"
Dip =13.29°
Rake =113.05"
M =8.87
w
180
(d)
Misfit function evolution
20 Acceptable range of source parameters:
*  any model
skl (optimal madel Ly-norm . = 0.0097432Strike = -0.42" / 18.78"
= Dip =12.21" /16.54°
2 10
=

# of opt. model = 17966 Rake =110.83" /115.42"
M =881 / 889
w

0 0.5 1 1.5 2
Number of models % 10"

Figure B.15: Results from a point source inversion for the artificial 2@Hile thrust earthquake,
using a combination of the amplitude and FFT misfits (97% #&og# and 3% FFT) using an
artificial unilateral rupture model based on the source moftiBelouiset al. (2010) assuming a
total rupture duration of 230 s and rupture length of 600 kenthe input modelg = 15°,0 =
18°, A = 110°, M, = 8.8, T, = 230 s,L = 600 km). SAW12D 3-D model is used to build
the synthetic data and the excitation kernels. White naisalso added to synthetic data: (a)
480-hr optimal fit acceleration amplitude spectrapsh, ¢S5 and .Sy multiplets, (b) optimal
source mechanism, (c) optimal and acceptable range ofsparameters (acceptable parameters
correspond to source models yielding misfit values not 1¥elathan the lowest misfit associated
with the optimal source model), (d) misfit function evolutio
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Figure B.16: Uncertainties and tradeoffs as shown from ensembles peadoyg Neighbourhood
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Algorithm and plotted as pairs of source parameters fortpeement of Figure B.15. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 15°,6 = 18°, A = 110°, M,, = 8.8) and red dashed lines correspond to optimal models
determined from the inversions. Meaw) @nd standard deviatiom) values are also shown.
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Figure B.17: Results from a point source inversion for the artificial 2@tole thrust earthquake,
using a combination of the amplitude and FFT misfits (97% &g and 3% FFT) using an
artificial unilateral rupture model based on the source moftiBelouiset al. (2010) assuming a
total rupture duration of 230 s and rupture length of 600 ksnthe input modeld = 15°,6 =
18°, A = 110°, M,, = 8.8, T, = 230 s,L. = 600 km). SAW12D 3-D model is used to build the
synthetic data and PREM for the excitation kernels: (a) BBOptimal fit acceleration amplitude
spectra 0f.52, 053 andySy multiplets, (b) optimal source mechanism, (c) optimal acckeptable
range of source parameters (acceptable parameters aamcep source models yielding misfit
values not 1% larger than the lowest misfit associated wehogitimal source model), (d) misfit
function evolution.
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Figure B.18: Uncertainties and tradeoffs as shown from ensembles peadoy Neighbourhood
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Algorithm and plotted as pairs of source parameters fortpeement of Figure B.17. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 15°,6 = 18°, A = 110°, M,, = 8.8) and red dashed lines correspond to optimal models
determined from the inversions. Meaw) @nd standard deviatiom) values are also shown.
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Figure C.1: Results from a finite source inversion for the artificial 199&arctic plate strike
slip earthquake, using a combination of the amplitude ant fisfits (97% amplitude and 3%
FFT) using the GCMT location and fault geometry, assumingtal tupture duration of 90 s
and rupture length of 240 km, based on the rupture model alédedt al. (1999), as the input
model ¢ = 281°,§ = 84° A = 17°, M,, = 8.1, T, =90 s,L = 240 km). SAW12D 3-D
model is used to build the synthetic data and the excitatesndds. White noise is also added to
synthetic data: (a) 480-hr optimal fit acceleration ampgktspectra ojsg’ﬂ’ﬂ andyS§ singlets,

(b) optimal source mechanism, (c) optimal and acceptablgeraf source parameters (acceptable
parameters correspond to source models yielding misfitegalyp to 1% larger than the lowest
misfit associated with the optimal source model), (d) misifitdtion evolution.
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Figure C.2: Uncertainties and tradeoffs as shown from ensembles peadoy Neighbourhood

Algorithm and plotted as pairs of source parameters forxpeement of Figure C.1. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 281°,6 = 84°, A\ = 17°, M,, = 8.1, T, = 90 s, L = 240 km) and red dashed lines
correspond to optimal models determined from the invessidviean f;) and standard deviation

(o) values are also shown.
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Figure C.3: Results from a finite source inversion for the artificial 199&arctic plate strike
slip earthquake, using a combination of the amplitude ant fisfits (97% amplitude and 3%
FFT) using the GCMT location and fault geometry, assumingta tupture duration of 90 s and
rupture length of 240 km, based on the rupture model of Nettial. (1999), as the input model
(¢ = 281°,6 = 84°, A = 17°, M, = 8.1, T, =90 s,L = 240 km). SAW12D 3-D model
is used to build the synthetic data and PREM for the excitakiernels: (a) 480-hr optimal fit
acceleration amplitude s;pectra(;:ﬂ‘g’ﬂ’i2 and,S§ singlets, (b) optimal source mechanism, (c)
optimal and acceptable range of source parameters (abbep@ameters correspond to source
models yielding misfit values up to 1% larger than the loweisfitrassociated with the optimal
source model), (d) misfit function evolution.
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Figure C.4: Uncertainties and tradeoffs as shown from ensembles peadoy Neighbourhood

Algorithm and plotted as pairs of source parameters forxpeement of Figure C.3. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 281°,6 = 84°, A\ = 17°, M,, = 8.1, T, = 90 s, L = 240 km) and red dashed lines
correspond to optimal models determined from the invessidviean f;) and standard deviation
(o) values are also shown.
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Figure C.5: Results from a finite source inversion for the artificial 2Q0Tril normal fault-
ing earthquake, using a combination of the amplitude and Risfits (97% amplitude and 3%
FFT) using the GCMT location and fault geometry, assumingta tupture duration of 60 s and
rupture length of 220 km, based on the rupture model of &agl. (2009), as the input model
(¢p = 43°,0 = 59°, A = —115°, M,, = 8.1, T, = 60 s,L = 220 km). SAW12D 3-D model
is used to build the synthetic data and the excitation kernélhite noise is also added to syn-
thetic data: (a) 480-hr optimal fit acceleration amplitupecira ofOSSd’i2 and,S§ singlets, (b)
optimal source mechanism, (c) optimal and acceptable rahgmurce parameters (acceptable pa-
rameters correspond to source models yielding misfit valpge 1% larger than the lowest misfit
associated with the optimal source model), (d) misfit fusrcivolution.
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Figure C.6: Uncertainties and tradeoffs as shown from ensembles peadoy Neighbourhood

Algorithm and plotted as pairs of source parameters forxpeement of Figure C.5. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 43°,0 = 59°,\ = —115°, M,, = 8.1, T,, = 60 s,L = 220 km) and red dashed lines
correspond to optimal models determined from the invessidviean f;) and standard deviation
(o) values are also shown.
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Figure C.7: Results from a finite source inversion for the artificial 20Qdril normal fault-
ing earthquake, using a combination of the amplitude and iRisfits (97% amplitude and 3%
FFT) using the GCMT location and fault geometry, assumingta tupture duration of 60 s and
rupture length of 220 km, based on the rupture model of &agl. (2009), as the input model
(¢p = 43°,0 = 59°, A = —115°, M,, = 8.1, T, = 60 s,L = 220 km). SAW12D 3-D model
is used to build the synthetic data and PREM for the excitakiernels: (a) 480-hr optimal fit
acceleration amplitude spectra(;ﬂ’;d’i2 andSY singlets, (b) optimal source mechanism, (c)
optimal and acceptable range of source parameters (abbep@ameters correspond to source
models yielding misfit values up to 1% larger than the loweisfitrassociated with the optimal
source model), (d) misfit function evolution.
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Figure C.8: Uncertainties and tradeoffs as shown from ensembles peadoy Neighbourhood

Algorithm and plotted as pairs of source parameters forxpeement of Figure C.7. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 43°,0 = 59°,\ = —115°, M,, = 8.1, T,, = 60 s,L = 220 km) and red dashed lines
correspond to optimal models determined from the invessidviean f;) and standard deviation
(o) values are also shown.
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Figure C.9: Results from a finite source inversion for the artificial 20@bile thrust earth-
guake, using a combination of the amplitude and FFT misfit®q@mplitude and 3% FFT)
using an artificial unilateral rupture model based on the@model of Delouist al. (2010)
assuming a total rupture duration of 230 s and rupture len§t®00 km, as the input model
(¢ = 15°,6 = 18°, A = 110°, M,, = 8.8, T, = 230 s,L = 600 km). SAW12D 3-D model is
used to build the synthetic data and the excitation keriwlsite noise is also added to synthetic
data: (a) 480-hr optimal fit acceleration amplitude speotrasy =2, (.53 ** and,.SY singlets,

(b) optimal source mechanism, (c) optimal and acceptabigeaf source parameters (acceptable
parameters correspond to source models yielding misfitegalyp to 1% larger than the lowest
misfit associated with the optimal source model), (d) misifitdtion evolution.
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Figure C.10: Uncertainties and tradeoffs as shown from ensembles peadoyg Neighbourhood

Algorithm and plotted as pairs of source parameters forxpeement of Figure C.9. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 15°,6 = 18°, A = 110°, M,, = 8.8, T, = 230 s,L = 600 km) and red dashed lines
correspond to optimal models determined from the invessidviean f;) and standard deviation

(o) values are also shown.
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Figure C.11: Results from a finite source inversion for the artificial 202Rile thrust earth-
guake, using a combination of the amplitude and FFT misfit®q@mplitude and 3% FFT)
using an artificial unilateral rupture model based on the@model of Delouist al. (2010)
assuming a total rupture duration of 230 s and rupture len§t®00 km, as the input model
(p =15°,0 = 18°, X = 110°, M,, = 8.8, T, =230 s,L. = 600 km). SAW12D 3-D model is used
to build the synthetic data and PREM for the excitation kkrng) 480-hr optimal fit accelera-
tion amplitude spectra @fS;"*2, ,55** andSY singlets, (b) optimal source mechanism, (c)
optimal and acceptable range of source parameters (abbep@ameters correspond to source
models yielding misfit values up to 1% larger than the loweisfitrassociated with the optimal
source model), (d) misfit function evolution.
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Figure C.12: Uncertainties and tradeoffs as shown from ensembles peadoyg Neighbourhood

Algorithm and plotted as pairs of source parameters fortpement of Figure C.11. Normalized
frequency plots are shown at the bottom. The black dashed tinrrespond to the input model
(p = 15°,6 = 18°, A = 110°, M,, = 8.8, T, = 230 s,L = 600 km) and red dashed lines
correspond to optimal models determined from the invessidviean f;) and standard deviation
(o) values are also shown.
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Table D.1: Parameter space boundaries (min. and max.) over sth)kdip (), rake ), moment magnitude\(,,), rupture duration®,.) and length () of the six earthquakes
studied in this Chapter. The parameter space ram@es strike and rake30° in dip, 0.6 in moment magnitude, 100 s in rupture duration 24@ km in length. The same
parameter space is used in our point source inversion wsssrike, dip, rake and/,, determinations.

2004 Sumatrd 2005 Nias| 2007 Bengkulu| 2011 Tohoku| 2013 Okhotsk Sea 2010 Chile

min. max. min.  max. | min. max. min. max. min. max. min.  max.
(%) 309.0 349.0 | 313.0 353.0] 308.0 348.0 | 183.0 223.0| 171.0 211.0 359.0 39.0
0(%) 1.0 31.0 1.0 31.0| 1.0 31.0 1.0 31.0 1.0 31.0 3.0 33.0
A(9) 90.0 130.0 | 98.0 138.0| 94.0 134.0 | 68.0 108.0 | -112.0 -72.0 96.0 136.0
M, 8.7 9.3 8.3 8.9 8.2 8.8 8.8 9.4 8.0 8.6 8.5 9.1
T,(s)  460.0 560.0 - - - - 133.2 223.2 - - - -
L(km) 1100.0 1340.0| - - - - 319.7 519.7 - - - -

vi¢

G Ja1dey) J0j reuarew Arejuawsjddng
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Figure D.1: Results from a point source inversion for the 2005 Nias eadke. SAW12D 3-

D model is used to build the excitation kernels: (a) 240-Himoal fit amplitude spectra aofSs,
053, 054, 152, 050, 055, 153-252-351 Multiplets with respect to the GCMT centroid location,
(b) optimal source mechanism, (c) optimal and acceptabigeaf source parameters (acceptable
parameters correspond to source models yielding misfitegalyp to 1% larger than the lowest
misfit associated with the optimal source model), (d) misifitdtion evolution.
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Figure D.2: Uncertainties and tradeoffs as shown from ensembles peadoyg Neighbourhood
Algorithm and plotted as pairs of source parameters forsiva results of Figure D.1 for the 2005
Nias earthquake. Normalized frequency plots are showneabttitom. Mean ) and standard
deviation ¢) values are also shown on top of the normalized frequendg.plRed dashed lines
show optimal source parameters obtained from point soukegsion.
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Figure D.3: Results from a point source inversion for the 2007 Bengkalthgjuake. SAW12D
3-D model is used to build the excitation kernels: (a) 24@timal fit amplitude spectra @fSs,
0953, 054, 152, 050, 055, 153-252-351 multiplets with respect to the GCMT centroid location,
(b) optimal source mechanism, (c) optimal and acceptabigeraf source parameters (acceptable
parameters correspond to source models yielding misfitegalyp to 1% larger than the lowest
misfit associated with the optimal source model), (d) misiitction evolution.
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