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Abstract

This thesis details a series of investigations into the controls on surface ocean concentrations of the climatically relevant, biogenic sulphur compound, dimethyl sulphide (DMS) at regional to global scales. The primary focus is upon the role of solar irradiance and metrics of biological activity in modulating DMS concentrations using bivariate and multivariate statistical techniques in conjunction with three different data sets from multiple spatial and temporal scales.

Firstly, a statistical investigation into the proposed strong positive relationship between surface DMS concentration and the average mixed layer irradiance (solar radiation dose: SRD) was undertaken using DMS data from a series of cruise tracks from the Atlantic Meridional Transect (AMT) programme, primarily from the oligotrophic Atlantic gyres. Positive correlations were found between DMS and (a) SRD formulations using concurrently sampled \textit{in situ} data ($\rho=0.55$ n=65 p<0.01), (b) SRD formulations based on using climatological data ($\rho=0.74$ n=65 p<0.01) and (c) a ultraviolet radiation dose ($\rho= 0.67$ n=54 p<0.01).

The next analysis investigated whether the inclusion of a biological variable (chlorophyll or primary production) alongside irradiance could explain additional variance in DMS concentrations. This analysis employed a database of cruise data from a range of biogeochemical domains, latitudes and trophic conditions (AMT, the Barents Sea, the Atmospheric Chemistry Studies in the Oceanic Environment (ACSOE) research campaign and the DImethyl Sulphide biogeochemistry within a COccolithophore bloom (DISCO) study. Using multiple linear regression (MLR) analyses, it was found that the combination of, \textit{in situ} rate of primary production and underwater irradiance accounted for significant variance in DMS concentrations in data from discrete depths within the euphotic zone ($R^2 = 0.55$), from near-surface waters ($R^2 = 0.66$) and within depth profile integrated data ($R^2 = 0.40$).

The final analysis is an investigation into global surface DMS dynamics using the global surface seawater DMS database (http://saga.pmel.noaa.gov/dms/) and satellite based retrievals of irradiance and primary production rates. A novel composite approach which combines multiple MLR models applied to Longhurst
biogeochemical provinces, and using monthly averaged data, explained maximum variance. Models developed within a randomly selected training subset were able to explain significant variance within the remaining validation subset using this composite approach (predicted vs. observed $\rho = 0.93$, $p = 0$, $n = 107$). Previous studies had been unable to identify a strong link between DMS and indicators of the biological community (e.g. chlorophyll) at large scales. Our results suggest that a link exists between ecosystem productivity and DMS concentrations, and moderated by processes directly influenced by solar irradiance. These findings on large scale ecosystem controls on DMS, based on remote-sensing datasets, provide an advancement in the understanding and prediction of global-scale surface DMS concentrations.
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Chapter 1: Introduction
1.1 Introduction
In this introductory chapter I will provide the wider context for its content (section 1.2) before discussing in detail the processes and current knowledge surrounding its focus: the marine DMSP-DMS ecosystem and the factors which control the concentration of DMS in the surface ocean (section 1.3). The outline and motivation for this thesis is provided in section 1.4.

Two chapters in this thesis are published papers (chapters 2 (Miles et al. 2009) and 3 (Miles et al. 2012)) and so have their own introductions that are more comprehensive than might otherwise be found in a thesis chapter. Consequently there is the possibility for some overlap between this introduction and the introductions of these chapters. In addition, the methods are contained within each chapter rather than as a separate chapter.

1.2 Background

1.2.1 Gaia, biogeochemical cycles, climate and the CLAW hypothesis
Since the origin of life on Earth ~3.8 billion years ago (Mojzsis et al. 1996), life has persisted despite major perturbations to the earth system. These perturbations include modifications of the atmosphere’s composition (e.g. the great oxidation (Goldblatt et al. 2006; Van Der Giezen and Lenton 2012)), almost complete glaciations (“Snowball Earth” (Kirschvink 1992; Kirschvink et al. 2000; Kopp et al. 2005)) and the Sun’s brightness increasing by about 25% (faint young sun paradox (Sagan and Mullen 1972)).

The Gaia hypothesis (Lovelock and Margulis 1974b, a) proposed that life on Earth could contribute to the maintenance of habitable conditions via modifications and feedbacks within the biogeochemical cycles of the major elements (e.g. carbon, oxygen, hydrogen, nitrogen, phosphorus and sulphur) between the 4 major components of the “Earth system” (lithosphere, hydrosphere, atmosphere, and biosphere). Via these feedbacks homeostasis within the system can emerge (Lovelock and Margulis 1974b) maintaining a state of low entropy (high order) as
evident in an atmosphere in chemical disequilibrium, in contrast to the atmospheres of Mars and Venus where no life has yet been found.

In 1987 the CLAW hypothesis (named after the initials of the authors) proposed a biogeochemical feedback between marine biogenic sulphur emissions in the form of dimethyl sulphide (DMS), cloud albedo and climate (Charlson et al. 1987) (see Figure 1.1). Earlier, Shaw (1983) had proposed that the emission and oxidation of DMS to SO$_2$ by OH, and further oxidation to H$_2$SO$_4$ by OH could lead to the nucleation of new particles in the remote marine boundary layer (RMBL) via gas phase H$_2$SO$_4$ to form non-sea salt sulphate aerosols (NSS-SO$_4^{2-}$). Furthermore it was suggested that NSS-SO$_4^{2-}$ were the primary source of cloud condensation nuclei (CCN) in the unperturbed RMBL. The equations of Twomey (1977) show that clouds forming in conditions with elevated CCN numbers will have a higher albedo. This is because of the Twomey first indirect effect: “more but smaller” cloud droplets have a higher albedo (Twomey 1991). Crucially, the CLAW authors recognised that a change in albedo propagated by biogenic DMS could feedback to either amplify or attenuate its production and so the biological regulation of climate could be possible (Charlson et al. 1987). It was unknown whether the sign of the feedback would be negative (countering any initial change) or positive (amplifying the initial change) (Charlson et al. 1987).
Figure 1.1: Schematic of the CLAW hypothesis named after the initials of the authors Charlson, Lovelock, Andreae and Warren (Charlson et al. 1987). Reproduced from Andreae and Crutzen (1997).

The apparent simplicity of CLAW belies huge complexities that span multiple spatial and temporal scales and scientific disciplines. In the 25 years since the publication of the CLAW hypothesis much research effort has been invested looking at the various stages of the loop with most of the linkages challenged to some extent (Ayers and Cainey 2007) with some calls to retire the CLAW hypothesis (Quinn and Bates 2011). Although much has been learnt, the stages of the CLAW loop are still subject to large uncertainties and relatively low levels of scientific understanding (Ayers and Cainey 2007; Harvey 2007).

The CLAW hypothesis proposed that DMS is oxidised largely by OH (NO$_3$ and IO are discussed but their contribution is considered minor) and that new sulphate aerosols are formed by homogenous nucleation in the marine boundary layer. These sulphate aerosols were thought to be the primary (perhaps only) source of CCN. CLAW proposed that the marine DMS flux could directly influence CCN numbers...
Biogenic sulphur has been found to be ubiquitous in the remote marine aerosol and undoubtedly affects aerosol chemistry (Andreae and Rosenfeld 2008; Bates et al. 1992; Leck and Bigg 2005). Seasonal covariance has been observed between DMS, its oxidation products, and CCN from field observations and remote sensing studies (Ayers and Gillett 2000; Ayers and Gras 1991; Ayers et al. 1997; Putaud et al. 1992; Vallina et al. 2007), and between CCN and cloud optical depth (Boers et al. 1994).

However, it is now understood that the link between DMS and the CCN population is much more complicated than originally thought or implied by the CLAW hypothesis (Ayers and Gillett 2000; Quinn and Bates 2011; Von Glasow 2007). DMS is not only oxidised by OH but also by radicals of BrO and Cl. DMS is oxidised via two main pathways, H-abstraction and OH-addition with the relative contribution influenced by temperature. The addition pathway does not lead to \( \text{H}_2\text{SO}_4 \) and new particle formation but its products do contribute to the growth and chemical composition of existing particles (von Glasow and Crutzen 2004). The abstraction pathway leads by several intermediates to \( \text{SO}_2 \), which can be taken up by existing particles or further oxidised to \( \text{H}_2\text{SO}_4 \) or MSA. Only \( \text{H}_2\text{SO}_4 \) can lead to new particle formation (NSS-\( \text{SO}_4^{2-} \)) (Von Glasow 2007). The formation of new particles can only occur if \( \text{H}_2\text{SO}_4 \) is not scavenged by pre-existing aerosols before it can undergo homogenous nucleation to a secondary aerosol. Problematically, the nucleation of new particles is thought to be energetically less favourable than deposition onto existing particles (Andreae and Rosenfeld 2008). Modelling studies suggest that homogenous nucleation of new sulphate aerosols which can then act as CCN solely from DMS oxidation products is theoretically rare in the RMBL (Cainey and Harvey 2002; Carslaw et al. 2010; Korhonen et al. 2008; Pirjola et al. 2000; Woodhouse et al. 2010). There is only sparse field evidence for this occurrence but it is difficult to detect and measure nucleation events in the field (Andreae and Rosenfeld 2008; Carslaw et al. 2010). It is possible that the models or processes included within them are insufficient to represent the complexity of the real world situation (Andreae and Rosenfeld 2008; Faloona 2009).

The original CLAW study underestimated the potential for sea salt aerosols to act as CCN (Smith 2007). It was thought that sea salt aerosols were too large to act as CCN.
and that the flux was small (Charlson et al. 1987). It has been shown that significant numbers of sea salt aerosols of the right size for CCN formation are entrained from the surface and can form CCN (O'Dowd and Smith 1993; O'Dowd et al. 1999; Murphy et al. 1998; Twohy and Anderson 2008). The primary control upon sea salt flux is wind speed and does not directly involve the biology of the surface ocean (Smith 2007; Twohy and Anderson 2008). Other potential sources of marine aerosols include biological products such as isoprene (Meskhidze and Nenes 2006) or viruses, bacteria, and organic material from dead cells (Bigg 2007; Leck and Bigg 2005, 2007).

Perhaps the least contested part of the CLAW loop is the relationship between the population of CCN and cloud albedo (Ayers and Cainey 2007). Clouds forming in air with elevated CCN numbers will form clouds with “more but smaller” cloud droplets, they will have a higher cloud droplet number concentration (CDNC) with a smaller cloud droplet effective radius (at a fixed liquid water content (LWC)) (Twomey 1991). Clouds with higher CDNC have an increased cloud optical depth (COD), reducing radiative transfer, and so a higher albedo (Twomey 1991). There are uncertainties regarding the effect of CCN/CNDC and cloud albedo. Increased CNDC may affect cloud lifetime (Albrecht 1989) with smaller cloud droplets decreasing precipitation efficiency, altering the LWC and augmenting cloud heights (Pincus and Baker 1994). Cloud processing (evaporation and condensation cycles) and CCN “rainout” events (losses) (Pandis et al. 1994) also increase the complexity of the relationship between aerosol-CCN populations and albedo (Andreae and Rosenfeld 2008).

In addition to the climatic role postulated by CLAW, oxidised DMS emissions are a potential source of carbonyl sulphide (COS) (Barnes et al. 1994). COS is oxidised in the stratosphere to form sulphate particles that influence the radiation budget via direct scattering of incoming radiation (Crutzen 1976). COS also influences the stratospheric ozone cycle (Crutzen 1976). Accurate estimates of DMS emissions are required to balance and constrain the global COS budget (Kettle et al. 2002; Suntharalingam et al. 2008).
1.2.2 Importance of understanding the controls on seawater DMS concentrations

Along with a role in climate (Charlson et al. 1987; Crutzen 1976), the global biogeochemical cycling of sulphur is important for life as sulphur is essential to the function of living cells (Nelson and Cox 2000). Figure 1.2a shows the pre-industrial global sulphur cycle. Sulphur is cycled between the terrestrial reservoir where it is abundant in rocks and soils, the oceanic reservoir where sulphate ($SO_4^{2-}$) is the second most abundant anion in seawater and the atmospheric reservoir. Major inter reservoir fluxes include volcanic $SO_2$ emissions, gaseous emissions from the terrestrial biosphere and the formation of sulphate aerosols over the oceans. The sea-air emission of DMS and its subsequent oxidation and deposition is the major flux of volatile sulphur from the oceans to the land (Brimblecombe et al. 1989; Graf et al. 1997).

The post industrial sulphur cycle (Figure 1.2b) has been heavily perturbed by terrestrial anthropogenic emissions, especially in the northern hemisphere. However, the trend for increasing sulphur emissions into the late 1980’s has since been observed to be in decline throughout the 1990’s and beyond (Stern 2006). In contrast, there has been an increase in the anthropogenic contribution of sulphur to the remote marine atmosphere from shipping along the major trade routes. Corbett et al. (1999) report that in 1993 ship sulphur emissions were around 4.24 Tg S y$^{-1}$ which corresponds to $\sim$20% of biogenic DMS emissions, increasing to around 4.72 Tg S y$^{-1}$ by 2003 (Corbett and Koehler 2003). Despite the changes in anthropogenic sulphur sources, natural emissions of DMS remain the major source of volatile sulphur in the remote marine atmosphere (Bates et al. 1992; Watts 2000). The global sulphur cycle cannot be balanced without biogenic DMS emissions (Simó 2001).
Figure 1.2: (a) The natural, pre-industrial sulphur cycle and (b), the post-industrial anthropogenically perturbed sulphur cycle. The fluxes between different reservoirs (atmosphere, ocean and land) are shown with black arrows with the numbers indicating their contribution to the total sulphur budget. Reproduced from Brimblecombe et al. (1989).
The sea to air transfer of DMS at a constant wind speed and temperature depends primarily on the seawater DMS concentration (Elliott 2009; Liss and Slater 1974; Wanninkhof 1992). Annual global flux estimates are dependent upon a continuous, global field of sea surface DMS concentrations. The most commonly used fields are interpolated climatologies which represent a set of interpolated point measurements (Kettle and Andreae 2000; Lana et al. 2011a) or fields obtained using global models or simple parameterisations (Anderson et al. 2001; Aumont et al. 2002; Simó and Dachs 2002). The annual flux of DMS has been estimated to be 15 – 35 Tg S yr\(^{-1}\) (Elliott 2009) with the most recent estimate based upon an updated, interpolated climatology of ~28 Tg S yr\(^{-1}\) (Lana et al. 2011a). The significant uncertainties in estimating DMS flux are uncertainties in the parameterisation of sea-air gas exchange and uncertainties in the processes governing surface DMS concentrations. Reducing the uncertainty in calculating the surface DMS field used for flux estimates by furthering understanding of the controls on surface DMS concentrations is critical to constraining flux estimates.

To evaluate the role that DMS may play in current and future climate and how environmental changes may impact the sulphur cycle it is vital to understand the controls on DMS concentration. In order for the CLAW hypothesis to operate as proposed, any change in albedo caused by DMS-derived CCN must feedback to modulate the concentration of DMS in the surface ocean. It is critical to the CLAW hypothesis that changes in albedo dependent factors such as sea surface temperature or irradiance dependent processes influence the modulation of DMS.

1.3 Marine DMSP-DMS cycle

DMS results primarily from cleavage of its biological precursor molecule dimethylsulphoniopropionate (DMSP). DMS is an ecosystem product, with seawater concentrations the result of a complex interaction of sources and sinks only one of which is flux to the atmosphere (Simó 2001; Stefels et al. 2007). Seawater DMS concentrations display strong seasonal and latitudinal variation (Kettle et al. 1999; Lana et al. 2011a) (see Figure 4.1). Generally, highest DMS concentrations are observed at high latitudes with peaks that coincide with summer biomass whist low latitudes exhibit lower DMS concentrations with peaks in spring (smaller) and
summer (larger) (Kettle et al. 1999; Lana et al. 2011a). Analysis of the Bermuda Atlantic Time Series (BATS) data (Dacey et al. 1998) showed in oligotrophic environments that the summer DMS maximum is out of phase with the peak in biomass but coincident with maximum summer insolation (Toole et al. 2003). Typical open ocean concentrations of DMSP are around 10 nmol l\(^{-1}\) with DMS concentrations generally lower at 1-5 nmol l\(^{-1}\) with an average DMS concentration of 4.24 nmol l\(^{-1}\) for the recently updated global surface DMS database (http://saga.pmel.noaa.gov/dms/). However concentrations of DMS and DMSP can be much higher during localised algal blooms (e.g. maximum value of 420 nmol l\(^{-1}\) from the global DMS database). Both DMS and DMSP are rapidly degraded on timescales of hours to 1-2 days demonstrating fairly rapid production and loss rates (Kiene and Linn 2000).

### 1.3.1 DMSP synthesis

DMSP is a product of biological metabolism, synthesised inside the cells of some classes of marine phytoplankton (Keller et al. 1989). This process begins with the assimilation of sulphate across the cell membrane and ends in the biosynthesis of DMSP from methionine following several intermediate stages (Stefels 2000). DMSP is present in the marine ecosystem in two theoretically and operationally defined pools, particulate DMSP (DMSP\(_p\)) and dissolved DMSP (DMSP\(_d\)). DMSP\(_p\) represents the intracellular DMSP within phytoplankton and organisms that have accumulated DMSP. DMSP\(_d\) is the free DMSP in solution. Total DMSP (DMSP\(_t\)) can be referred to either the sum of the two pools or it can refer to a single straight analysis without filtration.

### 1.3.2 Species dependence

The proportion of DMSP-carbon to total cell-carbon, the DMSP cell quota, is highly variable between different classes of marine phytoplankton (Archer 2007; Keller et al. 1989; Stefels et al. 2007). Intracellular concentrations can range from <0.1 nmol l\(^{-1}\) to 400 nmol l\(^{-1}\) (Archer 2007) with a range of 0-11% in DMSP cell quota between taxa (Stefels et al. 2007). High DMSP producers include members of the classes of Haptophyceae (including the coccolithophore *Emiliania huxleyi* and the prymnesiophyte *Phaeocystis spp.*) and Dinophyceae (dinoflagellates). Low DMSP
producers include the diatoms and prochlorophytes/cyanophytes (Stefels et al. 2007). Whilst the haptoiphyte sp. do not synthesise unusually high amounts of DMSP per cell volume their ability to form extensive blooms can yield high levels of DMSP (Stefels et al. 2007). Species composition affects ecosystem DMSP production the most (Stefels et al. 2007) with species composition varying in space and time, partly the result of environmental conditions such as temperature, salinity, irradiance and nutrient status (Longhurst 1995).

**Table 1.1: Major species groups and the mean ratios of DMSP:C, the proportion of cell carbon, and the mean ratios of DMSP:chl-a. Standard deviation is in brackets. Reproduced from Stefels et al. (2007) with references to individual studies therein.**

<table>
<thead>
<tr>
<th>Species group</th>
<th>DMSP:C (mol/mol)</th>
<th>Proportion DMSP-carbon</th>
<th>DMSP:chl-a (nmol/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diatoms (n = 22)</td>
<td>0.00086 (0.00126)</td>
<td>0.0043 (0.0063)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Chryrophytes (n = 6)</td>
<td>0.019 (0.015)</td>
<td>0.094 (0.075)</td>
<td>94 (75)</td>
</tr>
<tr>
<td>Dinoflagellates (n = 32)</td>
<td>0.022 (0.032)</td>
<td>0.111 (0.158)</td>
<td>111 (168)</td>
</tr>
<tr>
<td>Prasinophytes (n = 18)</td>
<td>0.005 (0.007)</td>
<td>0.025 (0.034)</td>
<td>25 (34)</td>
</tr>
<tr>
<td>Haptoiphytes (n = 32)</td>
<td>0.011 (0.007)</td>
<td>0.053 (0.037)</td>
<td>52 (37)</td>
</tr>
<tr>
<td>Prochlorophytes/Cyanophytes (n = 17)</td>
<td>0.0000015 (0.000004)</td>
<td>0.0000008 (0.000002)</td>
<td>0.008 (0.02)</td>
</tr>
</tbody>
</table>

1.3.3 DMSP function(s)

Intracellular DMSP concentrations and the DMSP cell quota can also vary largely (0-100%) potentially influenced by environmental conditions such as temperature, irradiance, salinity and nutrients (Stefels et al. 2007). Phytoplankton exist in a highly dynamic environment subject to a range of environmental challenges, for example, changes to the abiotic environment caused by variations in irradiance intensity and wavelength, temperature, pH and salinity. These challenges occur on multiple temporal scales ranging from sub-hourly to diurnal to seasonal and influenced by temporal changes in vertical mixing and meteorology. Phytoplankton are also subject to environmental stresses from biotic factors such as grazing, bacterial and viral attack and the presence of environmental toxins and pollutants (Macintyre et al. 2000). Any strategy that maximises cellular efficiency over the relatively short lifetime of a phytoplankton cell is likely to offer a significant selective advantage (Simó 2001). Several cellular functions for DMSP have been proposed but the
physiological role(s) of DMSP and its breakdown products have not been resolved. The high cellular concentration observed within some species suggests it is not a by-product (Stefels 2000). DMSP may also have multiple roles within and between species (Simó 2001).

DMSP may act as a compatible solute (osmoprotectant) allowing the regulation of osmotic pressure within the cell countering changes in salinity (Dacey and Wakeham 1986; Stefels 2000; Vairavamurthy et al. 1985). Small molecules or osmolytes are accumulated within the cytoplasm where they act as compatible solutes, countering changes in cell volume that result from changes in the solute concentration around the cell which would otherwise cause water to cross the cell membrane (osmotic shock). Osmotic shock can occur when the salinity is increased or decreased relative to intracellular concentration. Under high salt concentrations water is drawn out of the cell whilst at low salt concentrations water may enter the cell causing the cell to swell or in the extreme causing it to burst. Increases in cellular DMSP concentration in response to increasing salinity have been observed in some species (Dickson and Kirst 1986; Stefels et al. 2007). High concentrations of DMSP are observed in some polar species and it has been suggested that DMSP may act as a cryoprotectant (Karsten et al. 1996).

Chemical defence strategies that reduce grazing rates should offer a selective advantage to marine phytoplankton (Strom 2002). The enzymatic cleavage of DMSP has been proposed as an activated chemical defence system (Wolfe and Steinke 1996; Wolfe et al. 1997). Activated defences are mildly toxic compounds stored by plants that are transformed to deterrent compounds upon tissue damage. In this case DMSP would be cleaved to DMS and acrylic acid upon grazing yielding high concentrations of acrylic acid in the food vacuoles of the grazer (Wolfe et al. 1997). Some laboratory studies have shown that DMSP producers experience lower levels of predation by zooplankton (Archer et al. 2001; Strom 2002; Wolfe et al. 1997) suggesting that DMSP (Strom 2002) or a product of its breakdown, acrylic acid (Wolfe et al. 1997), may act a grazing deterrent (see Figure 1.4 for details of DMSP breakdown pathways). Strom et al. (2003) investigated the effect of DMSP, DMS and acrylic acid upon the coccolithophorid *Emiliania huxleyi* by four dinoflagellate species. The addition of DMSP reduced grazing by all four dinoflagellate species.
although the sensitivity of the grazers to DMSP and the percentage reduction in grazing varied between species from minor reductions to almost complete cessation. In addition the presence of DMSP reduced the grazing rates by the dinoflagellate species *Amphidinium longum* to similar levels upon five different algal species, including some non-DMSP producing species. This suggests that the effectiveness of DMSP as grazing deterrent depends upon the sensitivity of the grazer to DMSP. However, Strom et al. (2003) found that the addition of DMS and acrylate had no effect upon grazing rates. This would seem to refute the original DMSP active defence hypothesis which proposed that acrylate would impact grazers after prey ingestion. Instead Strom et al. (2003) propose that DMSP may act as a signalling compound for the presence of toxic algal cells.

DMS is released by grazing on phytoplankton species by zooplankton and so DMS may act as an attractant. Steinke et al. (2006) showed that the copepod *Temora longicornis* had the ability to detect DMS and it was suggested that copepods use DMS to detect grazing by smaller microzooplanktonic species upon which they feed. Steinke et al. (2006) also hypothesised that DMS could be released by phytoplankton as a mechanism to reduce microzooplankton grazing. Larger organisms are able to detect DMS and use it a signalling compound. Both seabirds (Bonadonna et al. 2006; Nevitt et al. 1995; Nevitt and Haberman 2003) and harbour seals (Kowalewsky et al. 2006) have been shown to use DMS to locate areas of high productivity which are coincident with good foraging grounds.

Stefels et al. (2000) proposed that DMSP may serve as an overflow mechanism for excess reduced sulphur (cystine and methionine) and carbon under conditions of unbalanced growth. At high irradiances carbon fixation rates exceed nitrate assimilation rates causing the accumulation of carbohydrates (Turpin 1991). When nitrogen is limited the S:N ratio within the cell can become unbalanced increasing the cellular concentrations of cystine and methionine. DMSP may be produced and potentially discarded in response to nitrogen limitation or high irradiances serving to regenerate intracellular nitrogen from methionine and as a sink for excess carbon (Stefels et al. 2000). Studies have shown an increase in DMSP production under nitrogen limitation (Bucciarelli and Sunda 2003; Turner et al. 1988) and under high
irradiances when nitrogen limitation is induced by iron limitation (Stefels and Van Leeuwe 1998).

Another potential function for DMSP is proposed by Sunda et al. (2002). The authors suggest that DMSP and a cascade of its breakdown products including DMS perform an antioxidant role within the cell scavenging harmful reactive oxygen species (ROS) generated in high light environments by photosynthesis or because of nutrient limitation. DMSP and DMS could therefore be involved in the maintenance of photosynthetic efficiency under high irradiances postponing photoinhibition. This could offer a significant selective advantage within the highly variable light environment of the mixed layer. The upregulation of DMSP production has been observed under nutrient limited conditions (Bucciarelli and Sunda 2003) and in response to high irradiances (Stefels and Van Leeuwe 1998). Sunda et al. (2002) report that DMS production via DMSP lyase activity increased in response to nutrient and UV induced oxidative stress. Sunda et al. (2002) observe that the largest increase in DMSP/cell volume and DMS/cell volume ratios (relative to cultures grown in light environments with no UV radiation) occurred when the irradiance spectrum was filtered for UVB (290-320nm) but included UVA (320-400nm). The antioxidant hypothesis and overflow hypothesis are not necessarily mutually exclusive (Stefels et al. 2007).

1.3.4 The DMS ecosystem: sources and sinks

In contrast to DMSP which is a product of algal synthesis, DMS is an ecosystem product, the result of a complex interaction of sources and sinks within the marine microbial food web (Simó 2001). Figure 1.3 gives a synopsis of the interaction between the biotic and abiotic components of the surface microbial ecosystem that constitute the major production and loss pathways for DMS, the balance of which ultimately controls ambient DMS concentrations. The processes that dictate the magnitude of the DMS source are discussed in detail in section 1.3.4.1 and the major sinks for DMS are discussed in detail in section 1.3.4.2.
Figure 1.3: A schematic outlining the current knowledge of the DMS microbial food web. Seawater DMS concentrations are the result of a complex interactions of biotic components indicated by the green ellipses which relate to phytoplankton processes, blue ellipses which relate to zooplankton processes, red ellipses that relate to bacterial processes and abiotic factors which are indicated by black ellipses. Abbreviations: CCN, cloud-condensation nuclei; DOM, dissolved organic material; DMS, dimethyl sulphide; DMSO, dimethyl sulphoxide; DMSP, dimethyl sulphoniopropionate; MeSH, methanethiol; MPA, mercaptopropionate; MMPA, methylmercaptpropionate; MSA, methanesulphonic acid. Reproduced from Stefels et al. (2007).

1.3.4.1 DMS sources
The major precursor to DMS within the surface ocean ecosystem is DMSP. DMSP can enter the water column following a number of pathways. A major route for the liberation of DMSPp is cell death with DMSPd concentrations often highest at the
senescence phase of a phytoplankton bloom (Nguyen et al. 1988). Cell death can occur in a number of ways including autolysis, viral attack or grazing. Nutrient stress at the end of a bloom can increase susceptibility to bacterial and viral attack (Nguyen et al. 1988).

Viral infection has been shown to increase cell lysis and DMSP and DMS concentrations (Evans et al. 2007; Hill et al. 1998; Malin et al. 1998) and can lead to the termination of phytoplankton blooms. Malin et al. (1998) report a 400% increase in DMS production in virus infected cultures of *Phaeocystis pouchetii* compared to control values. However the cultures were not axenic and DMS could have resulted from bacterial conversion of DMSP. Hill et al. (1998) showed increased DMSP concentrations in virally infected, axenic cultures of *Micromonas pusilla* but no DMS in non-axenic cultures. Evans et al. (2007) have however shown elevated DMS concentrations in infected, axenic cultures.

Grazing by zooplankton can also significantly increase DMSPd and DMS concentrations with the size and feeding behaviour of the zooplankton important. Larger meso- and macrozooplankton may liberate DMSP to the water column via sloppy feeding, rupturing cells but not completely assimilating DMS. Studies on smaller, microzooplankton which engulf their prey suggest that 20-70% of the ingested DMSPp is released to the DMSPd pool (Stefels et al. 2007). Some DMS is also produced by microzooplankton grazing (Wolfe et al. 1997). The proportion of DMS is related to the amount of DMSP-lyse present in the prey indicating that the grazers simply facilitate the mixing of DMSP and DMSP lyase within the prey cell (Wolfe et al. 1997). Some DMSP is also recovered to the DMSPd pool from the faecal pellets of grazers (Yoch 2002).

Some DMSP enters the water following direct exudation by phytoplankton (Stefels et al. 2007). The rate of active exudation of DMSP is species specific with an additional dependence upon abiotic conditions such as temperature, salinity and nutrient status (Stefels et al. 2007). In a modelling study Laroche et al. (1999) suggest a range in the exudation percentage of the DMSP quota per day between different species with 1% for the dinoflagellate *Prorocentrum minimum* to 3-11% for
Phaeocystis sp. There is a lack of experimentally derived rate measurements within the literature (Malin and Kirst 1997).

**The fate of DMSPd**

Typical dissolved DMSP concentrations are the order of 1-50 nmol l\(^{-1}\) but can be an order of magnitude higher at the end of a bloom phase, turnover times are rapid in the order of hours to days (Archer et al. 2002b; Kiene and Linn 2000). DMSP has been shown to play an important role in surface ocean microbial communities (Kiene et al. 2000). DMSP derived sulphur can supply up to 100% of the sulphur demand and DMSP derived carbon up to 15% of the carbon demand of marine bacteria (Kiene et al. 2000; Simó et al. 2002).

Once in the water column DMSPd can either be cleaved to DMS by algal and bacterial DMSP lyase enzymes or it can be catabolised by bacteria via a pathway that does not yield DMS (Curson et al. 2011; Moran et al. 2012; Reisch et al. 2011a). Recent molecular studies have suggested that most DMSP catabolism is undertaken by bacteria despite earlier reports of DMSP lyase activity in coccolithophores (Steinke et al. 1998) and dinoflagellates (Yost and Mitchelmore 2009). The difficulty in obtaining axenic cultures and the lack of molecular descriptions of the enzymes and corresponding genes in phytoplankton has suggested that bacteria are the primary catabolisers (Curson et al. 2011). Figure 1.4 shows the two major known pathways for the catabolism of DMSPd, the dominant demethylation pathway which does not yield DMS and the DMSPd cleavage pathway which can lead to DMS.
Figure 1.4: The two major pathways of the catabolism of dimethylsulfoniopropionate (DMSP). Left: the dominant DMSP demethylation pathway which does not yield DMS. The genes dmdA, dmdB, dmdC and dmdD mediate the demethylation of DMSP (Curson et al. 2011; Reisch et al. 2011b) and are widespread in the bacterioplankton genomes and metagenomes. Right: the DMSP cleavage pathway which can lead to dimethyl sulfide (DMS) formation. The first step in the DMSP cleavage pathway can be initiated by the genes dddD, dddL, dddP, dddO and dddW but these genes are less common in the bacterioplankton genomes (Todd et al. 2007; Todd et al. 2009; Todd et al. 2011; Todd et al. 2012). Abbreviations: CoA, coenzyme A; MeSH, methanethiol; MMPA, 3-methiolpropionate; MPA, 3-mercaptopropionate; MTA, methylthioacrylyl. Figure reproduced from Moran et al. (2012).
Kiene et al. (2000) hypothesised that it is the bacterial sulphur demand relative to the available DMSPd that is critical in determining by which pathway DMSPd is cycled. This has come to be known as the bacterial switch (Howard et al. 2006). When DMSPd concentrations are low bacteria have a preference for the more energy efficient demethylation pathway with DMSP catabolised to methanethiol (MeSH) via several intermediate stages (see figure 1.4). When DMSPd concentrations are high, surplus DMSPd is processed via the cleavage pathway which can yield DMS and acrylate with the acrylate used as a carbon source. If bacterial sulphur demand is diminished the lyase pathway is upregulated increasing the yield of DMS from DMSPd (Kiene et al. 2000; Levine et al. 2012). The bacterial sulphur demand is dependent upon the growth rate and size of the bacterial population and can be reduced by nutrient limitation, high grazing and viral mortality rates, UV induced stress and non-optimal temperatures (Kiene et al. 2000).

As much as 100% of DMSPd can be cycled through the demethylation pathway although there is significant spatial and temporal variation (Kiene & Linn 2000, Kiene et al. 2000). Simó and Pedrós-Alió (1999a) observed a range in the yield of DMS from DMSPd from 5-100% which was correlated to mixed layer depth. A link between shallow mixed layer depths, high UV irradiance and high DMS yield was suggested (Simó and Pedrós-Alió 1999a).

### 1.3.4.2 DMS sinks

Once free within the water column DMS can be removed by bacteria (Archer 2007; Kiene et al. 2000; Simó et al. 2000), photo-oxidised to DMSO and other breakdown products (Brimblecombe and Shooter 1986; Hatton 2002; Kieber et al. 1996; Toole et al. 2003) or cross the air-sea interface (Elliott 2009; Ho et al. 2006; Liss and Slater 1974).

A major sink for DMS in the surface ocean is bacterial degradation via consumption and oxidation pathways (Kieber et al. 1996; Kiene and Linn 2000). Simó (2004) compiled data from different sites and found that 50-80% of DMS production is lost to bacterial degradation. This sink will be mediated by bacterial growth rates,
population size and speciation (and so potentially by irradiance, nutrients, temperature, bacterial grazing and viral mortality rates) (Simó 2004).

Photooxidation of DMS occurs in response to UV radiation and also at longer, visible wavelengths in the presence of photosensitisers (Brimblecombe and Shooter 1986; Hatton 2002; Kieber et al. 1996) such as chromophoric dissolved organic matter (CDOM) (Brugger et al. 1998; Zepp et al. 1985). DMS photolysis rates have also been shown to be elevated in the presence of nitrate which can photolyse to form reactive oxygen species (Mack and Bolton, 1999; Toole et al. 2004). Thus the DMS photolysis rate at a given depth is dependent upon irradiance intensity and spectral distribution, temperature and the presence of nitrate or photosensitisers (e.g. CDOM). Photolysis rates have been observed to be highly variable with an order of magnitude difference reported between sites with a range of 0.03 – 0.23 h⁻¹ from the North Sea to the Antarctic (Hatton 2002; Brugger et al. 1998; Kieber et al. 1996; Toole et al. 2004; Toole et al. 2006). One product of DMS photolysis is DMSO (Hatton 2002; Lee et al. 1999), some of which may be returned to DMS via bacterial reduction pathways (Stefels et al. 2007).

The sea to air transfer of DMS depends primarily upon wind speed, the seawater DMS concentration and temperature (Elliott 2009; Liss and Slater 1974; Wanninkhof 1992). This flux can be parameterised as a function of transfer velocity (k) and the concentration gradient (gas partial pressure difference) (∆C) of DMS between the atmosphere and the ocean (Liss and Slater 1974; Nightingale et al. 2000) (see equation 1.1). The function of the transfer velocity (k) is generally a power law dependence on wind speed adjusted for temperature although some of the most recent work using eddy covariance suggests this relationship could be linear (Fairall et al. 2011; Huebert et al. 2010). The concentration gradient (∆C) = C_{Water} – C_{Atmos}·H⁻¹, where C_{Water} is the concentration of DMS in seawater, C_{Atmos} is the atmospheric DMS concentration and H is Henry’s constant (Dacey et al. 1984; De Bruyn 1995). As C_{Water} is supersaturated with respect to C_{Atmos} so C_{Atmos} assumed to be zero. It is therefore usually assumed that ∆C = C_{Water} (equation 1.2) (Nightingale et al. 2000).
\[ \text{FLUX}_{\text{DMS}} = k\Delta C \]  

(1.1)

\[ \text{FLUX}_{\text{DMS}} = k\Delta C_{\text{Water}} \]  

(1.2)

Commonly used parameterisations (e.g. Nightingale et al. 2000; Liss and Merlivat 1986; Wanninkhof and McGillis 1999; Wanninkhof 1992) yield fluxes with a factor of two difference with the parameterisation of Nightingale et al. (2000) an often used intermediate (Stefels et al. 2007) (see Figure 1.5). Recently developed micrometeorological techniques (e.g. Huebert et al. (2004); Zemmelink et al. (2004)) record DMS fluxes that fall within this envelope indicating a relatively well constrained range (Elliott 2009). Sources of uncertainty also include the presence of surfactants (Nightingale et al. 2000), surface roughness, breaking waves, bubble generation (Zappa et al. 2001) and rain effects (Ho et al. 1997). There are greater uncertainties at very low and high wind speeds (Elliott 2009; Ho et al. 2006).

**Figure 1.5:** Commonly used short-term wind speed/gas exchange parameterisations. Wanninkhof (1992) and Liss and Merlivat (1986) offer the upper and lower bounds of the approximate factor of two difference with Nightingale et al. (2000) an often used intermediate. Figure reproduced from Ho et al. (2006).
Figure 1.6 shows the average wind speed for different regions of the ocean. Wind speeds are generally highest at mid to high latitudes between 40°-60° (~8-10 ms⁻¹) and lower within equatorial regions (5-7 ms⁻¹). For a given DMS concentration the flux of DMS will be highest where wind speeds high. However, areas of maximum flux do not generally coincide with regions with the highest wind speed as seawater DMS concentration is also critical in determining the magnitude of the flux (see Lana et al. 2010)

![Figure 1.6: Mean wind speeds (m s⁻¹) at 10 m from National Centres for Environmental Prediction (NCEP) for February 2001. Figure reproduced from Wallcraft et al. (2009).](image)

The dominant sink for DMS depends on the depth interval considered (Kieber et al. 1996) and the prevailing environmental conditions (Simó and Pedrós-Alió 1999b). Kieber et al. (1996) analysed a series of sampling stations along a transect from the equatorial Pacific. The authors access the relative contribution of biological, photochemical and sea-air flux DMS sinks over three depth intervals, the surface (0-1m), the near surface (0-20m) and the mixed layer (0-60m). Kieber et al. (1996) found that sea-air flux was the largest sink at depths between 0-1m with sea-air flux turnover rates observed between 0.90 – 11.70 d⁻¹ relative to biological turnover rates of 0.04 – 0.66 d⁻¹ and photolysis turnover rates of 0.16 – 0.47 d⁻¹). For the 0-20m depth interval photolysis and bacterial degradation became more important, with sea-
air flux turnover rates between 0.05 – 0.58 d\(^{-1}\), the biological turnover rate between 0.04 – 0.66 d\(^{-1}\) and photolysis turnover rates varied from 0.11 - 0.30 d\(^{-1}\). For the mixed layer depth interval (0-60m), bacterial removal of DMS was the dominant process with biological DMS turnover rates 3 – 11 greater than photolysis rates or sea-air flux rates.

Other studies have also shown that local environmental and meteorological conditions also affect the relative dominance of DMS loss processes. Simó and Pedrós-Alió (1999b) found at a site in the sub-polar North Atlantic that DMS losses due to photolysis dominated in the shallow mixed layer under clear skies (1-10 nmol d\(^{-1}\)), the bacterial sink dominated for deeper mixed layers, and cloudy conditions (0-6 nmol d\(^{-1}\)), and that the sea-air flux increased to equal bacterial loss rates under high winds (0.03 – 3 nmol d\(^{-1}\)).

1.3.5 Controls on seawater DMS concentrations

DMS is an ecosystem product, the sum of sources and sinks to the surface ocean. The surface ocean is a highly dynamic and complex environment. The biotic and abiotic interactions within the surface ocean ecosystem that modulate the various production and loss pathways that ultimately dictate ambient DMS concentrations are equally complex and dynamic. As reviewed in the previous sections, many different abiotic and biotic processes operating at different spatial and temporal scales have been suggested as controls on the various sources and sinks for DMS. The environmental history (on timescales of minutes-hours-days) influenced by such factors as mixing rate and depth, cloud cover, wind speed or predator-prey cycles is important in determining DMS concentrations at a point in space and time (Simó and Pedrós-Alió 1999a; Stefels et al. 2007).

The controls on ambient seawater DMS concentrations have proven difficult to establish, especially at the regional to global scale. It has proven difficult to obtain a strong link between a biological metric such as chlorophyll and DMS (Kettle et al. 1999; Lana et al. 2011a; Leck et al. 1990) although some local studies, especially during blooms dominated by single species from mid to high latitudes have observed stronger correlations (Gibson et al. 1990; Malin et al. 1993; Vallina et al. 2006).
Algorithms which incorporate chlorophyll along with other variables have met with some success (e.g. Anderson et al. 2001; Aumont et al. 2002; Belviso et al. 2004). Aumont et al. (2002) and Belviso et al. (2004) developed algorithms based upon plankton community composition indexes calculated from accessory pigment concentrations (Aumont et al. 2002; Belviso et al. 2004). Anderson et al (2001) parameterise global surface DMS concentrations utilising Chl a concentration (C), a mean daily shortwave radiation climatology (J) and a nutrient limitation term based on a climatological nitrogen (Q) to produce a dual equation based on a $\log_{10}(CJQ)$ index. See equations 1.3 and 1.4 where parameter a is the baseline DMS value ($a = 2.86$), parameter b is a fitted constant (7.98) and parameter s is the breakpoint in the broken stick regression ($s = 1.72$).

$$DMS = a \log(CJQ) < s$$ (1.3)
$$DMS = b(\log(CJQ) - s) + a \log(CJQ) > s$$ (1.4)

Observations from oligotrophic regions have demonstrated that chlorophyll (algal biomass) can be out of phase with DMS over a seasonal cycle (Belviso et al. 2011; Toole et al. 2003; Vallina et al. 2008). This was first observed at the Bermuda Atlantic Time Series (BATS) site (Dacey et al. 1998) and has become known as the summer paradox (Toole et al. 2003). In these regions DMS is in phase with solar irradiance (Belviso et al. 2011; Toole et al. 2003; Toole and Siegel 2004; Toole et al. 2006). Strong correlations have been reported between the depth of the mixed layer (Simó and Pedrós-Alió 1999a; Simó and Dachs 2002) and the mixed layer averaged irradiance (solar radiation dose: SRD) (Vallina and Simó 2007). Simó and Dachs (2002) build on observations made by Simó and Pedrós-Alió (1999a) to derive a global parameterisation based upon climatological MLD and Chl a. (equation 1.5) and data with a Chl/MLD ratio $>0.02$ a linear regression of DMS against Chl/MLD (see equation 1.6).

$$DMS = 55.8(Chl/MLD) + 0.6 \quad Chl/MLD < 0.02$$ (1.5)
$$DMS = -\ln(MLD) + 5.7 \quad Chl/MLD > 0.02$$ (1.6)
Vallina and Simó (2007) have demonstrated a strong positive relationship between sea surface DMS concentration and the solar radiation dose (SRD) received into the upper mixed layer of the ocean (see equation 1.7).

\[
\text{SRD} = \frac{1}{k_{d\text{MLD}}} (1 - e^{-k_d\text{MLD}})
\]  

(1.7)

This relationship between SRD and DMS is identified at two fixed locations and at the global level derived using monthly averaged data. This link to irradiance is a step closer to closing a feedback loop proposed by the CLAW hypothesis (Quinn and Bates 2011; Vallina and Simó 2007). A detailed discussion of the theory behind the positive relationship between DMS and irradiance and the SRD-DMS relationship is provided in chapter 2: sections 2.2 and 2.5.

Different parameterisations using different combinations of variables have been met with variable success in different oceanic regions (Bell et al. 2006; Belviso et al. 2004; Hind et al. 2011). Toole and Siegel (2004) suggested that two regimes may be in operation, the first a stress forced regime dominated by irradiance, the second a production mediated regime dominated by algal biomass or production.

What is certain is that DMS is not simply coupled to algal biomass or the production of its biological precursor. It is the balance of sources and sinks of DMS to the surface oceans that dictates the ambient DMS concentrations available for flux to the atmosphere. This balance at a given space and time involves phytoplankton physiology and speciation, the bacterial community, photochemistry and the prevailing meteorological and environmental conditions.

1.4 Thesis objectives and overview

The primary objective of this thesis is to investigate the controls upon seawater DMS concentrations at regional to global scales. The potential role of irradiance is of particular interest because of the relevance to the CLAW hypothesis. This work aims to investigate links between a biological indicator and regional-to global-scale DMS dynamics. A final aim is to identify a set of globally available predictor variables
that can be used to develop a simple parameterisation that can be applied within models or to produce continuous global fields of surface DMS concentrations towards better flux estimates.

To achieve these aims, an analysis of data from a range of spatial and temporal resolutions was undertaken. Chapter 2 details the investigation of the proposed strong positive relationship between the solar radiation dose and surface DMS concentrations that has been reported using monthly averaged, climatological data (Vallina and Simó 2007) using high resolution concurrently sampled *in situ* data from the Atlantic Meridional Transect Programme.

Chapter 3 reports upon the investigation of the roles of primary production and underwater irradiance in determining DMSP and DMS concentrations both at the surface and from all depths of the euphotic zone. The data set compiled for this chapter consists of concurrent, *in situ* data from (i) the Atlantic Meridional Transect program (AMT), (ii) the Barents Sea, (iii) the Atmospheric Chemistry Studies in the Oceanic Environment (ACSOE) research campaign and (iv), the DImethyl Sulphide biogeochemistry within a COccolithophore bloom (DISCO) study. This dataset represents a range of latitudes and biogeochemical and trophic conditions.

Chapter 4 details the investigation of the controls upon surface DMS concentrations at the global scale. In conjunction with the global DMS database (http://saga.pmel.noaa.gov/dms/) this chapter details an investigation into whether the combination of climatological, satellite derived primary production and climatological underwater irradiance can be used to explain and predict global DMS concentrations.

The concluding chapter summarises and synthesises the results, and offers recommendations for future work.
Chapter 2: Testing the relationship between the solar radiation dose and surface DMS concentrations using *in situ* data
2.1 Abstract

The proposed strong positive relationship between dimethylsulphide (DMS) concentration and the solar radiation dose (SRD) received into the surface ocean is tested using data from the Atlantic Meridional Transect (AMT) programme. In situ, daily data sampled concurrently with DMS concentrations is used for the component variables of the SRD (mixed layer depth (MLD), surface insolation ($I_0$) and a light attenuation coefficient ($K_d$)) to calculate SRD$_{\text{insitu}}$. This is the first time in situ data for all of the components, including $K_d$, has been used to test the SRD-DMS relationship over large spatial scales. We find a significant correlation ($\rho = 0.55$ n=65 p<0.01) but the slope of this relationship (0.006 nM/W m$^{-2}$) is less than previously found at the global (0.019 nM/W m$^{-2}$) and regional scales (Blanes Bay, Mediterranean, 0.028 nM/W m$^{-2}$; Sargasso Sea 0.017 nM/W m$^{-2}$). The correlation is improved ($\rho = 0.74$ n=65 p<0.01) by replacing the in situ data with an estimated $I_0$ (which assumes a constant 50% removal of the top of atmosphere value; $I_0^{\text{est}}$), a MLD climatology and a fixed value for $K_d$ following previous work. Equally strong, but non-linear relationships are also found between DMS and both in situ MLD ($\rho = 0.61$ n=65 p<0.01) and the estimated $I_0$ ($\rho = 0.73$ n=65 p<0.01) alone. Using a satellite-retrieved, cloud-adjusted surface UVA irradiance to calculate a UV radiation dose (UVRFD) with a climatological MLD also provides an equivalent correlation ($\rho = 0.67$ n=54 p<0.01) to DMS. With this data, MLD appears the dominant control upon DMS concentrations and remains a useful shorthand to prediction without fully resolving the biological processes involved. However, the implied relationship between the incident solar/ultraviolet radiation (modulated by MLD), and sea surface DMS concentrations, is critical for closing a climate feedback loop.
2.2 Introduction

Dimethylsulphide (DMS) is a climatically important biogenic sulphur compound present in surface ocean waters at sufficient concentrations to sustain a significant flux to the remote marine atmosphere (Bates et al. 1992). There, sulphate aerosols derived from the oxidation of DMS are a major source of cloud condensation nuclei (CCN), promoting cloud formation and increasing cloud albedo (Andreae and Crutzen 1997; Ayers et al. 1991; Ayers and Gillett 2000; Berresheim et al. 1993; Sciare et al. 2001). The resulting impact at the surface is expected to be a reduction in solar insolation and therefore a net cooling. The CLAW hypothesis proposes a feedback loop whereby phytoplankton producing DMS alter their environment by modulating incoming solar radiation, engendering a change in surface ocean conditions whilst simultaneously increasing cloud albedo, with global climatic consequences (Charlson et al. 1987). A prerequisite for the closure of any feedback loop is that environmental variables affected by cloud albedo (e.g. insolation, temperature) can in turn influence seawater DMS concentrations. However, the controls on seawater DMS concentrations (hereafter [DMS]) and its associated biological processes are complex and are yet to be fully resolved (Simó 2001).

Various biogeochemical and physical parameters have been proposed as controls on seawater [DMS] and attempts have been made to incorporate some of the most rigorous into explanatory/predictive algorithms. These include an algorithm using chlorophyll concentration, light and a nutrient term based upon Michaelis-Menten kinetics (Anderson et al. 2001) and algorithms based upon plankton community composition indexes calculated from accessory pigment concentrations (Aumont et al. 2002; Belviso et al. 2004). A proposed relationship between mixed layer depth (MLD) and [DMS] (Simó and Pedrós-Alió 1999a) was adapted and extrapolated to produce global DMS fields derived from MLD and chlorophyll a concentration (Simó and Dachs 2002). Aranami and Tsunogai (2004) investigated the MLD-based relationship using regional data and suggested that much of the variance in DMS concentrations could be explained by a simpler relationship with MLD alone based on a dilution effect. Belviso et al. (2004) compared the five aforementioned algorithms utilising a global database of surface seawater [DMS] (http://saga.pmel.noaa.gov/dms/) and found that different algorithms are more skilful.
predictors of DMS concentrations in different regions. Bell et al. (2006) analysed data collected as part of the Atlantic Meridional Transect (AMT) programme to test these predictive algorithms and found that a refined version of the Aranami and Tsunogai (2004) algorithm ([DMS] = 40/MLD) was the best fit for the data. The same dataset was used in this work.

Vallina and Simó (2007) have demonstrated a strong positive relationship between sea surface [DMS] and the solar radiation dose (SRD) received into the upper mixed layer of the ocean. This relationship between SRD and DMS is identified at two fixed locations and at the global level utilising monthly averaged data. A further strong positive relationship has been reported between the SRD, atmospheric DMS oxidation and satellite derived CCN over large areas of the global ocean (Vallina et al. 2007). The global SRD methodology combines a climatological mixed layer depth (MLD), the estimated solar radiation incident at the surface \(I_{0,est}\) derived from a top of atmosphere value (0.5xTOA) and the attenuation of total solar radiation within the water column \(K_d\), units m\(^{-1}\) represented by a constant fixed value (0.06 m\(^{-1}\)). The SRD is essentially a measure of the average light level experienced by the cells confined within the mixed layer in Wm\(^{-2}\). This positive relationship potentially closes a feedback loop between incident solar radiation and marine emissions of DMS, sulphate aerosols, CCN, cloud albedo and climate as postulated by the CLAW hypothesis.

Central to the relationship between the SRD and seawater [DMS] is the proposed interaction between incident surface radiation and MLD. The depth of the mixed layer is expected to have a substantial influence on [DMS] (Simó and Pedrós-Alió 1999a). Stratified waters, although sustaining a lower overall phytoplankton biomass, are characterised by a species assemblage composed of more prolific dimethylsulphoniopropionate (DMSP) producers (Simó and Pedrós-Alió 1999a). DMSP is the dominant biological precursor to DMS as DMSP cleavage by lyase enzymes is a significant DMS production pathway (Steinke et al. 1998; Steinke et al. 2002). In addition, a shallow mixed layer results in elevated exposure to UV irradiance, which inhibits heterotrophic bacterioplankton production as a result of DNA damage caused by UV-B radiation (Slezak et al. 2001; Toole et al. 2006). Reduced bacterioplankton production leads to reduced DMS consumption rates.
Laboratory studies of the diatom *Thalassiosira pseudonana* and the prymnesiophyte *Emiliania huxleyi* have shown that elevated DMS production occurs in response to high UV irradiance with the largest effect under exposure to UV-A wavelengths (320–400 nm) (Sunda et al. 2002). Oxidative stressors (including UV) generate harmful free radicals in the cell, while DMSP, DMS and subsequent DMS oxidation products have been shown to readily scavenge hydroxyl radicals and other reactive oxygen species, relieving oxidative stress (Sunda et al. 2002). This suggests an antioxidant function for DMSP and its breakdown products (including DMS), linking it with UV-induced oxidative stress in marine phytoplankton (Sunda et al. 2002). DMS can also be removed from the water column by photo-oxidation to dimethyl sulfoxide (DMSO) and other breakdown products following exposure to UV-B radiation (Brimblecombe and Shooter 1986), whilst (Kniveton et al. 2003) have demonstrated that extreme changes in UV can cause a reduction in atmospheric DMS on a daily timescale, most likely attributable to photodestruction in the atmosphere. Thus the same shallow MLD and high insolation levels and durations associated with peak summer [DMS] are seemingly ideal for high photochemical loss rates. The photo-oxidation of DMS does not typically dominate as a loss term because it is dependent upon the presence of chromophoric dissolved organic matter (CDOM) which is at lowest concentrations in the summer (Siegel and Michaels 1996). Summer is when the MLD is shallowest and UV irradiance levels are highest and these factors combined (SRD) may help explain the DMS “summer paradox” whereby peak [DMS] occur in the summer despite phytoplankton production, biomass and chlorophyll levels reaching maxima earlier in the year (Toole et al. 2003).

Considering the current state of knowledge, we decided to test the reported relationship between SRD and seawater [DMS] (Vallina and Simó 2007). Belviso and Caniaux (2009) also tested the strength of the SRD-DMS relationship in the North-East Atlantic (using data from the Programme Ocean Multidisciplinaire Meso-Echelle (POMME) experiment). From their data, they conclude that SRD and DMS do not demonstrate a strong correlation (with SRD accounting for only 19% - 24% of
the variance associated with monthly averaged surface DMS concentrations. However, their [DMS] data is not normally distributed and the result from their Spearman's Rank correlation analysis may be more appropriate, suggesting a stronger correlation of \( \rho = 0.74 \). The authors then conducted a sensitivity analysis using different versions of the SRD equation and suggest that the DMS-SRD relationship is heavily influenced by the choice of fixed irradiance attenuation coefficient (\( K_d \)).

In contrast to the global SRD relationship of Vallina and Simó (2007) and the work of Belviso and Caniaux (2009), our study uses \textit{in situ}, daily data from the AMT project sampled concurrently with DMS concentrations for all component variables of the SRD (MLD, \( I_0 \) and \( K_d \)) to calculate \( \text{SRD}_{\text{in situ}} \). In particular, this is the first time an \textit{in situ} and thus variable \( K_d \) has been used to test the SRD calculation over such a large spatial scale. The AMT [DMS] data is also compared to a SRD calculated using climatological/estimated inputs (\( \text{SRD}_{\text{clim}} \)) using the same methodology and data sources as the global study of Vallina and Simó (2007). The regional studies of Vallina and Simó (2007) and Belviso and Caniaux (2009) are from the coastal northwest Mediterranean (Blanes Bay 41°3N, 2°48E), Sargasso Sea (32°10N, 64°30W) and northeast Atlantic (16°W - 22°W, 38°N - 45°N) respectively. Analysing \textit{in situ} data from different locations is vital to advance understanding of the reported global relationship that has been demonstrated with \textit{in situ} data in these regions. The equatorial/oligotrophic regions covered by our analysis are especially critical as it is here that the decoupling of [DMS] from measures of biomass/chlorophyll (summer paradox) are observed.

Our results broadly support those presented previously (Belviso and Caniaux 2009; Vallina and Simó 2007), but also elaborate upon the importance of \( K_d \) and MLD in the SRD equation. We also attempt to directly address UV radiation, adapting the SRD methodology to calculate an ultraviolet radiation dose (UVRD). Sunda et al. (2002) observed that the largest increase in DMSP/cell volume and DMS/cell volume ratios (relative to cultures grown in light environments with no UV radiation) occurred at irradiances filtered for UVB (290-320nm) but included UVA (320-400nm). In addition, Toole et al. (2003) found that wavelength resolved surface photolysis rates from the Sargasso Sea are greatest under UVA wavelengths with
contributions to the total photolysis from UVA (320 - 400 nm) of 67.4 - 77.8% and UVB (280 - 320 nm) of 32.6 - 22.2%. We selected the most appropriate wavelength available within the UVA spectrum (380 nm). Finally, a comparison is made to the work of Bell et al. (2006) who previously found the best fit to the AMT DMS data to be a simple relationship with MLD alone (see equation 2.3 and Bell et al. (2006) for details).

2.3 Methods

The SRD combines the depth of the mixed layer (MLD), the incident solar radiation at the surface ($I_0$) and its attenuation within the water column ($K_d$) (Vallina and Simó 2007):

$$SRD = \frac{I_0}{K_d \text{MLD}} (1 - e^{-K_d \text{MLD}})$$  

(2.1)

Throughout their global study, Vallina and Simó (2007) use a fixed value of $K_d$ representative of the attenuation of total solar radiation by clear ocean water (0.06 m$^{-1}$) and estimate $I_0$ on the assumption that a constant 50% of the solar radiation incident at the top of the atmosphere reaches the surface (0.5xTOA: $I_{0est}$). The estimated $I_0$ is a function of latitude, date and known astronomical constants (Brock 1981; Vallina and Simó 2007). This method of deriving surface irradiance does not account for variable cloud cover or geographical variation in the path length of the irradiance through the atmosphere. MLD is taken from a 2° x 2° resolution global climatology (de Boyer Montégut et al. 2004). The mixed layer is characterised by almost vertically uniform salinity, temperature, and density profiles. The MLD is defined as the point at which a departure from this uniform state can be detected based upon an arbitrary choice of criteria such as temperature, salinity or density (de Boyer Montégut et al. 2004). The criterion used to define the climatological MLD is a temperature change of 0.1°C from a near surface value at 5 m (as used by Vallina and Simó 2007).

In this study we use in situ data for the components of the SRD equation ($I_0$, MLD, $K_d$) and surface [DMS] sampled concurrently during the AMT programme (24 hour
average values of shipboard surface irradiance ($I_0$) with MLD and $K_d$ calculated from concurrent *in situ* data to DMS samples (see below). The AMT program undertakes research cruises between the UK and the Falkland Islands transecting a range of ecosystems but focusing upon the oligotrophic mid-ocean gyres of the North and South Atlantic. This study uses data collected during northern hemisphere spring (cruises AMT-12 in May-June, 2003; and AMT-14 in April-June, 2004) and autumn (AMT-13 in Sept.-Oct., 2003) (Figure 2.1) (see Bell et al. 2006 for more details). To calculate $\text{SRD}_{\text{insitu}}$ it is necessary to not only have a [DMS] measurement at a sampling point but also concurrent data for the components of the SRD (MLD, $I_0$ and $K_d$). Within the AMT dataset, this meant that only 65 DMS data points could be used with concurrent data. Although it would be possible to calculate SRD using climatological data ($\text{SRD}_{\text{clim}}$) for more of AMT data points, the analysis was restricted to the same dataset to enable a fair comparison. The same reasoning was applied to the UVRD analysis which used all available UV data in conjunction with the DMS data used for the SRD analysis.
Figure 2.1: Location of the Atlantic Meridional Transect (AMT) programme cruise tracks (lines) and sampling stations (markers) from which data was available to calculate the SRD (AMT-12, blue; AMT-13, green; AMT-14, red). Plot produced using Ocean Data View (http://odv.awi.de/en/home/).

For incident solar radiation ($I_0$), a daily average (24 hours leading up to the point of sampling) of the continuous shipboard measurements of total solar radiation was used. Measurements in Wm$^{-2}$ were made using Kipp & Zonen SP Lite 0339-900 TIR Pyranometers (range 300-3000 nm) that were positioned high up on the ship’s
foremast approximately 22 m above sea level. The average of two sensors was used and the same instrumentation used on all cruises. An average value rather than a cumulative total was used to be comparable with the 24 hour average climatological/estimated $I_0$ value used by V&S07. Similarly, total solar radiation was used for comparability with V&S07 although it should be noted that it is wavelengths within the PAR and UV spectrum that are biologically most important within the water column. Indeed V&S07 state that total solar radiation is intended as a proxy for these biologically relevant wavelengths. The in situ MLD is defined using the same criteria as the V&S07 MLD climatology, a temperature departure of 0.1°C from a reference depth of 5 m to avoid the effect of diurnal heating (Bell et al. 2006). The temperature profiles used to calculate the MLD were sampled concurrently with [DMS] along the cruise track at pre-dawn (0300hrs local time) each day. The attenuation coefficient ($K_d$) used for the SRD$_{\text{insitu}}$ was calculated using the sampled 1% light level depth ($Z_e$) defined as the depth (m) to which 1% of the light incident at the surface penetrated on the previous day’s mid-morning (1100hrs local time) cast ($K_d \text{TOT} = \ln(0.01)/Z_e$).

We also calculated an ultraviolet radiation dose (UVRD, equation 2.2) based on the SRD equation (equation 2.1) but using a satellite surface UV product from NASA’s Total Ozone Mapping Spectrometer (TOMS) in place of in situ total solar irradiance ($I_o$). This was in the form of the noon irradiance for the specific DMS sampling date at the surface of the ocean in mW m$^{-2}$ nm$^{-1}$ at 380 nm (UVA) and at a 1° x 1° degree grid box resolution. This product incorporates the column ozone amount and cloud conditions, taking into account sun-earth distance, solar zenith angle, total ozone amount, tropospheric aerosol optical depth and cloud transmission (Herman and Celarier 1997) and is available at (http://ozoneaq.gsfc.nasa.gov/TOMSUVExposure.md). This product does not account for daylength and as such it should be noted that the methodology differs from the SRD which uses a daily average value. A constant attenuation coefficient appropriate for the attenuation of UV under oligotrophic conditions ($K_d UV = 0.10$ m$^{-1}$) was applied (Tedetti and Sempere 2006) as no appropriate in situ measurements were available. Tedetti and Sempere (2006) provide a range of Z10% data (the penetration depth for 10% of surface irradiance) for UVA (integration from 315 – 400 nm) from the central subtropical Atlantic for a depth range of 14.5 to 32.5 m.
(average depth 23.5 m). Rearranging the Tedetti and Sempere (2006) definition of 
$Z_{10\%} = 2.3/K_{dUV}$ allows the derivation of $K_d$ from the $Z_{10\%}$ depth ($K_{dUV} = 2.3/Z_{10\%}$). Utilising the average $Z_{10\%}$ value from the central subtropical Atlantic (23.5 m) gives a $K_{dUV}$ value of 0.0978 which was rounded up to $K_{dUV} = 0.01$ for use in this chapter.

\[
UVRD = \frac{UV_{380nm}}{k_dMLD} \left(1 - e^{-k_dMLD}\right)
\]  
(2.2)

These results are also compared to a simpler relationship between a constant ($c$) ($c = 40 \mu\text{mol m}^{-2}$) over MLD and $[DMS]$ (equation 2.3) previously found to be the best fit to this data by Bell et al. (2006) who refitted a simple dilution model proposed by Aranami and Tsunogai (2004) to the AMT data (See Bell et al. (2006) for further details).

\[
DMS = \frac{c}{MLD}
\]  
(2.3)

The non-parametric Spearman’s Rank hypothesis was used to evaluate the bivariate correlations to account for the non-normal distribution of the data. All statistical calculations were performed using SPSS™ software.

### 2.4 Results

#### 2.4.1 SRD

When utilising the SRD methodology in conjunction with the $in situ$ AMT data for all of the SRD variables ($K_d^{TOT}$, $I_0$, MLD) ($SRD_{insitu}$) we find a strong and significant correlation ($\rho = 0.55$, $n = 65$, $p < 0.01$) between SRD and $[DMS]$. The slope of this relationship (0.006 nM/W m$^{-2}$) is less than that found by Vallina and Simó (2007) at the global (0.019 nM/W m$^{-2}$) and regional levels (Blanes Bay 0.028 nM/W m$^{-2}$; Sargasso Sea 0.017 nM/W m$^{-2}$). As these relationships use monthly averaged values, they are intended to be appropriate for the longer term climatological mean situation (Figure 2.2). Vallina and Simó (2007) demonstrate that the SRD is connected to the seasonal DMS cycle at the global level ($10^\circ \times 20^\circ$ grid boxes, $\rho = 0.47$, $n = 545$, $p < 0.01$) and at two fixed locations using monthly averaged data (Blanes Bay $\rho = 0.75$, $n$...
In contrast the AMT data exhibits significant spatial coverage but represents less seasonal variation, covering only a few months of the seasonal cycle (in northern hemisphere spring and autumn). As such, a complete comparison between the two data sets is not possible. However, it is interesting that a strong and significant correlation still exists between SRD and [DMS] when addressing variability on a shorter (daily) timescale in this *in situ* data series.

**Figure 2.2:** [DMS] (nM) versus SRD (W m⁻²) calculated using: (A) *in situ* data (SRD$_{\text{in situ}}$ squares); and (B) climatological data (SRD$_{\text{clim}}$ triangles), for MLD, k and $I_0$. On both plots, solid line is linear best fit regression of the data ((A) SRD$_{\text{in situ}}$: $DMS = 0.755 + 0.006.SRD$ ($p < 0.01$); (B) SRD$_{\text{clim}}$: $DM S = 0.084 + 0.010.SRD$ ($p < 0.01$)). Dashed lines a – c are the relationships between [DMS] and SRD reported by Vallina and Simó (2007) (a = V&S07 Blanes Bay, $DMS = 0.138 + 0.028.SRD$; b = V&S07 Global, $DMS = 0.492+0.019.SRD$; c =V&S07 Sargasso Sea, $DMS = 0.51+0.017.SRD$).

The correlation fit to the AMT [DMS] is improved ($\rho = 0.74$, $n = 65$, $p < 0.01$) when the *in situ* data is replaced with climatological inputs to the SRD calculation (SRD$_{\text{clim}}$) following the methodology used in the global analysis of Vallina and Simó (2007). The slope of this relationship (0.010 nM/W m⁻²) is also closer to the global relationship reported by Vallina and Simó (2007) (Figure 2.2). An initial motivation of this research was to attempt to improve upon the handling by Vallina and Simó...
(2007) of these climatological variables, $I_{0est}$ (0.5xTOA), MLD (climatology) and $K_{4 TOT}$ (fixed). A comparison of the AMT in situ data with climatological data does yield statistically significant correlations. The climatological and in situ MLD compare reasonably well ($\rho = 0.55$, $n = 65$, $p < 0.01$) although the climatological MLD significantly underestimates the range of MLD and exhibits a shallow bias when compared with the observed, in situ MLD data from AMT (in situ: range 7 – 144 m, mean 38 m; climatology: range 6 m – 56 m, mean 20 m). The in situ and climatological $I_0$ values compare more favourably ($\rho = 0.78$, $n = 65$, $p < 0.01$). The climatological $I_0$ also underestimates the range of solar radiation incident at the surface when compared to the in situ data (in situ: range 78.2 – 323.4 Wm$^{-2}$, mean 226.1 Wm$^{-2}$; climatology: range = 98.9 - 241.9 Wm$^{-2}$, mean 210.1 Wm$^{-2}$). This underestimated range can be explained because the estimated $I_0$ uses a 0.5xTOA value that does not account for varying cloud cover or atmospheric path length. In this shorter, high resolution dataset, variable cloud cover is expected to play an important role especially given the AMT cruise track crossing the equator and the inter-tropical convergence zone (ITCZ). The fixed value of $K_{4 TOT}$ (0.06 m$^{-1}$) utilised by Vallina and Simó (2007) falls within the range of in situ $K_{4 TOT}$ values from the AMT dataset (0.03 – 0.11 m$^{-1}$, mean = 0.05 m$^{-1}$).

Similar strength correlations to that observed between [DMS] and SRD are also observed between [DMS] and MLD (in situ MLD: $\rho = 0.61$, $n = 65$, $p < 0.01$; climatological MLD: $\rho = 0.70$, $n = 65$, $p <0 .01$) and climatological $I_0$ ($\rho = 0.74$, $n = 65$, $p < 0.01$). To investigate the SRD further we examined the components of the equation to try and determine their respective influences upon the observed correlations between the SRD and [DMS] (Table 2.1).
Table 2.1: Spearman’s rank correlation coefficients ($\rho$) between [DMS] and the outcome of the 3 equations on test (SRD (Eq. (1)), UVRD (Eq. (2)), 40/MLD (Eq. (3)) with various combinations of the available climatological/in situ data as input variables ($I_0/UV_{380nm}$, MLD and $K_{d\TOT}$ or $K_{d\UV}$). **Bold** coefficients indicate that an appropriate fixed value for light attenuation ($K_d$) is used (0.06 m$^{-1}$ for $I_0$, 0.10 m$^{-1}$ for UVA) (see methods for further details). Plain text indicates that the in situ value for light attenuation ($K_d$) is used. The simpler $DMS = 40/MLD$ coefficients (italics) does not utilise a light attenuation ($K_d$) value. All coefficients significant at $p<0.01$ unless marked with * (in which case, result is not significant at $p<0.05$). For correlations involving UVA $n=54$, otherwise $n=65$).

<table>
<thead>
<tr>
<th></th>
<th>$I_0$ In situ</th>
<th>$I_0$/Climatology</th>
<th>$I_0$/Fixed</th>
<th>UVA (satellite)</th>
<th>40/MLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLD In situ</td>
<td>0.55</td>
<td>0.55</td>
<td>0.48</td>
<td>n/a</td>
<td>0.61</td>
</tr>
<tr>
<td><strong>0.62</strong></td>
<td><strong>0.61</strong></td>
<td><strong>0.61</strong></td>
<td><strong>0.55</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLD</td>
<td>0.53</td>
<td>0.58</td>
<td>0.42</td>
<td>n/a</td>
<td>0.70</td>
</tr>
<tr>
<td>Climatology</td>
<td><strong>0.62</strong></td>
<td><strong>0.74</strong></td>
<td><strong>0.71</strong></td>
<td><strong>0.67</strong></td>
<td></td>
</tr>
<tr>
<td>MLD Fixed</td>
<td>0.46</td>
<td>0.71</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td><strong>0.47</strong></td>
<td><strong>0.73</strong></td>
<td>n/a</td>
<td><strong>0.26</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Replacing the *in situ*, variable light attenuation coefficient ($K_{d\TOT}$) within the SRD equation with a fixed value (0.06 m$^{-1}$) uniformly increases the correlation with [DMS] (Table 2.1). This could partly explain the difference in the correlation to [DMS] between SRD$_{\text{in situ}}$ and SRD$_{\text{clim}}$. The correlation to [DMS] is almost always increased when the *in situ* $I_0$ is replaced with the estimated $I_0$ (0.5xTOA). Fixing the MLD significantly decreases the correlation in conjunction with *in situ* $I_0$ but a fixed MLD in combination with an estimated $I_0$ returns a high correlation (Table 2.1). The SRD permutations offer some improvement upon the simpler relationships between [DMS] and MLD (40/ MLD) (MLD climatological: $\rho = 0.70$, $n = 65$, $p < 0.01$, MLD *in situ*: $\rho = 0.61$, $n = 65$, $p < 0.01$). Using an $I_0$ derived from a TOA value that does
not account for cloud (\(\rho = 0.73, n = 65, p < 0.01\)) also performs as well as using the optimum SRD formulation (SRD\(_{\text{clim}}\)).

2.4.2 UVRD

Results from the literature (Toole and Siegel 2004; Toole et al. 2006; Sunda et al. 2002) led us to investigate the SRD equation from the perspective of surface UV irradiance (UVRD, equation 2.2) utilising a cloud-adjusted satellite-retrieved surface UVA irradiance (no direct measurements of UV were available from the AMT) within the SRD methodology (see section 2.3 for details). A fixed value for \(K_{d\,UV}\) was adopted as no direct measurements were available from the AMT with an appropriate value for these oligotrophic conditions (\(K_{d\,UV} = 0.10\) m\(^{-1}\)) selected from the literature (Tedetti and Sempere 2006). Significant correlations were observed when using UVA (380 nm) in this study and this is consistent with previous work. Toole and Siegel (2004) attribute observed patterns of DMS cycling in the oligotrophic Sargasso Sea to a stress forced mechanism associated with UVA irradiance, while Sunda et al. (2002) noted elevated [DMS] with exposure to UVA wavelengths under laboratory conditions.

The UVRD calculated using a climatological MLD is well correlated to [DMS] from AMT (\(\rho = 0.67, n = 54, p < 0.01\)) (Figure 2.3) and is a better fit to the [DMS] data than the SRD\(_{\text{insitu}}\) with either variable, \textit{in situ} \(K_{d\,\text{TOT}}\) values (\(\rho = 0.56, n = 66, p < 0.01\)) or fixed \(K_{d\,\text{TOT}}\) values (\(\rho = 0.63, n = 66, p < 0.01\)). However, the UVRD does not improve upon the correlation between [DMS] and the SRD\(_{\text{clim}}\) (\(\rho = 0.74, n = 66, p < 0.01\)) although it does use a more appropriate surface irradiance (i.e. cloud adjusted) component. Once again the correlation between UVRD and [DMS] is very similar to the strength of the correlations found between the simpler relationships with [DMS] and MLD alone (40/MLD) or the estimated \(I_0\) derived from the TOA value (0.5xTOA).
2.5 Discussion

The SRD calculated using in situ components from the AMT (SRD$_{\text{in situ}}$) produces a statistically significant correlation to the concurrently sampled, high resolution [DMS] data. This application is beyond the remit originally proposed. The strength of this correlation is reduced relative to the global and fixed location studies of Vallina and Simó (2007) and the slope of the relationship between SRD and DMS is less. Notably, the correlation fit is improved when in situ data is replaced with climatological values as inputs to the SRD (SRD$_{\text{clim}}$), the same approach used to derive the global SRD relationship of Vallina and Simó (2007). This also brings the slope into better agreement with the slopes identified by Vallina and Simó (2007), although variability in slope can be expected given the varying temporal and spatial nature of the cruise track sampling points and the resolution and time period of the data. These results are in agreement with the strength of Spearman’s Rank correlation ($\rho = 0.74, n = 232, p < 0.01$) reported between the SRD and [DMS] from the North East Atlantic over a seasonal cycle by Belviso and Caniaux (2009).
A change from a variable, *in situ* light attenuation coefficient \((K_{d \text{TOT}})\) to a fixed value significantly increased the strength of correlation with [DMS] across the range of SRD equation permutations. Fixing \(K_{d \text{TOT}}\) effectively removes it from the equation in terms of a correlation fit to the data. As Belviso and Caniaux (2009) demonstrate, the value of \(K_{d \text{TOT}}\) can have a substantial impact on the value of SRD. Our data suggests that allowing \(K_{d \text{TOT}}\) to vary significantly reduces the strength of correlation between SRD and [DMS] and implies that the inclusion of a variable \(K_{d \text{TOT}}\) within the SRD equation reduces its effectiveness at predicting surface [DMS]. This was the likely cause of much of the difference between SRD\(_{\text{insitu}}\) and SRD\(_{\text{clim}}\) and their strength of correlation with [DMS]. The switch from an *in situ* \(I_0\) to an \(I_0\) derived from a top of the atmosphere value (\(I_{\text{est}}\)) appears to account for the remainder of the difference in the strength of correlation of [DMS] with SRD\(_{\text{insitu}}\) and SRD\(_{\text{clim}}\). Similar strength correlations with [DMS] were also found for climatological \(I_0\) and climatological MLD (40/MLD).

It is important to remember that MLD and \(I_0\) are not completely independent variables and that the two are likely to be coupled over the seasonal cycle with high insolation levels in the summer coinciding with shallow mixed layers (de Boyer Montégut et al. 2004). The advantage of the SRD methodology is that it combines these two interrelated variables, incorporating a physical mechanism to explain why the seasonal coherence of shallow MLD and high insolation combine to produce high DMS concentrations. The problem is that it becomes difficult to isolate the causal effect of insolation beyond a relationship with MLD driven by seasonality in \(I_0\) (i.e. the effect of variable \(I_0\) or SRD given a constant MLD). This is especially apparent when using a non-cloud adjusted, estimated \(I_0\) in place of *in situ* \(I_0\) data. In addition, factors such as CDOM concentration or phytoplankton biomass which determine the attenuation of irradiance are not independent of MLD or \(I_0\).

The main difference between the two measures of surface irradiance is that the *in situ* \(I_0\) represents the variability introduced by cloud cover and geographical differences in the path length of the radiation through the atmosphere whereas the TOA derived, estimated \(I_0\) does not (beyond the assumption that 50% of TOA irradiance is removed). The *in situ*, daily average \(I_0\) values must represent more
faithfully the surface irradiance that is concurrent with the daily sampled [DMS] but
the TOA derived $I_{0est}$ is more successful at providing a correlation fit both in
combination with the SRD method and when used in isolation. The estimated, TOA-
derived $I_{0est}$ may be representing the longer-term mean state of the system rather
than the snapshot of variability provided by the in situ AMT cruise transect data.
Within this high resolution in situ dataset MLD and $I_0$ are less likely to be directly
coupled and this could explain why the climatological data is more successful at
resolving the observed DMS concentrations. The estimated $I_0$ could also represent
seasonality in an unknown variable or combination of variables that combine with
shallow summer MLD to produce high [DMS]. Finally, it could represent a
smoothed (inverse) version of MLD itself with [DMS] modulated by a dilution effect
independent of high resolution changes in insolation. In conjunction with smoothed
monthly data the inclusion of an estimated $I_0$ within the SRD equation may act as a
proxy for the seasonality inherent within the DMS cycle, combining latitude and date
(seasonality) within one variable. The estimated $I_0$ could then represent the
background potential for exposure to incident surface radiation whilst variations in
MLD control the dose.

A motivation of this work was to attempt to improve upon the handling of the
climatological and estimated SRD parameters. A dominant role for MLD within the
SRD could explain why using in situ values for $I_0$ and $K_{d_{TOT}}$ did not yield any
improvement in the skill of the SRD equation when applied to this daily data. The
combination of a less variable, TOA-derived $I_0$ and fixed $K_{d_{TOT}}$ would also increase
the methodological importance of MLD within the SRD calculation. It should be
remembered that although MLD seems to be a key variable within the SRD equation
(at least in terms of the AMT data) explicit within the SRD reasoning is the
implication that shallow MLD allow insolation to influence the dynamics of the
DMS(P) food web (Simó and Pedrós-Alió 1999a). This is hinted at in the
relationship between [DMS] and UV found in this study.

Prior to the Great Oxidation 2.4 billion years ago, life on Earth evolved without the
protection of a stratospheric ozone layer and under much higher UV levels than
today (Garcia-Pichel 1998). This evolutionary history may still be reflected in
efficient strategies and physiological mechanisms in modern organisms and
ecosystems to prevent UV-induced damage and reduce photo-oxidative stress (Hader et al. 2003). This may be relevant in the context of DMSP and DMS production by marine phytoplankton (Sunda et al. 2002). Addressing UVA directly via the substitution of a cloud adjusted satellite retrieval of surface UVA irradiance (UVRD) did not significantly improve or worsen the correlation to [DMS] relative to the SRDclim, estimated $I_0$ or 40/MLD relationship. The UVRD equation did improve upon the correlation between [DMS] and SRDinsitu but most importantly yields a strong significant correlation in conjunction with a cloud adjusted measure of surface irradiance in a wavelength previously linked to DMS dynamics. This supports the results of Toole and Siegel (2004), who identified a significant correlation between [DMS] and in situ UVA (325 nm) within the mixed layer at a fixed location (Hydrostation S) in the Sargasso Sea over the seasonal cycle. It is important to note that as with SRD the strength of correlation between [DMS] and UVRD was likely to be influenced by fixing the value of $K_{d_UV}$. In the future, utilising direct in situ measurements of UVA and UVB coupled with their attenuation within the water column should improve our understanding of UVRD and DMS dynamics.

Within the AMT data, there is little difference between the most highly correlated variation of the SRD equation (SRDclim), the UVRD and the simpler relationships based on in situ MLD (40/MLD) or estimated $I_0$ alone. The notion that MLD could be important in modulating DMS concentrations was introduced by Simó and Pedrós-Alió (1999a) who commented that it was useful shorthand to prediction until the mechanisms controlling DMS concentrations could be resolved. It is questionable from this AMT data whether the inclusion of the variables $I_0$/UV and $K_d$ via the SRD methodology improves the correlation enough to illuminate causation over this resolution. Recent work by Derevianko et al. (2009) uses the recently-updated global database of surface seawater [DMS] (http://saga.pmel.noaa.gov/dms/) to examine the SRD relationship and comes to similar conclusions.

2.6 Conclusions
A challenge of Earth system science is to decouple the complex inter-relationships and feedbacks between the biosphere and climate. Vallina and Simó (2007) have
demonstrated that a positive relationship may exist between the SRD and surface [DMS] over the seasonal DMS cycle using monthly averaged data. This is a necessary condition for the operation of a negative feedback (Charlson et al. 1987). The SRD methodology asserts that the interrelated seasonal cycles of MLD and surface insolation combine to produce high [DMS] when MLD are shallowest and summer insolation strongest. The SRD method is successful at combining these two relationships into one and provides a plausible bio-physical explanation for the strong correlations observed over the seasonal DMS cycle. The SRD methodology is troubled by the use of an estimated $I_0$ that does not realistically account for cloud cover or atmospheric path length, especially at this temporal resolution. This has implications for the CLAW hypothesis and the closure of any feedback loop which depends on the modulation of insolation by varying cloud albedo. The UVRD proposed here goes some way to addressing this issue producing a good correlation whilst utilising a cloud adjusted, surface irradiance product at a wavelength (UVA) with an implicated role in DMS(P) dynamics. Whether the SRD (or UVRD) illuminates causation beyond a simpler relationship with MLD or TOA-derived $I_0$ (i.e. a variable representing seasonality) at this resolution is questionable, at least within this AMT data. The MLD remains a useful shorthand to prediction without fully resolving the biological processes involved. However, it makes it harder to close the CLAW feedback loop. The suggested relationship between incident solar/ultraviolet radiation and sea surface DMS concentrations (modulated by MLD) makes it easier to close that feedback loop.
Chapter 3: Investigating the inter-relationships between water attenuated irradiance, primary production and DMS(P)
This chapter was published in Biogeochemistry and is presented in scientific paper format. Co-authors are Tom Bell and Parv Suntharalingam who provided supervision and advice on this work. Minor changes were made following the *viva voce*.


### 3.1 Abstract

Both solar irradiance and primary production have been proposed as independent controls on seawater dimethyl sulphide (DMS) and dimethylsulphoniopropionate (DMSP) concentrations. However, irradiance also drives photosynthesis, and thus influences a complex set of inter-related processes that modulate marine DMS. We investigate the potential inter-relationships between the rate of primary production (carbon assimilation), underwater irradiance and DMS/DMSP dynamics by applying correlation analysis to a high resolution, concurrently sampled *in situ* data set from a range of latitudes covering multiple biogeochemical provinces from 3 of the 4 Longhurst biogeochemical domains. The combination of primary production (PP) and underwater irradiance ($I_z$) within a multivariate regression model is able to explain 55% of the variance in DMS concentrations from all depths within the euphotic zone and 66% of the variance in surface DMS concentrations. Contrary to some previous studies we find a variable representing biological processes is necessary to better account for the variance in DMS. We find that the inclusion of $I_z$ accounts for variance in DMS that is independent from the variance explained by PP. This suggests an important role for solar irradiance (beyond the influence of irradiance upon primary production) in mediating the relationship between the productivity of the ecosystem, DMS/DMSP production and ambient seawater DMS concentrations.

### 3.2 Introduction

The CLAW hypothesis suggests that DMS could be part of a biologically-mediated biogeochemical-climate feedback loop (Charlson et al. 1987) with global climatic
Seawater DMS concentrations are a critical link in this loop, modulating DMS flux to the atmosphere (Liss and Slater 1974) with a cloud albedo-climate control upon seawater DMS necessary for the operation of a feedback loop. DMS concentrations in the surface ocean are a product of the marine ecosystem and its environmental setting and the result of a complex interaction of sources and sinks (Stefels et al. 2007; Simó 2001). The main DMS precursor, DMSP, is closely associated with algal synthesis with phytoplankton speciation important for determining DMSP production (Keller et al. 1989; Stefels et al. 2007). Once liberated within the water column, DMS can be metabolised by bacteria to dimethylsulphoxide (DMSO) and other non-volatile sulphur species (Kiene et al. 2000; Kieber et al. 1996), photo-oxidised to DMSO and other breakdown products (Brimblecombe and Shooter 1986; Hatton 2002) or, due to its volatile nature, cross the sea/air interface (Liss and Slater 1974).

At the global scale, elevated DMS/DMSP (hereafter referred to as DMS(P)) concentrations are associated with regions of high productivity and biomass (Kettle et al. 1999; Lana et al. 2011a). Underwater irradiance is a major control upon the productivity of marine ecosystems along with nutrients and temperature at regional to global spatial scales and at monthly to seasonal temporal scales (Behrenfeld and Falkowski 1997b; Geider et al. 2001). Consequently, regional to global spatial scale and monthly to annual temporal scale DMS and DMSP distributions may be related to solar radiation via the modulation of productivity by underwater insolation.

At the local scale, underwater irradiances can be highly variable in space and time, inducing a range of physiological states from photoinhibition to light limitation as a result of mixing (depth variations), self shading, and insolation changes due to cloud cover variation or diurnal variation (Macintyre et al. 2000). A mechanism for maintaining photosynthesis at an optimum rate under the stresses of a constantly changing light environment could offer a significant selective advantage over the lifetime of a typical phytoplankton cell (hours to days). DMSP synthesis has been linked to the maintenance of photosynthetic efficiency in some laboratory studies (Archer et al. 2010; Sunda et al. 2002) with DMS and DMSP attributed roles as an antioxidant (Sunda et al. 2002) or as part of an overflow mechanism when growth is
unbalanced (Stefels 2000). This suggests a possible inter-relationship between underwater irradiance, the rate of PP and DMSP synthesis.

Solar radiation also plays a role in modulating two major DMS loss processes; bacterial metabolism and photo-oxidation rates (Simó and Pedrós-Alió 1999a; Toole et al. 2003; Toole and Siegel 2004; Vallina et al. 2007). This offers the potential for an additional direct effect of solar radiation upon ambient DMS concentrations that is independent from the role of solar radiation in modulating PP. A strong positive correlation has been demonstrated between mixed layer irradiance (solar radiation dose, SRD) and monthly averaged surface DMS concentrations at regional and global scales (Vallina and Simó 2007). Chapter 2 reports a strong, significant correlation between DMS and SRD using a higher temporal resolution (daily) sampled dataset from the AMT programme. The mixed layer irradiance framework suggests a simultaneous increase in DMS(P) synthesis (via the antioxidant or overflow hypothesis), a shift in the species assemblage towards high DMSP producers and reduction in bacterial sulphur demand under high irradiances (Simó and Pedrós-Alió 1999a). This provides a plausible biophysical explanation as to why shallow mixed layers coincident with high summer insolation yield elevated DMS concentrations. However, the SRD methodology lacks a direct representation of biology and, although it is successful at explaining temporal DMS concentrations, a large amount of data averaging is required to observe a strong correlation across large spatial scales (Derevianko et al. 2009).

Previous analyses from in situ cruise measurements have demonstrated a correlation between PP and total DMSP (DMSPt: the sum of dissolved and particulate DMSP). Using data from the subtropical and equatorial regions of the Atlantic, Bell et al. (2010) report a strong correlation ($\rho = 0.59$, $p < 0.01$, $n = 118$) between DMSPt and PP (per hour, by cells $> 2 \mu m$ diameter). Using data from higher latitudes, Matrai et al. (2007) report a correlation between depth-integrated values of DMSPt and total PP (per day) over the seasonal cycle from 5 Barents Sea cruises. Bell et al. (2010) demonstrate a correlation between DMSPt and photoprotective pigments but neither of these analyses explored the direct influence of irradiance upon DMSP or DMS concentrations. In this study we apply multivariate correlation analysis to a compiled dataset of concurrently sampled DMS, DMSPt, PP and chlorophyll a (Chl
data from the ocean surface to the base of the euphotic zone. The dataset covers a range of seasons with data from 8 biogeochemical provinces representing 3 of the 4 biogeochemical domains as defined by Longhurst (1995) with an approximate latitudinal range of 78°N to 40°S. We use this dataset to investigate whether underwater irradiance ($I_z$) in the marine environment has an independent role in controlling DMSPt and DMS concentrations, beyond its role in modulating PP.

### 3.3 Methods

Data was collated from (i) the Atlantic Meridional Transect program (AMT), (ii) the Barents Sea (BAR), (iii) Atmospheric Chemistry Studies in the Oceanic Environment (ACSOE) research campaign and (iv) DImethyl Sulphide biogeochemistry within a COccolithophore bloom (DISCO) study (Figure 3.1). Data was sampled from a range of ecosystems, latitudes and seasons from 8 biogeochemical provinces within 3 open ocean biogeochemical domains:

- **Polar domain**: Boreal Polar Province, BPLR; and Atlantic Subarctic Province, SARC.
- **Westerlies domain**: North Atlantic Drift Province, NADR; North Atlantic Subtropical Gyral Province West, NAST(W); and North Atlantic Subtropical Gyral Province East, NAST(E).
- **Trade wind domain**: North Atlantic Tropical Gyral Province, NATR; Western Tropical Atlantic Province, WTRA; and South Atlantic Gyral Province, SATL (Longhurst 1995).

The 3 cruises from AMT (AMT-12, 12th May – 17th June 2003; AMT-13, 10th September – 14th October 2003; and AMT-14, 26th April – 2nd June 2004) were focused on the oligotrophic gyres of the North and South Atlantic, sampling from approximately 40°S to 40°N (see Bell et al. (2010) for further details). The BAR data comprises 5 cruises conducted in high latitude eutrophic waters including some sea ice zone samples during May 1993, March 1998, May 1998, June-July 1999 and July 2001 between approximately 72°N-78°N (see Matrai et al. (2007) for further details). ACSOE and DISCO were both Lagrangian bloom-tracking studies. DISCO tracked the development of a bloom of the coccolithophore, *Emiliania huxleyi* between the 16th and 26th of June 1999 in the northern North Sea at approximately 59°N (see Burkill et al. (2002) for further details). The ACSOE North Atlantic
Experiment tracked an *Emiliania huxleyi* bloom in a eddy south of Iceland between the 10th June and 4th July 1998 at approximately 60°N (see Jickells et al (2008), Simó and Pedrós-Alió (1999b) for more details).

Data were available for analysis from 82 depth profiles of concurrently sampled DMS and DMSP concentration (nmol l⁻¹), a measurement technique for PP, daily ¹⁴C uptake rate (mg C m⁻³ d⁻¹), Chl a concentration (mg C m⁻³), and an estimate of the fraction of surface irradiance available to the sample (Iz) (see discussion below and equation 3.1). For each depth profile, samples were taken from the surface to the base of the euphotic zone (1% of the surface irradiance) and at intermediate depths. Samples were considered concurrent if they were from the same profile and from the same sample depth (z +/- 2m).

All DMS samples were filtered and measured using purge and trap (Turner et al. 1990) coupled with a gas chromatograph (GC) fitted with a flame photometric detector (see Archer et al. (2002b), Bell et al. (2006), Bell et al. (2007), Burkill et al. (2002), Jickells et al. (2008), Matrai et al. (2007), Matrai and Vernet (1997), Matrai and Keller (1993) for details), with the exception of DISCO samples, which were analysed using a mass spectrometer and the analytical protocol of Smith et al. (1999). DMSP samples were typically converted to DMS via cold alkali hydrolysis and, with the exception of some AMT samples that were analysed via headspace analysis (see Bell et al. 2006, 2007), were also analysed using the purge and trap GC technique. Whilst differences have been observed between different analytical techniques, what little data that has been collected on DMS inter-comparability suggests that variability between different techniques is likely to be ≤25% (Bell et al. 2011). Consequently we conclude that this does not present a significant problem for our study. The method of filtration used to separate dissolved DMSP (DMSPd) from particulate DMSP (DMSPp) has been reported to have a more significant influence upon results (Kiene and Slezak 2006). However, we only interpret total DMSP (DMSPp + DMSPd) data in our analysis and thus filtration artefacts were not considered to be such an issue.

Daily ¹⁴C uptake rates (mg C m⁻³ d⁻¹) were determined by on-deck incubations for AMT, ACSOE, DISCO and some BAR data using filters to simulate underwater
light levels. PP samples from all sources were determined as the difference between light and dark incubated samples to account for respiration. ACSOE cruises used the standard JGOFS $^{14}$C methodology (see Savidge and Gilpin 1999). AMT, BAR and DISCO do not cite primary references for the $^{14}$C methods but see Burkill et al. (2002), Poulton et al. (2006), Matrai et al. (2007), Matrai and Vernet (1997) and Simó and Pedrós-Alió (1999b). In common with many other studies, some uncertainty is introduced when water samples are incubated on deck to yield daily PP rates with a potential disparity between simulated and actual abiotic and biotic environments (Marra 2002). Additionally, some BAR PP data were incubated in situ at the depths from which the water samples were made (Vernet et al. 1998) rather than on deck but this is not thought to introduce prohibitive differences in the results (Marra 2002). Studies undertaken in the North Atlantic (Joint et al. 1993) and North Sea (Joint and Pomroy 1993) did not find significant differences in the estimates of PP between on deck and in situ incubations. Chl $a$ concentrations were measured using fluorometric methods: AMT and DISCO publications cite Welschmeyer (1994) as a primary reference while ACSOE and BAR publications do not cite primary references for the methods used (but see Burkill et al. 2002; Matrai 1997 for further information).

Underwater irradiance ($I_z$) is the estimated 24 hour averaged surface 300-3000 nm irradiance ($I_{0est}$) at the sampling depth ($z$) (see equation 3.1) is a function of latitude, date and known astronomical constants (Brock 1981; Vallina and Simó 2007). $I_{0est}$ is not an in situ measurement and does not take account of cloud variations or the atmospheric path length as it assumes a constant 50% attenuation of top of atmosphere radiation which will dampen some variability in $I_z$. In common with other studies (Lana et al. 2011a; Vallina and Simó 2007), we used total solar irradiance as a proxy for biologically relevant wavelengths (PAR and UV). It would be ideal to have used in situ measurements of PAR and UV from the cruises but these data were not available. Previous authors (Belviso et al. 2011; Jerlov 1974, 1977; Jitts et al. 1976) have used a fixed coefficient to estimate PAR wavelengths from total solar irradiance under clear skies. The application of this fixed coefficient approach would not change the correlation coefficients within our work. Baker and Frouin (1987) used a variable coefficient approach to adjust the clear sky coefficient and found a maximum difference of 0.06 in the ratio of $I_{0total}:I_{0PAR}$ depending on
water vapour, aerosol optical thickness and latitude. The variance introduced by cloud cover is larger than variation introduced by variable attenuation of the solar spectrum (Baker and Frouin 1987). We did try using a 10 year cloud adjusted surface PAR climatology derived from SeaWiFS data (http://www.science.oregonstate.edu/ocean.productivity/index.php) to calculate under water irradiance \( I_z \). This degraded the correlation relationships between \( I_z \) and both DMS and DMSP, likely due to the poor spatial and temporal resolution of the climatological data \((1/6^{th} \) degree spatial grid, monthly resolution). This resulted in several profiles from each cruise being assigned the same irradiance value. In addition, the PAR climatology is a noon irradiance value as opposed to a 24 hour average value. We calculated a daily averaged underwater irradiance value so as to be comparable with our daily in situ PP rates. Previous authors have suggested that it is the attenuation of irradiance by the water column and its contents that offers the greater uncertainty when determining underwater irradiances (Baker and Frouin 1987; Smith and Baker 1981). We derive our underwater irradiance from in situ measures of the fraction of surface irradiance and believe that this greater source of uncertainty has been accounted for more precisely. The fraction \( (f)\) of surface irradiance at the sample depth \( z \) \( (f_z) \) which was measured in situ and concurrently with the DMSP/DMS/PP water sample was used to calculate \( I_z \) (see equation 3.1). In some cases the \( f_z \) value from the mid-morning cast of the previous day was used to calculate \( I_z \) because the water samples were collected at night (see Poulton et al. 2006). Where no \( f_z \) was available data were excluded from the analysis.

\[
I_z = I_0est(f_z)
\]  

(3.1)

From the Barents Sea data only the May 1993 cruise concurrently sampled DMS as well as DMSPt and PP. This results in a smaller dataset for DMS and PP data \((n = 250)\), in comparison to concurrently measured DMSPt and PP measurements \((n = 401)\). In addition there was no fractional surface irradiance data from the May 1993 cruise so there is no concurrent \( I_z \) and DMS data from the Barents Sea.

We applied direct multiple linear regression (MLR) analysis to this dataset. To account for the skewed distribution of the data, we used log\(_{10}\) transformed data in the regression analysis, and a Spearman’s Rank test to evaluate bivariate correlations.
We present multiple correlation coefficients (R) and adjusted multiple coefficients of determination ($R^2$). The adjusted $R^2$ statistic corrects for the problem of additional explanatory variables increasing the correlation simply due to their inclusion (Weisberg 2005). Equation 3.2 shows calculation of the adjusted $R^2$ where $SS_{err}$ is the residual sum of squares, $SS_{tot}$ is the total sum of squares, $df_i$ is the total number of degrees of freedom ($n - 1$) and $df_e$ is the total number of degrees of freedom minus the number of fit coefficients/explanatory variables ($q$) ($n - 1 - q$) (Weisberg 2005).

$$\text{Adjusted } R^2 = \frac{SS_{err} \ df_i}{SS_{tot} \ df_e} \quad (3.2)$$

We also calculated the tolerance for the predictors to evaluate potential multicolinearity within the MLR. This is calculated as $\text{Tolerance} = 1 - R^2_n$ where $R^2_n$ is the coefficient of determination of the Independent Explanatory Variable (IEV) $n$ on all other IEV’s (Weisberg 2005). Tolerance is the proportion of an IEV’s variance that is not accounted for by the other IEV’s in the equation. A tolerance level close to 0 indicates multicolinearity (Weisberg 2005). All statistical calculations were performed using SPSS™ software. The Theil-Sen trendlines in Figure 3.2 were derived by finding the median of all slopes for lines between all pairs of points with the intercept calculated for the median slope. This non-parametric technique is insensitive to outliers and thus appropriate for non-parametric data (Miller and Miller 2000).

We followed the approach of Bell et al. (2010) to define the criteria for a strong correlation, which reflects the inherent natural variability and relatively dynamic DMS(P) system. A correlation was considered strong if the absolute value of $\rho$ was $> 0.5$. A correlation was considered statistically significant if it met the threshold criteria of $p < 0.01$. The Hotelling-Williams test (HW test) as described by Steiger (1980) was used to evaluate the significance of any difference between correlation coefficients that share a common variable (e.g. the significance of any difference in the $\rho$ value between DMS:PP and DMS:Chl). The HW test statistic is interpreted as one would a t-statistic with the p value reported as a measure of the error associated
with rejecting the null hypothesis that the two correlation coefficients are equal (H₀: ρ_DMS:PP = ρ_DMS:Chl).

Figure 3.1: Location of the four data subsets: ACSOE (red squares); AMT (blue circles), BAR (orange diamonds), DISCO (green triangles). Each marker represents a single depth profile, approx 6-8 samples per profile: DMSPt n = 401, AMT n = 169, BAR n = 169, ACSOE n = 11, DISCO n = 52 (approx 48 profiles), DMS n = 250, AMT n = 185, BAR n = 24, ACSOE n = 11, DISCO n = 30 (approx 36 profiles). Grey lines delineate biogeochemical provinces and shaded areas identify biogeochemical domains. One profile from AMT was sampled from the Canary current coastal province (CNRY) which falls within the Coastal domain, this was included in section 3.4.1 but not within section 3.4.2.
3.4 Results

3.4.1 All data

We analysed the data across all latitudes and found strong, significant correlations between concurrently sampled *in situ* PP and DMSPt ($\rho = 0.55$, $p < 0.01$, n = 401) and between concurrently sampled *in situ* PP and DMS ($\rho = 0.66$, $p < 0.01$, n = 250) from all depths of the euphotic zone (Figure 3.2a and Figure 3.2c, Table 3.1). Correlations between DMSPt and Chl $\alpha$ concentration ($\rho = 0.60$, $p < 0.01$, n = 409) are of comparable strength and significance to those between DMSPt and PP. The correlation between DMS and Chl $\alpha$ ($\rho = 0.40$, $p < 0.01$, n = 250) is weaker than that between DMS and PP. Analysis using the HW statistic (Steiger 1980) shows that the $\rho_{\text{DMSPt:Chl}}$ coefficient value is significantly different (weaker) than the $\rho_{\text{DMSPt:PP}}$ value ($p < 0.001$). There is little correlation between *in situ* DMSPt and estimated average daily water-attenuated irradiance at the sample depth ($I_z$) ($\rho = 0.12$, $p < 0.05$, n = 298). In contrast, the correlation between DMS and $I_z$ is strong, positive and significant ($\rho = 0.55$, $p < 0.01$, n = 226) (Figure 3.2b & Figure 3.2d, Table 3.1).

A multiple linear regression (MLR) analysis of the correlation between DMS and the separate variables PP and $I_z$ using the whole dataset yields a multiple correlation coefficient (R) of $R = 0.74$, which is stronger than the correlation between DMS and either explanatory variable in isolation (equation 3.3).

$$\log_{10} \text{DMS} = 0.539 \log_{10} \text{PP} + 0.310 \log_{10} I_z - 0.279 \tag{3.3}$$

The adjusted $R^2$ for equation 3.3 ($R^2 = 0.55$) indicates that 55% of variability in DMS concentrations can be explained by these two variables (Table 3.1). The adjusted $R^2$ statistic corrects for the problem of additional explanatory variables increasing the correlation simply due to their inclusion (Weisberg 2005) (see section 3.3). The explanatory variables (PP and $I_z$) for the MLR do not exhibit a strong correlation to each other ($\rho = 0.4$, $p < 0.01$, n = 345) and the tolerance is significantly above zero (0.726) indicating that only ~30% of the variance in one explanatory variable is explained by the other and is not indicative of multicolinearity (Weisberg 2005). In addition, both explanatory variables in the MLR are significant ($p < 0.01$). In summary, these statistical tests indicate that the inclusion of PP explains
additional variance in DMS concentrations, independent of the variance explained by $I_z$.

**Table 3.1:** Correlation coefficients are shown in bold whilst sample number (n) is shown in brackets below. All correlations are significant with $p < 0.01$ unless marked*. $R^2$ is statistically adjusted to account for spurious correlation increases resulting from additional explanatory terms in MLR and/or small sample sizes (Weisberg 2005). MLR uses log$_{10}$ transformed data to account for the non-normal distribution of data (Weisberg 2005).

<table>
<thead>
<tr>
<th></th>
<th>Spearman’s Rank correlation coefficient ($\rho$)</th>
<th>MLR multiple correlation coefficient (R value)</th>
<th>Multiple linear regression (adjusted $R^2$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PP</td>
<td>Chl $a$</td>
<td>Input variables: PP &amp; $I_z$</td>
</tr>
<tr>
<td>DMSPt</td>
<td>0.55 (401)</td>
<td>0.60 (409)</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.12* (298)</td>
<td>0.45</td>
</tr>
<tr>
<td>DMS</td>
<td>0.66 (250)</td>
<td>0.40 (250)</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.55 (226)</td>
<td>0.55</td>
</tr>
</tbody>
</table>

It is important to characterise concentrations of DMS as close to the surface ocean/lower atmosphere interface as possible for two reasons: (i) they are a major control upon DMS flux to the atmosphere (Johnson 2010; Liss and Slater 1974), and (ii) satellites can only typically observe the upper few metres of the surface ocean. We used the approach of Lana et al. (2011a) and Kettle et al. (1999) to select surface DMS samples (i.e. < 10 m) but use only the shallowest depth sample from each discrete CTD profile to capture data that is as close as possible to the sea-air interface. We find strong, significant correlations between surface PP and surface DMS ($\rho = 0.67$, $p < 0.01$, $n = 27$) and between surface DMS and $I_z$ ($\rho = 0.63$, $p < 0.01$, $n = 24$) (Fig. 2c & 2d). Using the same MLR analysis as before yields a multiple correlation coefficient of $R = 0.84$, with an adjusted $R^2 = 0.66$ (see equation...
3.4). As before, analysis of the tolerance level statistics does not suggest multicollinearity (tolerance = 0.822).

\[
\log_{10} \text{DMS} = 0.507 \log_{10} \text{PP} + 0.240 \log_{10} I_x - 0.745 \tag{3.4}
\]
Figure 3.2: Log-log (base 10) plots of DMSP concentration (nmol l\(^{-1}\)) plotted against: (a) \(^{14}\)C uptake rate (mg C m\(^{-3}\) d\(^{-1}\)); and (b) daily averaged underwater irradiance \(I_z\) (W m\(^{-2}\)). DMS concentration (nmol l\(^{-1}\)) plotted against: (c) \(^{14}\)C uptake rate (mg C m\(^{-3}\) d\(^{-1}\)); and (d) daily average underwater irradiance \(I_z\) (W m\(^{-2}\)). Data shown from surface (closed symbols) and all other depths (open symbols) for the Polar biogeochemical domain (triangles), Trades biogeochemical domain (circles) and the Westerlies biogeochemical domain (squares) as defined by Longhurst (1995). Also shown are trendlines (solid black line) for data from all depths of the euphotic zone calculated using Theil-Sen (non-parametric) regression (Miller and Miller 2000).
The PP and $I_z$ data utilised here are representative of a timescale on the order of days. In contrast, reported literature values for the turnover times for DMS and DMSP are of a shorter range from 0.4 to 1.6 days (Archer et al. 2002a; Simó and Pedrós-Alió 1999b). We note that a single sample from a discrete depth represents only a snapshot of the inherent natural variability. Individual concentrations (DMSP, DMS and Chl a) from discrete depths are also influenced by the mixing rate and mixing depth of the water body from which they are sampled and its environmental history. The same issue applies to the PP rates that are estimated from incubations either on deck at a constant replicated light level or in situ at a stationary depth. Our observed correlations in the discrete data should be interpreted within the context of this variability. To reduce the influence of discrete sampling depths on our results, we integrate data within each depth profile from the surface to the base of the euphotic zone. Applying the same statistical analyses to this data produces similar results to the discrete data; strong and significant correlations can be identified between depth integrated DMSPt and depth integrated PP ($\rho = 0.71, p < 0.01, n = 74$) and between depth integrated DMS and depth integrated PP ($\rho = 0.67, p < 0.01, n = 58$). The correlations between depth integrated DMS, DMSPt and $I_z$ are significant but not strong ($I_z$ and DMS, $\rho = 0.47, p < 0.01 n = 54$; $I_z$ and DMSPt, $\rho = 0.39, p < 0.01, n = 65$). MLR analysis indicates that a combination of depth integrated PP and depth integrated $I_z$ can explain 40% of the variance in depth integrated DMS with minimal multicolinearity ($R = 0.64, R^2 = 0.40$, tolerance = 0.987).

### 3.4.2 Biogeochemical domains

So far we have explored relationships across a range of ecological and biogeochemical environments but it is also interesting to examine whether these relationships persist within subdivisions of the data characterised by similar biogeochemical and ecological regimes. This dataset contains data from 8 biogeochemical provinces representing all 3 of the open ocean biogeochemical domains as defined by Longhurst (1995) (see Figure 3.1). BAR, ACSEO and DISCO data come from the Polar domain with the majority located in the Boreal Polar Province (BPLR), which is characterised by eutrophic, high production environments with seasonal phytoplankton blooms. The majority of the AMT data
come from the oligotrophic, gyral provinces of the North and South Atlantic (North Atlantic Subtropical Gyral Province West (NAST(W)), North Atlantic Subtropical Gyral Province East (NAST(E)), North Atlantic Tropical Gyral Province (NATR) and the South Atlantic Gyral Province (SATL)) from the Westerlies and Trades domains (see Figure 3.1). These oligotrophic provinces are characterised by low production and biomass with a lack of strong seasonality (Longhurst 1995). As a result we find it appropriate to show aggregated data for the Westerlies and Trades as a single domain.

Data from within the individual biogeochemical domains displays similar trends as that from the dataset as a whole (Table 3.2) although all of the correlations are generally stronger in the entire dataset in comparison with the domains. Within each biogeochemical domain, the multiple correlation coefficient (R) generated using PP and \( I_z \) using MLR are strong and significant (R = 0.66 to 0.76, Table 3.2). These R values are stronger than the bivariate correlations between DMS and either of the explanatory variables within the MLR in isolation. MLR analysis is able to explain 41-56% of the variance in euphotic zone DMS concentrations for each biogeochemical domain using PP and \( I_z \) as explanatory variables (see Table 3.2). Multicolinearity analysis demonstrates that the explanatory variables explain independent variance within the MLR.
Table 3.2: Correlation coefficients for the data separated into Longhurst (1995) biogeochemical domains are shown in bold whilst sample number (n) is shown in brackets. All correlations are significant with \( p < 0.01 \) unless marked*. \( R^2 \) is statistically adjusted to account for spurious correlation increases resulting from additional explanatory terms in MLR and/or small sample sizes (Weisberg 2005). MLR uses log_{10} transformed data to account for the non-normal distribution of data (Weisberg 2005).

<table>
<thead>
<tr>
<th></th>
<th>Spearman’s Rank correlation coefficient (( \rho ))</th>
<th>MLR R</th>
<th>MLR adjusted ( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PP</td>
<td>Chl a</td>
<td>( I_z )</td>
</tr>
<tr>
<td>POLAR DOMAIN</td>
<td>DMSpt</td>
<td>0.56</td>
<td>0.33*</td>
</tr>
<tr>
<td></td>
<td>DMS</td>
<td>0.38</td>
<td>0.18*</td>
</tr>
<tr>
<td>TRADES DOMAIN</td>
<td>DMSpt</td>
<td>0.34</td>
<td>0.01*</td>
</tr>
<tr>
<td></td>
<td>DMS</td>
<td>0.62</td>
<td>-0.10*</td>
</tr>
<tr>
<td>WESTERLIES DOMAIN</td>
<td>DMSpt</td>
<td>0.69</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>DMS</td>
<td>0.28*</td>
<td>-0.42</td>
</tr>
<tr>
<td>WESTERLIES &amp; TRADES DOMAINS</td>
<td>DMSpt</td>
<td>0.41</td>
<td>0.14*</td>
</tr>
<tr>
<td></td>
<td>DMS</td>
<td>0.56</td>
<td>-0.10*</td>
</tr>
</tbody>
</table>

3.5 Discussion

We find strong, significant correlations between DMS and PP and DMS and \( I_z \) in a compilation of water column measurements from a wide range of oceanic environments (Table 3.1). These correlations are observed in data collected from discrete depths within the euphotic zone, from near-surface waters and within depth profile integrated data. MLR analysis of the dataset as a whole suggests that to explain the maximum amount of variance in DMS concentrations a combination of
PP and $I_z$ is required. This MLR analysis is able to explain 55% of the variance in DMS concentrations from all depths of the euphotic zone, and 66% of the variance in surface DMS concentrations. These relationships are observed in a dataset that represents good latitudinal coverage and contains samples from all 3 of the open ocean biogeochemical domains defined by Longhurst (1995). The AMT cruises were focused on the oligotrophic gyres of the North and South Atlantic. ACSOE and DISCO samples were made during mid to high latitude phytoplankton (summer) blooms and the BAR cruises sampled the eutrophic high latitude Barents Sea with some samples from the sea ice zone. Despite the different trophic regimes, species assemblages, local oceanographic influences and different parts of the seasonal productivity cycle, the correlation is observed in a dataset that spans these temporal and ecological gradients.

An examination of the relative magnitude of the MLR coefficients associated with PP and $I_z$ demonstrates that, of the parameters included, PP is the statistically dominant variable within the MLR both for the surface data and for data from all depths. This indicates that a measure of biological productivity is important for representing DMS concentrations across a gradient of ecological regimes with more productive regions yielding higher DMS concentrations. The correlation between DMS and the rate of PP ($\rho = 0.66$, $p < 0.01$, $n = 250$) is significantly stronger ($p < 0.001$; HW test) than that observed between DMS and Chl $a$ ($\rho = 0.40$, $p < 0.01$, $n = 250$). A similar trend is also found within each domain or ecological/oceanographic region. Within each domain the correlation coefficient between DMS and PP is typically greater than between DMS and Chl $a$, especially in oligotrophic environments (Table 3.2). In addition, DMSP$t$ is more strongly correlated to PP than to Chl $a$ within the individual domains (Table 3.2). However, DMSP$t$ is as closely associated with biomass (Chl $a$ concentration) as it is to the rate of PP across the dataset as a whole (Table 3.1). The rate of PP is related to Chl $a$ over larger spatial and temporal scales as high rates of PP allow the accumulation of biomass, which may hamper statistical differentiation between the two variables.

It has been suggested that the intracellular reduced sulphur cycle is involved in the maintenance of an optimal photosynthetic rate, delaying photoinhibition via the scavenging of reactive oxygen species generated under high irradiances (Sunda et al.
2002) or by acting as a sink for excess reduced sulphur or carbon when growth is nutrient limited (Stefels 2000). If so, the rate of PP may give a more instructive indication of DMSP-DMS production in the surface ocean rather than a measure of standing stock biomass such as Chl $a$ concentration. The rate of PP may also be more comparable between different environmental conditions as it is possible for cells with different chlorophyll concentrations (due to species differences or variations in environmental conditions/photoacclimation) to photosynthesise at the same rate (Chow et al. 1990; Marra 1997). Chl $a$ measurements are unable to distinguish between live, healthy cells and Chl $a$ within dead, dying or photosynthetically inactive cells (Marra 1997). Attempts to correlate Chl $a$ with DMS over large spatial and temporal scales have typically proved unsuccessful (e.g. Kettle et al. 1999; Kettle and Andreae 2000). Masotti et al. (2010) investigated the relationship between phytoplankton speciation and the Chl:DMS ratio using ship based DMS measurements from the Atlantic, Pacific and Southern oceans in conjunction with satellite retrievals of surface chlorophyll and phytoplankton group dominance using the PHYSAT method. The PHYSAT method (Alvain et al. 2005) uses optical differences between phytoplankton species that, for a given Chl $a$ concentration, are manifested in variance in the upwelling radiance just above the seas surface, to determine the dominant phytoplankton group. However, Masotti et al. (2010) concluded that this method could not be used to predict global fields of DMS. Smaller scale Lagrangian studies, where bloom populations are dominated by a single phyla, have demonstrated a correlation between Chl $a$ and DMS (e.g. Malin et al. 1993). This is often attributed to the difference in the ratio of carbon:DMSP produced by different species (Keller et al. 1989; Stefels et al. 2007).

Solar radiation plays a potential role in modulating the sources of DMS in the marine ecosystem and two major DMS loss processes; bacterial metabolism and photooxidation (Simó and Pedrós-Alió 1999a; Toole and Siegel 2004; Vallina and Simó 2007). Our results suggest an important role for solar radiation (beyond its influence on primary production) in mediating the relationship between DMSP synthesis activity and ambient seawater DMS concentrations. The bivariate correlations observed between DMS and $I_z$ within the whole dataset and within each domain are strong and significant (Table 3.1 and Table 3.2). Although the idea that DMS may be related to $I_z$ in oligotrophic waters is becoming more widely accepted (Toole and
Siegel 2004; Toole et al. 2006; Vallina and Simó 2007; Vallina et al. 2008), it is less well established that $I_z$ may be independently related to DMS in higher production, eutrophic waters. $I_z$ is not statistically as important as PP within the MLR equations, but our analysis indicates that $I_z$ explains additional variance in DMS independent of the variance explained by PP. However, we did not detect a role for the influence of irradiance upon DMSPt beyond its contribution to the rate of PP and found a weak correlation between DMSPt concentrations and $I_z$ across all data and within each biogeochemical domain (Table 3.1 and Table 3.2).

The positive trend in the DMS and $I_z$ data suggests that the suppression of the bacterial sink (Simó and Pedrós-Alió 1999a; Kieber et al. 1996), or the direct release of DMS under light stress (Sunda et al. 2002) is the dominant light-related process in this dataset (i.e. photo-destruction of DMS is a minor process). This is in agreement with other studies of water column DMS(P) dynamics (Kieber et al. 1996; Simó and Pedrós-Alió 1999a; Toole and Siegel 2004). Our results are also in broad agreement with the modelling study of Vallina et al. (2008), which invoked direct exudation of DMS by phytoplankton as the most important explanatory factor in resolving water column DMS concentrations at the oligotrophic Bermuda Atlantic Time-series (BATS) study station. Other global modelling studies also discuss the role of irradiance in driving modelled DMS concentrations beyond the solar forcing already driving the basic ecosystem model (Le Clainche et al. 2010; Vogt et al. 2010).

Whilst the positive correlation between DMS and $I_z$ indicates that photo-destruction of DMS is not a dominant process in this dataset, the suppression of DMS concentrations by high irradiance (likely driven by UV) should not be completely discounted as a factor. For example, high surface irradiances are often experienced in the oligotrophic gyres but these regions may have low CDOM and nitrate concentrations which would reduce photooxidation rates. The complexity of these processes are likely to increase the noise observed within the overall identified trends.

Increased intracellular DMSP synthesis has been related to the optimisation and maintenance of photosynthetic efficiency (Stefels 2000; Sunda et al. 2002). Assuming no changes in turnover rates one might expect DMSPt concentrations to be increased under high $I_z$ levels or demonstrate a stronger relationship to the rate of
PP than to Chl $a$. A stronger relationship between PP and DMSPt relative to the correlation between DMSPt and Chl $a$ was observed within each domain but not over the whole dataset/larger ecological gradient. A limitation of this work is that the spatial and temporal resolution of this analysis does not allow a full assessment to be made of the possible contribution of $I$, and/or PP to DMSP synthesis. A PP rate compared on an equivalent timescale with a rate measurement of DMSP synthesis (rather than a DMSP concentration) would be necessary to resolve these issues.

A limitation of looking for statistical relationships between data from discrete depths is that the *in situ* DMS(P) concentrations and PP rates at each sampling depth reflect the environmental conditions over the range of depths that the water mass has experienced over a given time period due to vertical mixing. As such both the daily rate of PP incubated at a constant simulated light depth and an instantaneous DMS(P) or Chl $a$ concentration may not be truly representative ecosystem values. To attempt to account for this issue we integrated each depth profile from the surface to the base of the euphotic zone. This depth integrated data follows similar trends to the data from discrete depths within the euphotic zone, suggesting that DMS and DMSPt concentrations are influenced by the interplay between light and PP anywhere within the euphotic zone. An advantage of collecting such a large dataset is that a general trend can be detected despite the fact that instantaneous DMSP and DMS concentrations from discrete depths may reflect natural variability in space and time in a dynamic and complex system with 1 – 2 day turnover times. The strength of the observed correlations should be interpreted in this context.

The results of our analyses broadly support the proposed biophysical framework where microbial communities experiencing high average mixed layer irradiance exhibit high net surface DMS concentrations (Simó and Pedrós-Alió 1999a; Toole et al. 2003; Toole and Siegel 2004; Toole et al. 2006; Vallina and Simó 2007). The reported positive relationship between mixed layer irradiance (SRD) and monthly surface seawater DMS concentrations (Vallina and Simó 2007) is a necessary condition for the operation of a feedback loop proposed by the CLAW hypothesis (Charlson et al. 1987). However, the SRD equation is constructed solely from abiotic variables and does not contain a term that directly represents the productivity or biomass of the DMS(P)-producing ecosystem. Derevianko et al. (2009)
demonstrated that although the SRD has shown strong correlations to DMS at local scales, the correlation is weaker at the global level without high levels of data aggregation, and that the correlation between SRD and DMS may be largely driven by MLD variability. Derevianko et al. (2009) proposed that seasonal variation in surface DMS concentrations may be controlled by SRD (through physical changes in light and MLD altering mixing, nutrient availability, etc.) whilst spatial variation may be controlled by trophic status. Our multiple correlation analysis suggest that an indicator of biological production (PP) is important for explaining maximal variance in DMS concentrations both across a large latitudinal and ecological gradient and within different biogeochemical/trophic regimes, with an irradiance parameter explaining additional variance.

Our results suggest that when using an explanatory framework it is important to couple biological dynamics (e.g. primary production) with physical forcings such as light and MLD. It is plausible that some environmental changes impact the DMS-relevant biological system without influencing mixed layer irradiances and mixing. For example, decreased carbonate availability arising from future ocean acidification may impact calcareous, high DMSP-producing coccolithophore species such as *Emiliania huxleyi* (Beaufort et al. 2011; Caldeira and Wickett 2005; Hopkins et al. 2010; Kroeker et al. 2010). Elsewhere, changes in atmospheric nutrient deposition (e.g. N, P, Fe, Pb) (Dentener et al. 2006; Fowler et al. 2007; Paytan et al. 2009) may change algal production (Mahowald et al. 2005; Paytan et al. 2009). Phytoplankton species composition changes may also result from such impacts, which will either favour or inhibit DMSP-producing phytoplankton. Over the last century, Boyce et al. (2010) report a global decline in phytoplankton production of ~1% yr\(^{-1}\) and future global productivity is predicted to decline further (Polovina et al., 2008). The balance of drivers affecting the present (and future) marine ecosystem and the subsequent impacts on surface ocean DMS concentrations can only be fully captured in predictive algorithms by improving existing understanding of the relationship between environmental variables and DMSP-DMS dynamics.
3.6 Conclusions

Within a broad ranging and large dataset, we find that a variable representing biological processes (PP) in combination with the calculated underwater irradiance level ($I_z$) account for maximal variance in DMS concentrations across a range of latitudes and ecosystem types. Furthermore we find that the variance explained by $I_z$ is independent from the variance explained by PP. This confirms previous work, which suggests an important role for solar irradiance (beyond the direct influence on the rate of PP) in mediating the relationship between the productivity of the ecosystem, DMSP-DMS production and ambient seawater DMS concentrations. These results broadly support the proposed biophysical framework where microbial communities that experience higher mixed layer average irradiances may exhibit higher net surface DMS concentrations (Simó and Pedrós-Alió 1999a; Toole et al. 2003; Toole and Siegel 2004; Toole et al. 2006; Vallina and Simó 2007). In addition, whilst previous studies have been unable to identify links between DMS and biological markers such as Chl $a$ or other biomarker pigments, our results suggest that a large-scale link exists between the biological community and in situ DMS concentrations, which is moderated by processes directly influenced by the in situ irradiance. It is important that these inter-relationships are well characterised within the context of global changes in physical parameters such as irradiance and mixing, and future marine ecosystem dynamics and productivity.
Chapter 4:  Estimates of Surface DMS
Distributions on Regional to Global Scales
4.1 Introduction

The global surface seawater DMS database (http://saga.pmel.noaa.gov/dms/) has recently been updated to become the second largest database of oceanic trace gas measurements (after CO$_2$) (Bell et al. 2011), and offers a new opportunity to explore the controls upon global DMS concentrations. Despite the recent extensions to this database, it does not yet provide sufficiently high density (spatial and temporal) coverage to enable validation of global chemistry-climate models. These model evaluations require near-continuous coverage, as provided by climatologies, and parameterisations of surface oceanic DMS (Halloran et al. 2010). In order to develop effective large-scale parameterisations it is necessary to derive relationships between surface DMS and a set of predictor variables that are available with close to global coverage.

Matrai et al. (2007) and Bell et al. (2010) identified a link between the primary production rate and DMS(P) concentrations. Chapter 3, utilising high resolution depth profile data found a relationship between DMS and a combination of the concurrently sampled in situ primary production rate and underwater irradiance both across and within a range of ecological conditions. The results suggested that a large-scale link exists between the biological community and in situ DMS concentrations, which is moderated by processes directly influenced by the in situ irradiance. For the first time, this chapter reports upon an investigation into the potential for a climatological primary production rate (derived from satellite data) and climatological underwater irradiance to predict global DMS. The use of climatological variables is necessary because the DMS database does not contain data on concurrent, in situ primary production rates or underwater irradiance. It is desirable because the climatological variables provide the global coverage necessary to produce continuous global fields of surface DMS.

The global DMS database consists of many discrete samples that represent snapshots of the highly variable and complex surface DMS ecosystem. The surface DMS concentration at any given point in space and time depends upon the complex interaction between the sources and sinks of DMS to the marine ecosystem (Stefels et al. 2007). Species composition (Stefels et al. 2007; Keller et al. 1989), grazing
(Wolfe et al. 2002), viral attack (Malin et al. 1998; Wolfe et al. 1997; Wolfe et al. 2002), bacterial metabolism (Kiene and Linn 2000; Levine et al. 2012), underwater irradiance (Archer et al. 2010; Galí et al. 2011; Stefels 2000; Sunda et al. 2002; Toole et al. 2006), salinity (Stefels 2000), nutrient stress (Sunda et al. 2002), daily specific growth rate (Stefels et al. 2007), temperature (Van Rijssel and Gieskes 2002), sea-air flux (Liss and Slater 1974) and photo oxidation (Brimblecombe and Shooter 1986; Hatton 2002) have all been implicated as controls on the sources and sinks of DMS(P) identified at different temporal and spatial scales.

In addition the environmental history (minutes-hours-days) of the water mass prior to the DMS sample being taken is an important factor reflecting influences of variations in mixing rate and depth, cloud cover, wind speed or predator-prey cycles etc (Simó and Pedrós-Alió 1999a; Stefels et al. 2007). Variability is also introduced by different sampling strategies (bloom focus vs. transects) and sampling techniques with potential errors (Bell et al. 2011), incomplete spatial and temporal coverage (Lana et al. 2011a) and inter annual variability within the global DMS database.

Analysis of the previous global DMS database (Kettle et al. 1999) was unable to identify strong bivariate correlations ($r > 0.5$) between $1^\circ \times 1^\circ$ gridded DMS data and a range of environmental variables including Chl, nitrate, phosphate, silicate, sea surface temperature, wind speed or dissolved oxygen (Kettle et al. 1999; Kettle and Andreae 2000).

The aim of this chapter is to derive a predictive relationship for surface DMS based on globally available, climatological biological and physical data, which can be applied at the global scale. The chapter starts with an investigation into the relationships between the high resolution DMS database and the climatological primary production rate and underwater irradiance variables. Initially, to assess if the climatological variables and the methods used to derive them are successfully reproducing a set of known in situ values, we compare the climatological primary production and underwater irradiance to the in situ primary production and underwater irradiance values from chapter 3. We then follow a similar procedure to chapter 3 using multiple linear regression (MLR) to assess whether a single regression model can be successfully developed for high resolution global surface
DMS using a combination of climatological primary production and underwater irradiance.

To identify large scale controls upon ambient surface DMS concentrations it may be necessary to average the raw DMS data to detect any underlying trends above the noise of natural variability in this highly complex and dynamic system. In the second section of this analysis alternative methods of data averaging are investigated. However, care must be taken in how the data is averaged when attempting to identify potential trends. Due to the sparsity of the temporal and spatial coverage within the DMS database, the data must be averaged over a relatively large spatial and temporal unit to generate a statistically valid spatio-temporal average. Within this analysis the biogeochemical provinces defined by Longhurst (1995) are used as spatial units with a monthly temporal resolution. This provides a biologically relevant spatial unit in preference to an arbitrary grid system based upon latitude and longitude. These “province months” are then used to generate a single global MLR model using climatological primary production and underwater irradiance as predictor variables.

In the final section of analysis, the relationship between DMS, primary production and underwater irradiance within different regions/biogeochemical provinces is investigated. Evidence from the literature suggests that this relationship may change between provinces. The species composition of both the phytoplankton community and bacterial community will affect the sources and sinks of DMSP and DMS to the surface ocean (Levine et al. 2012; Keller et al. 1989; Kiene and Linn 2000; Stefels et al. 2007). In addition there is an interaction between primary production, biomass and the effectiveness of source and sink process related to irradiance (Bouillon and Miller 2004; Morel et al. 2007; Toole et al. 2003; Toole and Siegel 2004). In response to a lack of correlation between the seasonal peak in biological metrics and the peak in DMS concentrations in oligotrophic regions (the summer paradox) Toole and Siegel (2004) propose that there may be two regimes in operation: a production forced regime and an irradiance forced regime. Developing and applying a new methodology (section 4.3.3), a unique MLR model is derived for each biogeochemical province where sufficient data is available. This allows for both the slope of the relationship between DMS and the individual predictor variables and the relative contribution of two predictor variables to vary between provinces or regions
of the ocean. A single model may not be able to predict DMS in the global domain. A novel composite method to predict DMS is explored where the individual province MLR models are combined to predict global surface DMS concentrations. This method is carried out using the high resolution, “raw” data and province monthly averages. The composite province monthly average method demonstrates the strongest correlation to DMS at the global level in comparison to previous similar analysis that combined biological and physical predictive variables.

The types of questions that can be resolved using this approach must be considered. Detailed process information about specific pathways within the DMSP-DMS ecosystem may be unobtainable at these reduced spatial and temporal scales, these may be better investigated within the laboratory or using local field tests. This global, large scale approach instead may offer insight into the ecosystem level controls that dictate ambient surface DMS concentrations at larger spatial and temporal scales; this may then be applied to understand how surface DMS concentrations may change under future environmental stresses.

4.2 Methods
In this section the DMS database and the climatological data used to derive multivariate statistical models are described.

4.2.1 DMS database
The analysis in this chapter uses the recently updated global surface seawater DMS database (http://saga.pmel.noaa.gov/dms/). This database is the second largest oceanic database of trace gas measurements in terms of number of samples after oceanic CO$_2$ (Bell et al. 2011) (see Figure 4.1). It contains over 47,000 DMS data points sampled between 03/11/1972 and 06/08/2010. Despite the relatively large size of the database there are still significant gaps in the data in terms of the spatial and temporal coverage in all regions (see Figure 4.1). The database contains DMS concentration data (nmol l$^{-1}$) sampled from 0 to 21m although ~97% of the measurements are from 0-10m depth. The maximum DMS concentration is 420 nmol l$^{-1}$ with a mean DMS concentration of 4.24 nmol l$^{-1}$ and a standard deviation of
11.62 nmol l$^{-1}$. The data is strongly positively skewed (Skewness = 12.84) with relatively few high DMS values (see Figure 4.2). Due to the non-normal, skewed distribution it was necessary to transform the DMS data by taking log$_{10}$ prior to statistical analysis using parametric tests (such as multiple linear regression), or to use non-parametric statistical tests applicable to non-normal distributions such as Spearman’s rank hypothesis (Wilcox 2010). The log$_{10}$ transformation of the DMS data yields a more normal distribution with a skewness of 0.41 (Figure 4.2).
Figure 4.1: Top panel shows the global surface dimethyl sulphide (DMS) database (nmol l$^{-1}$) for all years 1972-2010, n = 47241 (http://saga.pmel.noaa.gov/dms/). Bottom panel shows spatio-temporal coverage with data presented for each month.
Figure 4.2: Histograms of (a) DMS data (nmol l\(^{-1}\)) with frequency axis shown on a log\(_{10}\) scale and (b) log\(_{10}\) transformed DMS data now indicating a more normal distribution.

The majority of data in the global DMS database were obtained using purge and trap techniques combined with gas chromatography (Bell et al. 2011). Bell et al. (2011) investigated the inter-comparability of the data within the DMS database and concluded that variability between measurements within the database is likely to be < 25\%. The DMS database does not employ formal quality control measures (Bell et al. 2011).

4.2.2 Primary production rate data and model

The primary production rate data used in this chapter is from a global 10 year climatology (1998-2007) of modelled net primary production rate (NPP) data using the Vertically Generalised Production Model (VGPM) (Behrenfeld and Falkowski 1997b). The climatology has a gridded spatial resolution of 1/12\(^{th}\) of a degree (~ 9 km at the equator) and a temporal resolution of 8 days. The VGPM model climatology is discussed below and was supplied by the Oregon State University (http://www.science.oregonstate.edu/ocean.productivity/index.php).

Initially the climatology was available as a net primary production value integrated from the base of the euphotic zone to the surface, and with units of mg C m\(^{-2}\) d\(^{-1}\). This was converted to an euphotic zone average NPP rate (details below) with units
of mg C m\(^{-3}\) d\(^{-1}\). The primary production climatology selected was constructed using data from as long a time period as possible. The DMS database and the primary production climatology do not span the same time period, however, approximately 43% of data within the DMS database (1972 – 2010) falls within the time period covered by the primary production climatology (1998 - 2007).

The VGPM is a “chlorophyll based model” and is a function of satellite retrieved Sea-viewing Wide Field-of-view Sensor (SeaWiFS) surface chlorophyll, the underwater light field, and a temperature dependent description of chlorophyll specific photosynthetic efficiency. The VGPM model climatology is available in two variants based on different satellite retrievals of surface chlorophyll: the SeaWiFS satellite and the Moderate Resolution Imaging Spectroradiometer (MODIS) satellite. The VGPM model using SeaWiFS chlorophyll was selected as SeaWiFS provided the longest continuous record (10 years) (see http://www.science.oregonstate.edu/ocean.productivity/index.php). The VGPM model is formulated as follows:

\[
\text{VGPM}_{npp} = \text{Chl} \times p_{b\_opt} \times \text{daylength} \times f(\text{par}) \times z_{eu} \quad (4.1)
\]

The assumption behind chlorophyll based models is that the NPP rate varies in a predictable way with a standing stock measure of biomass (chlorophyll concentration) (Behrenfeld and Falkowski 1997b, a). The first term in the model is \text{Chl} where SeaWiFS surface chlorophyll is used. The derivation of the primary production rate from chlorophyll concentration requires a term that parameterises the chlorophyll specific assimilation efficiency of carbon fixation (Behrenfeld and Falkowski 1997b). VGPM uses the term \(p_{b\_opt}\) (see equation 4.1) which is a sea-surface temperature dependent, maximum daily net primary production rate (mg C h\(^{-1}\)). The \(p_{b\_opt}\) function is derived from a polynomial fit to observational data, increasing with temperature from -1°C to 20°C and then decreasing above 20°C (Behrenfeld and Falkowski 1997b). The next term, “day length”, converts from an hourly to a daily net primary production rate (mg C d\(^{-1}\)). Lastly a volume function \((f(\text{par})z_{eu})\) is needed to convert this rate to a water column measurement. Primary production has a light dependency and light penetration is not constant through the
water column so this must be represented within the model. The depth of the
euphotic zone \((z_{eu})\) defines the vertical extent of the net
primary production integral. The light term \(f(par)\) parameterises the non-uniform
vertical distribution of net primary production due to the exponential decay of light
with depth and is derived empirically from field data. The VGPM model was
validated using an extensive field data set compiled by Behrenfeld and Falkowski
(1997b) \((n = 1693)\) and was found to explain 87\% of the variance in observed net
primary production measurements \((r^2 = 0.87)\) (Behrenfeld and Falkowski 1997b).

Other primary production models are also available. A variant of the VGPM, the
Eppley-VGPM is based on an alternative temperature dependent photosynthetic
efficiency relationship observed by Eppley (1972) and the carbon based production
model (CbPM), a primary production model based upon remotely sensed
phytoplankton carbon concentration which replaces chlorophyll as the metric of
biomass within the model. The standard VGPM model was selected for this analysis
as it is well established, has been widely used and has been successfully and
extensively sea truthed. Its application is also well supported by the Oregon State
University (http://www.science.oregonstate.edu/ocean.productivity/index.php).
Kahru et al. (2009) investigated how well 5 different production models replicated a
large in situ data set \((n = 1862)\) sampled between 1984 – 2007 representing a range
of net primary production rates sampled from oligotrophic to coastal waters and
found that an adjusted version of the VGPM model was the best fit to the data.

This euphotic zone integrated net primary production data (VGPM) is generated by
first calculating surface NPP and then multiplying the surface value by the depth of
the euphotic zone \((z_{eu})\) (see equation 4.1). To convert to euphotic zone average net
primary production \((\text{VGPM}_{avg})\) the VGPM data was divided by \(z_{eu}\) (see equation
4.2) to obtain euphotic zone average net primary production (units of \(\text{mg C m}^{-3} \text{d}^{-1}\),
see Figure 4.3) (pers comm. Robert O’Malley (data manager):
http://www.science.oregonstate.edu/ocean.productivity/index.php) . The euphotic
zone average NPP \((\text{VGPM}_{avg})\) is well correlated to the euphotic zone integrated NPP
(VGPM) \((r^2 = 0.98, p = <0.01)\).
VGPM\textsubscript{avg} = \frac{VGPM}{z\textsubscript{eu}} \quad (4.2)

**Figure 4.3:** Euphotic zone average net primary production rate (mg C m\textsuperscript{-2} d\textsuperscript{-1}) generated using an adapted version of the vertically generalised production model (VGPM\textsubscript{avg}) for (a) January 1\textsuperscript{st}-8\textsuperscript{th} and (b) July 3\textsuperscript{rd}-10\textsuperscript{th}. Data spatial resolution is a 1/12\textsuperscript{th} degree latitude-longitude grid with an 8 day average temporal resolution. Data are converted to a log\textsubscript{10} scale.

The depth of the euphotic zone (z\textsubscript{eu}) (m) is calculated using the Morel and Berthon (1989) Case I model for Case I waters. Case I waters are generally defined as waters whose inherent optical properties are primarily defined by phytoplankton biomass and the CDOM and detritus degradation products that co vary with the phytoplankton population. Case II waters are defined as “everything else” i.e. those waters where the optical properties are dominated by constituents whose concentrations do not cova ry with the phytoplankton concentration (Morel 1988). The Case I model used to establish the depth of the euphotic zone in this chapter is the same formulation utilised within the VGPM model (see Figure 4.4 a&b). The Case I model is two empirically fitted equations that estimate z\textsubscript{eu} from surface chlorophyll, one for high chlorophyll concentrations and one for low chlorophyll concentration waters. First total water column chlorophyll is parameterised from surface chlorophyll (see equations 4.3– 4.6) and then the euphotic depth is calculated using equation 3.3. If the calculated z\textsubscript{eu} is <= 102m then equation 3.4 is used. The equations are based on field observations but essentially describe an inverse relationship between chlorophyll concentration and light penetration (Morel and Berthon 1989). A 10 year climatology of SeaWiFS surface chlorophyll (1998-2007)
at the same spatial and temporal resolution as the VGPM\textsubscript{avg} net primary production data was utilised for surface chlorophyll and also as a variable within the analysis (see Figure 4.5 a & b).

\begin{align*}
\text{If surface Chl} < \text{1.0 mg m}^{-3} & \quad \text{total} \_ \text{chl} = 38 \cdot \text{chl}^{0.425} & (4.3) \\
\text{else} & \quad \text{total} \_ \text{chl} = 40.2 \cdot \text{chl}^{0.425} & (4.4) \\
\text{if } z \_ \text{eu} \leq 102 \text{ m} & \quad \text{z} \_ \text{eu} = 200 \cdot \text{total} \_ \text{chl}^{-0.293} & (4.5) \\
\end{align*}

**Figure 4.4:** Plots of calculated euphotic depth (z\_eu) for (a) January 1\textsuperscript{st}-8\textsuperscript{th} and (b) July 3\textsuperscript{rd}-10\textsuperscript{th}. Euphotic depth is shown in meters (m) and is calculated using the Morel and Berthon (1989) Case I model in conjunction with a 10 year (1998-2007) Sea-viewing Wide Field-of-view Sensor (SeaWiFS) surface chlorophyll climatology (see figure 4.5). Data spatial resolution is a 1/12\textsuperscript{th} degree latitude-longitude grid with an 8 day average temporal resolution.
4.2.3 Underwater irradiance ($I_{z\text{sat}}$)

The second variable of interest identified by chapter 3 as important in surface DMS dynamics is underwater irradiance ($I_{z\text{sat}}$). $I_{z\text{sat}}$ is defined as the underwater fraction of the 24 hour average total solar surface radiation ($I_0$) at the DMS sample depth $z$ in W m$^{-2}$ (equation 4.7, Figure 4.6).

$$I_{z\text{sat}} = I_0 e^{-K_d x z}$$

(4.7)

$I_0$ is an estimated value and is a function of the latitude, date and geophysical constants. It assumes a 50% attenuation of the estimated top of the atmosphere value for total solar radiation (Brock 1981; Vallina and Simó 2007) (see chapter 3 for a discussion). The light attenuation coefficient ($K_d$, units m$^{-1}$, equation 4.8) is calculated following Vallina and Simó (2007) and Miles et al. (2009) where the depth of the euphotic zone ($z_{eu}$) is calculated using the Morel and Berthon (1989) case 1 model described above (see equation 4.3 - 4.6) in conjunction with the SeaWiFS chlorophyll climatology.

$$K_d = \frac{\ln(0.01)}{z_{eu}}$$

(4.8)
Figure 4.6: Schematic of the calculation of underwater irradiance ($I_{z, sat}$) where $ETOA$ is the estimated top of the atmosphere radiation, $I_0$ is the estimated surface irradiance, $z$ is the DMS sample depth, $z_{eu}$ is the depth of the euphotic zone and Chl is the surface chlorophyll concentration.

4.2.4 Data allocation method

A climatological primary production and SeaWiFS chlorophyll value is allocated to each individual DMS sample in the global DMS database. This is done using a “nearest neighbour” method whereby the nearest value in time (+/- 8 days max) and space (+/- ~12 km max) (1/12th degree grid: 9km at the equator) is allocated to each DMS sample. The underwater irradiance ($I_{z, sat}$) is calculated for each DMS sample for the depth of the individual sample using the surface irradiance ($I_0$) at the exact latitude and date of the sample and using the light attenuation coefficient ($K_d$) derived from the nearest SeaWiFS chlorophyll climatology grid square in space and time (see Figure 4.6).

Not all DMS data within the DMS database was available due to the data availability of VGPM<sub>avg</sub> or $I_{z, sat}$ data. Most missing data comes from the high latitude winter seasons in both hemispheres. This is because both VGPM<sub>avg</sub> and $I_{sat}$ rely in part
upon SeaWiFS chlorophyll which is dependent upon sufficient surface leaving radiance to obtain ocean colour data. However, 86.4% of the original $n = 47241$ are included within the analysis. In contrast to other studies (Lana et al. 2011a; Simó and Dachs 2002; Vallina and Simó 2007) no data has been excluded prior to analysis based upon high DMS values or high values within the predictor variables.

4.2.5 Deriving training and validation data subsets
In all sections of the analysis the multivariate statistical models are developed in a randomly assigned training subset of the data and are tested in the remaining validation subset. This allows the strength and utility of any predictive relationships identified to be assessed (Weisberg 2005). In particular this prevents “over-fitted” models or models that have identified apparent relationships within the data but are in fact explaining random error or noise rather than a general trend from being developed (Weisberg 2005). The true test of a regression model is not its ability to maximally explain the variance in the training data but how the model performs within independent, unseen data (Weisberg 2005).

The training and validation subsets were derived using a random number generator to assign each DMS sample to a group. There is a trade off between the size of the training group and the validation group. It is desirable to develop as robust a model as possible (using as much data as possible) whilst retaining enough data in the validation to successfully validate the model in a subset that provides a representative spread of the data. In sections 1 and 2 the data is split 70:30 in favour of the training group. This split is in common with other studies and results in $n = 28620$ DMS-VGPM$_{avg}$-$I_{sat}$ data triplets available for regression analysis within the training group and $n = 12179$ data triplets for the validation group (see Figure 4.7).

Section 4.3.3 seeks to develop separate MLR models for each biogeochemical province where sufficient data is available. To ensure enough data remains within each province to both develop and test an MLR model using monthly averaged data the database was split randomly 60:40 in favour of the training data on a province by province basis. For the province monthly analysis, a monthly average is defined as the average of all data from a single province for a single month if $n \geq 30$. In
addition, there must be at least $n \geq 4$ months of data from a given province in order to derive monthly MLR model for that province and there must be $n \geq 4$ within the validation subset for that province to test the model. Splitting the data 70:30 as in section 4.3.1 and 4.3.2 resulted in too few data points within the province monthly training or validation province subsets (i.e. too few provinces with $n < 4$ monthly averaged data points). Splitting each province 50:50 reduced the skill of the developed MLR models whilst only increasing the number of province monthly averages available from $n = 107$ (60:40 split) to $n = 116$ (50:50 split).
Figure 4.7: maps showing (top) location of training (70%) and validation (30%) data used in sections 4.3.1 and 4.3.2 and (bottom) location of training (60%) and validation data (40%) split on a province by province basis used in section 4.3.3. In both figures biogeographic provinces (Longhurst 1995) shaded in red tones belong to the Polar biogeographic domain, those shaded in blue tones belong to the Westerlies domain, those shaded in yellow tones belong to the Trades domain and those provinces shaded in a green tone belong to the Coastal domain. Each province is labelled with an abbreviation, for the full province names see Table A.0.1 (appendix).
4.3 Results and discussion

Section 4.3.1 explores the relationship between climatological primary production and climatological underwater irradiance data and the high resolution, un-averaged global surface DMS database. Section 4.3.2 investigates a method of aggregating the data using biologically relevant spatial units to isolate any large scale trends in global DMS above the noise of natural variability, sampling and data issues present within the global DMS database. Section 4.3.3 investigates the relationship between DMS, primary production and water-attenuated irradiance within each biogeochemical province. In response to evidence from the literature (see introduction: section 4.1) that a single model may not be able to successfully predict surface DMS concentrations in all regions, a composite method of predicting DMS is introduced. Separate MLR models are derived for each biogeochemical province which are then combined to predict global DMS. This method is explored using both the high resolution data and province monthly data.

4.3.1 Analysis of the high resolution DMS data

This section utilises data at as high a spatial and temporal resolution as possible without aggregating the DMS data. Initially to establish confidence in the ability of the climatological primary production and underwater irradiance data and the methods used to derive them (see methods section), the climatological variables are compared to the known, in situ surface values for primary production and underwater irradiance from chapter 3 (see section 3.3). A similar procedure to chapter 3 is then followed to assess whether a single multiple linear regression model can be successfully developed for the high resolution, global surface DMS data using a combination of climatological primary production and underwater irradiance. The model is derived using a random subset of the data (70%) and its ability to predict DMS is tested in the remaining validation data subset.
4.3.1.1 “Sea truthing” the climatological data using the *in situ* database from chapter 3

The original VGPM model data has been validated by the data providers using an extensive field data set ($r^2 = 0.87$, $n = 1693$) (Behrenfeld and Falkowski 1997b). The independent validation conducted in this analysis demonstrates that the method used to derive surface primary production from the integrated values (see methods: section 4.2) successfully replicates the *in situ* surface primary production values from chapter 3. The correlation between the *in situ* surface primary production data from chapter 3 and the climatological primary production data (VGPM$_{avg}$) is strong and significant ($\rho = 0.85$, $n = 45$, $p < 0.01$) (see figure 4.8). This is despite the VGPM$_{avg}$ data describing a euphotic zone average primary production rate whereas the *in situ* primary production data ranges from 0-10m (the definition of the surface used in chapter 3). The VGPM$_{avg}$ primary production rate underestimates the *in situ* primary production rate data at higher production rates. This may be because the *in situ*, surface data is subject to higher irradiance relative to the euphotic zone averaged irradiances.

*Figure 4.8: (a) Climatological euphotic zone average daily primary production rate (mg C m$^{-3}$ d$^{-1}$) using the adapted Vertically Generalised Production Model (VGPM$_{avg}$) (see section 4.2.2) plotted against the surface (0-10m) daily *in situ* primary production rate data (mg C m$^{-3}$ d$^{-1}$) from chapter 3 (see section 3.4) and (b) same data plotted on log-log axis. Also shown is a 1:1 line and the Spearman’s Rank correlation coefficient ($\rho = 0.85$) p value ($p = 0$) and number of data points ($n = 45$).*
The correlation between the in situ surface underwater irradiance data ($I_{insitu}$) and climatological underwater irradiance data ($I_{sat}$) is also strong and significant ($\rho = 0.89$, $n = 38$, $p < 0.01$). This may be partly expected as both $I_{insitu}$ and $I_{sat}$ use the same method to calculate the surface radiation ($I_0$) (see chapter 2 methods for calculation of $I_0$). The two measures differ in the way that light attenuation to depth $z$ is implemented. The in situ $I_z$ uses in situ, measured light attenuation data for each DMS sample at depth $z$. The climatological $I_z$ calculates the attenuated irradiance at depth $z$ using a parameterisation based on surface SeaWiFS Chl data (see methods section 4.2). This strong and significant correlation between $I_{insitu}$ and $I_{sat}$ indicates that the $I_{sat}$ method replicates the conversion of surface irradiance ($I_0$) to irradiance at depth $z$ ($I_z$) successfully. Previous authors have suggested that it is the attenuation of surface irradiance that introduces the greater uncertainty when determining underwater irradiances (Baker and Frouin 1987; Smith and Baker 1981; Tedetti and Sempere 2006).

4.3.1.2 Developing a MLR model using the high resolution DMS data

Prior to analysis the global DMS database was randomly divided into two data subsets, a training subset (random 70% of the data) which will be used to develop multivariate statistical model and a validation subset (remaining 30%) which will be use to test the model (see methods section 4.2).

Initially an analysis of the bivariate correlations between DMS, the climatological primary production and underwater irradiance data and other available variables within the test data subset was conducted (see Table 4.1). There are significant but relatively weak correlations between DMS and primary production, underwater irradiance and SeaWiFS chlorophyll. The correlations are strong and significant between primary production and SeaWiFS chlorophyll. This is not unexpected as VGPM is a chlorophyll based production model (see methods section 4.2). The correlation between DMS and SST and DMS and salinity are weak. Salinity (dimensionless) and SST ($^\circ$C) are available from the DMS database and are concurrently sampled with DMS in situ.
Table 4.1: Bivariate correlations using the non parametric Spearman’s rank hypothesis ($\rho$) between the high resolution data within the training data subset (randomly assigned 70% of all available data, see section 4.2.5). Also shown is the two tailed significance value (Sig.) and number or data points (n). Correlations marked with a single asterisk* are significant at the 0.05 level, correlations marked with a double asterisk** are significant at the 0.01. Correlations without an asterisk fall below the 0.05 significance level.

<table>
<thead>
<tr>
<th></th>
<th>DMS</th>
<th>Water attenuated irradiance ($I_{z, sat}$)</th>
<th>Chlorophyll (SeaWiFS)</th>
<th>Primary Production (VGPM$_{avg}$)</th>
<th>Sea Surface Temperature</th>
<th>Salinity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMS</td>
<td>1.000</td>
<td>.30**</td>
<td>.24**</td>
<td>.35**</td>
<td>.07**</td>
<td>-.07**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>n</td>
<td>33148</td>
<td>29321</td>
<td>31749</td>
<td>30776</td>
<td>29220</td>
<td>23823</td>
</tr>
<tr>
<td>Water attenuated irradiance ($I_{z, sat}$)</td>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>-.30**</td>
<td>-.03**</td>
<td>.45**</td>
<td>.31**</td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>29321</td>
<td>29321</td>
<td>26820</td>
<td>26136</td>
<td>21697</td>
<td></td>
</tr>
<tr>
<td>Chlorophyll (SeaWiFS)</td>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>.87**</td>
<td>-.56**</td>
<td>-.65**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>31749</td>
<td>30776</td>
<td>28080</td>
<td>22940</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary Production (VGPM$_{avg}$)</td>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>-.28**</td>
<td>-.40**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>30776</td>
<td>27323</td>
<td>22220</td>
<td>22220</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sea Surface Temperature</td>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>.47**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td>.000</td>
<td></td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>29220</td>
<td>23748</td>
<td>223748</td>
<td>23823</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salinity</td>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td></td>
<td></td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td></td>
<td></td>
<td>23823</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A multiple linear regression model was constructed using the climatological primary production and underwater irradiance to predict and explain the variance in high resolution global surface DMS. Using the training data subset to develop the model, the combination of $I_{z, sat}$ and VGPM$_{avg}$ within a MLR analysis yields a multiple correlation coefficient of $R = 0.47$, with the adjusted $R^2 = 0.23$ (non-adjusted is also
\( R^2 = 0.23 \) \((n = 28620, p < 0.01)\) (see equation 4.9). The variables are log\(_{10}\) transformed to account for the non-normal distribution of the data (see methods section 4.2). The Spearman’s rank correlation between the MLR predicted vs. observed DMS \( (\rho = 0.47, p < 0.01, n = 28620)\) within the training data is the same as the \( R \) indicating that the distribution of the data is close to normal and not biasing the result. This multiple correlation is stronger than the bivariate correlations between DMS and the independent explanatory variables within the MLR which are significant but relatively weak (see Table 4.1). The tolerance statistic is significantly greater than zero \( (0.987)\) indicating that the MLR does not suffer from high multicollinearity and that only 1.3 % of the explained variance is shared between the explanatory variables within the MLR. The \( R^2 \) is statistically adjusted to account for the possible spurious increases in correlation due to additional explanatory variables being added to the model \( (\text{Weisberg 2005})\) (see chapter 3 methods for discussion). The adjusted and non adjusted \( R^2 \) are the same indicating that the model does not suffer from this spurious increase \( (\text{Weisberg 2005})\). In addition the multiple correlation coefficient is stronger than the bivariate correlations between DMS and SeaWiFS chlorophyll, sea surface temperature \( (\text{SST}) \) or salinity (see Table 4.1).

\[
\log_{10} \text{DMS} = -1.850 + 0.326 \log_{10} \text{VGPM}_{\text{avg}} + 0.874 \log_{10} t_{\text{sat}} 
\]

(4.9)

This model derived using MLR within the training data (randomly assigned 70%) is then tested within the validation subset (remaining 30%). Figure 4.9 shows a plot of the predicted DMS (using equation 4.9) vs. the observed DMS within the validation subset. Predicted DMS is significantly correlated to the observed DMS but this correlation is not strong \( (\rho = 0.48, r = 0.49, p <0.01, n = 12179)\) and is only able to explain 24% of the variance in observed DMS concentrations \( (r^2 = 0.24)\). The model is able to explain a similar amount of variance within the validation data \( (24\%) \) as was explicable within the training data \( (22\%)\). This suggests that the model is not “over-fitted” \( (\text{Weisberg 2005}; \text{Wilcox 2010})\) (see methods section 4.2).
Figure 4.9: Predicted high resolution DMS (nmol l\(^{-1}\)) plotted against observed high resolution DMS data (nmol l\(^{-1}\)) within the validation data subset of the global DMS database (http://saga.pmel.noaa.gov/dms/). Predicted DMS is calculated using the multiple linear regression model developed within the high resolution training data subset 
\[ \log_{10}(DMS) = -1.850 + 0.326 \log_{10}(VGPM_{avg}) + 0.874 \log_{10}(I_z sat) \] (see section 4.3.1.2). For details of the derivation of the training and validation subsets see section 4.2.5. Panel (a) shows the data with the axis limited to 10 nmol l\(^{-1}\) and panel (b) shows the same data on a log\(_{10}\) scale with no axis limitation. Also shown is the Spearman’s rank correlation coefficient (\(\rho\)), the significance value (\(p\)) and the number of data points (\(n\)). Dashed line is a 1:1 trend line.

This regression model does not explain enough variance within training data or the validation data to be useful as a predictive tool at this resolution. As in other work (Kettle et al. 1999; Kettle and Andreae 2000; Lana et al. 2011a), the bivariate correlations between the high resolution DMS and biotic or abiotic variables are not strong (\(\rho < 0.5\)). However, the strength of these correlations must be viewed within the context of the data within the DMS database.

As discussed in the introduction the global DMS database consists of many discrete samples that represent brief snapshots of the highly variable and dynamic surface DMS ecosystem. The ambient surface DMS concentration at any given point in space and time depends upon the complex interaction between the sources and sinks of DMS to the marine ecosystem (Stefels et al 2007). The relative importance of
these sources and sinks will change in space and time and will be affected by the environmental history of the sampled water column (Kieber et al. 1996). This natural variability is combined with potential noise from the different sampling strategies (e.g. bloom focus vs. transects) and sampling and analysis techniques (e.g. gas chromatography vs. mass spectrometry (Bell et al. 2011)). This is also coupled with incomplete spatial and temporal coverage with unknown inter-annual variability within the global DMS database. Furthermore correlations are sought with climatological variables which are disconnected in time space from the DMS samples (e.g. VGPM$_{avg}$ 10 year average with a 1/12$^{th}$ degree grid by 8 day temporal resolution). For example the climatological values will not be able to capture the transient high chlorophyll concentrations or primary production rates observed in localised phytoplankton blooms.

It may therefore be impossible to observe strong correlations between environmental variables and the raw, “noisy” data. In order to identify the larger scale properties and drivers of the DMS ecosystem it is necessary to average the data to distil these features above the noise within the global DMS database. An approach to averaging the data using biologically coherent spatial units is explored in the next section.

4.3.2 Data aggregation based on biologically coherent spatial units

This section investigates whether any large scale trends in global DMS can be isolated above the noise of natural variability found in such a complex and dynamic system and the potential noise introduced by sampling and data issues present in a large global database constructed from many sources over a long time period. Monthly averages using a biologically relevant spatial unit, the biogeochemical provinces defined by Longhurst (1995) are calculated. These “province monthly averages” are then used to derive a single multivariate regression model for surface DMS. Again the model is derived using the training data subset (70%) and validated in the remaining data.
4.3.2.1 Aggregation method

The DMS database contains a large number of samples but the data is not uniform in its spatial and temporal coverage (see Figure 4.1). This is further complicated when the dataset is reduced in size by splitting the data into training and validation subsets (70:30). This dictates that a relatively large box size is required to capture enough data to generate a representative monthly average.

In this analysis, we are interested to see whether the biological characteristics of the data and the environmental setting (e.g. the rate of primary production and the underwater irradiance conditions) are correlated with, and are able to predict, the concentration of DMS in the global surface ocean. When designing a spatial-temporal unit over which to aggregate there is therefore a trade off between capturing enough data to generate a representative average, generating enough spatial-temporal units to generate a reliable statistical model that also provides globally representative coverage, and not having the spatial-temporal unit so large that the data becomes over smoothed so that the characteristics of interest contained within the data become lost.

Previous analyses have used arbitrary grids based upon latitude and longitude as spatial units (e.g. Lana et al. 2011b; Vallina and Simó 2007; Simó and Dachs 2002). Due to the limited data coverage the use of too small a grid (e.g. a 1° x 1° grid) does not allow enough data in each grid to provide a representative average. Once the grid becomes too large (e.g. a 10° x 20° grid) the aggregation unit does not respect the characteristics of the data so that data from disparate biologically regimes are arbitrarily grouped together. Therefore a relatively large but biologically coherent spatial unit is required. In this analysis we use the biogeochemical province defined by Longhurst (1995) with a temporal resolution of a month. The number of samples required to before a province monthly average is calculated is \( n \geq 30 \).

55 out of 57 provinces defined by Longhurst (1995) contain some DMS data (\( n \geq 1 \)). Using this aggregation method, 180 monthly province averages are available within the training data subset with 44 out of 55 (80%) provinces represented by at least one “province month” of data (see Figure 4.10). Within the validation data 114 province months are available with 36 out of 55 (~65%) of provinces represented by at least
one “province month”. Both the training data and validation data subsets include provinces months from all 4 biogeochemical domains as defined by Longhurst (1995) representing a range of latitudes and trophic regimes from eutrophic to oligotrophic regions.

**Figure 4.10:** Shaded areas represent the location of the 44 out of the 57 provinces defined by Longhurst (1995) where at least one month of data is included within the MLR model. Areas shaded in red tones belong to the Polar domain, those shaded in blue tones belong to the Westerlies domain, those shaded in yellow tones belong to the Trades domain and those provinces shaded in a green tone belong to the Coastal domain. Each province is labelled with an abbreviation, for the full province names see Table A.0.1 (appendix).

### 4.3.2.2 Model development and validation

Initially an analysis of the bivariate correlations between the province monthly averaged variables was conducted (see Table 4.2). The correlations between province monthly DMS and primary production rate and underwater irradiance are strong and significant. The correlation between primary production rate and DMS is stronger than the correlation between DMS and SeaWiFS chlorophyll which is significant but not strong. The primary production rate and chlorophyll are correlated
because VGPM is a chlorophyll based model (see methods section 4.2). Water attenuated irradiance is not strongly correlated with SeaWiFS chlorophyll.

**Table 4.2:** Bivariate correlations using the non parametric Spearman’s rank hypothesis ($\rho$) between the province monthly averaged data within the training data subset (randomly assigned 70% of all available data, see section 4.2.5). Also shown is the two tailed significance value (Sig.) and number or data points (n). Correlations marked with a single asterisk* are significant at the 0.05 level, correlations marked with a double asterisk** are significant at the 0.01. Correlations without an asterisk fall below the 0.05 significance level.

<table>
<thead>
<tr>
<th></th>
<th>DMS</th>
<th>Primary Production (VGPM$_{avg}$)</th>
<th>Chlorophyll (SeaWiFS)</th>
<th>Water attenuated irradiance ($I_{sat}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMS</td>
<td>$P$</td>
<td>.47**</td>
<td>.33**</td>
<td>.60**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.000</td>
<td>182</td>
<td>.000</td>
<td>180</td>
</tr>
<tr>
<td>N</td>
<td>182</td>
<td>182</td>
<td>182</td>
<td>180</td>
</tr>
<tr>
<td>Primary Production</td>
<td>$P$</td>
<td>.000</td>
<td>.88**</td>
<td>.16**</td>
</tr>
<tr>
<td>(VGPM$_{avg}$)</td>
<td>Sig. (2-tailed)</td>
<td>182</td>
<td>.000</td>
<td>.037</td>
</tr>
<tr>
<td>N</td>
<td>182</td>
<td>182</td>
<td>182</td>
<td>180</td>
</tr>
<tr>
<td>Chlorophyll</td>
<td>$P$</td>
<td>1.000</td>
<td>.000</td>
<td>- .08</td>
</tr>
<tr>
<td>(SeaWiFS)</td>
<td>Sig. (2-tailed)</td>
<td>182</td>
<td>182</td>
<td>180</td>
</tr>
<tr>
<td>N</td>
<td>182</td>
<td>182</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Water attenuated</td>
<td>$P$</td>
<td>.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>irradiance</td>
<td>Sig. (2-tailed)</td>
<td>182</td>
<td>182</td>
<td>180</td>
</tr>
<tr>
<td>($I_{sat}$)</td>
<td>N</td>
<td>182</td>
<td>180</td>
<td>180</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.05 level (2-tailed).**  
**. Correlation is significant at the 0.01 level (2-tailed).**

A MLR model is developed using province monthly averaged data with climatological primary production (VGPM$_{avg}$) and climatological underwater irradiance ($I_{sat}$) as explanatory variables (equation 4.10). This model is developed within the same training data subset defined in section 4.3.1. The variables are $\log_{10}$ transformed to correct for the non-normal distribution of the data (see methods section 4.2).

$$\log_{10} \text{DMS} = -2.847 + 0.310(\log_{10} \text{VGPM}_{avg}) + 1.381(\log_{10} I_{sat})$$  (4.10)
The correlation between the MLR modelled DMS and observed DMS within the training data is strong and significant (\(\rho = 0.70, R = 0.74\), adjusted \(R^2 = 0.53\) (unadjusted \(R^2 = 0.54\)) (\(p < 0.01, n = 180\)) and is able to explain 53% of the variance in the training data province monthly DMS values. The \(R^2\) is statistically adjusted to correct for additional terms in the model artificially increasing the correlation ([Weisberg 2005] see chapter 3, section 3.3). The adjusted and non adjusted \(R^2\) are very similar indicating that the explicable variance is not due to spurious increases due to additional model terms (Weisberg 2005). The tolerance statistic is significantly greater than zero (0.952) indicating that the MLR does not suffer from high multicolinearity (Weisberg 2005). Supporting this, VGPM\(_{avg}\) and \(I_{s, sat}\) are not strongly correlated \(\rho = 0.16\) (\(p = 0.37, n = 180\)). These diagnostic statistics indicate that the two separate explanatory variables within the MLR are explaining different parts of the explicable variance in DMS and that this is not an artefact of the number of terms in the regression model.

This model developed within the training data (equation 4.10) is then tested using the validation subset. Figure 4.11 shows a predicted vs. observed plot using the equation 4.10 and applied to the validation dataset. Each data point represents an average of a single months data (\(n \geq 30\)) from a single biogeochemical province (province month). The correlation between province monthly predicted and observed DMS is strong and significant (\(\rho = 0.70, r = 0.73, p < 0.01, n = 114\)) with the predicted DMS able to explain 53% of the observed DMS (\(r^2 = 0.53\)). The model is able to explain the same amount of variance within the validation data (53%) as was explicable within the training data (53%). This suggests that the model is not “over-fitted” (Weisberg 2005).
Figure 4.11 Predicted province monthly averaged DMS (nmol l⁻¹) plotted against observed province monthly averaged DMS data (nmol l⁻¹) within the validation data subset of the global DMS database (http://saga.pmel.noaa.gov/dms/). Predicted DMS is calculated using the multiple linear regression model developed within the province monthly training data subset \[ \log_{10}(DMS) = -2.847 + 0.310 \log_{10}(VGPM_{avg}) + 1.381 \log_{10}(I_{Sat}) \] (see section 4.3.2.2). For details of the derivation of the training and validation subsets see section 4.2.5 and for details of the derivation of the province monthly averages see section 4.3.2.1. Panel (a) shows the data with the axis limited to 10 nmol l⁻¹ and panel (b) shows the same data on a log₁₀ scale with no axis limitation. Also shown is the Spearman’s rank correlation coefficient (\( \rho \)), the significance value (p) and the number of data points (n). Dashed line is a 1:1 trend line.

This model using province monthly data is able to explain more of the variance in DMS concentrations (53%) than the model derived and tested using the high resolution DMS data in section 4.3.1.2 (24%). Upon examination, Figure 4.10 shows the model performs best at predicting low to approximately average DMS concentrations (average DMS = 4.24 nmol l⁻¹). This is not an insignificant result as ~80.5% (38009/47241) of the DMS samples in the global database are below the 4.24 nmol l⁻¹ average value. DMS concentrations >~4.24 nmol l⁻¹ are subject to more variance about the 1:1 line with the model underestimating high DMS concentrations. This may be due to the smoothed, climatological nature of the predictor variables used within the MLR models as compared to the global DMS
database which is comprised of *in situ* non-smoothed samples. The high DMS concentrations observed within localised blooms within the *in situ* data from the DMS database will not be replicated by similar peaks in production/biomass within the smoothed climatological predictor variables. Although the averaging of the DMS by province month will reduce the impact of high DMS values it may still be influencing them.

An approach using the province monthly median value was investigated but this did not improve upon or produce significantly different results however. The analysis was also re-run with high DMS (DMS > 99.9th percentile of 148.44 nmol l\(^{-1}\) where max = 420 nmol l\(^{-1}\)) values excluded prior to analysis. There were no significant changes in the strengths of the bivariate correlations or the amount of variance explained by the MLR models observed. This would suggest that although the climatological nature of the predictor variables may be affecting the skill of the model to predict higher DMS concentrations, it may also be likely that other factors are important. Species composition of the phytoplankton and bacterial community, the rate of grazing, cell lysis, autolysis and interactions between the rate of primary production/biomass and irradiance driven processes may affect the slope of the relationship between the individual predictor variables and DMS. To try and account for this the next section explores using a composite method to predict global surface DMS.

### 4.3.3 A composite method for the prediction of surface DMS

In response to evidence from the literature (see introduction), this section aims to investigate if allowing relative magnitude and slope of the predictor variables (primary production and underwater irradiance) to vary between provinces improves the explanatory power. A method of deriving a separate MLR model for each of the biogeochemical provinces that contains sufficient DMS data is developed. These MLR models are then combined to predict surface DMS. The MLR models use the same two explanatory variables (VGPM\(_{avg}\) and \(I_{sat}\)) to predict surface DMS concentrations but the relative contribution of the variables (magnitude of the coefficients) is derived separately for each province. A MLR model is developed for both the high resolution “raw” data and for province monthly data.
4.3.3.1 Composite methodology

The MLR models are again developed using a training subset and tested using a validation subset. This process was slightly different from the split in sections 4.3.1 and 4.3.2 (see methods section 4.2). To ensure enough data remains within each province to both develop and test an MLR model the data was split randomly 60:40 in favour of the training data on a province by province basis. As in section 2 a criteria of \( n \geq 30 \) data points from a single province month are required to calculate an average. In addition there must be \( n \geq 4 \) months from a single province to develop a MLR model and \( n \geq 4 \) months from that province to test the model.

For the province monthly analysis the criteria described above reduced the number of provinces for which a MLR model could be developed and validated to 20 out of 57 provinces with a total of \( n = 180 \) province monthly averages included within the training subset and \( n = 107 \) included in the validation subset. Table 4.3 shows the provinces that are included in the province monthly composite analysis. The table details which biogeochemical domain the provinces are from and for which months data is available within both the training data and validation data subsets for each province. Figure 4.12 shows the geographic location of the provinces. There are no provinces where 12 months of monthly data (averages of \( n \geq 30 \)) are available.

Within the training data the maximum number of months in a single province is 9 (with a median value of 6 months per province). Within the validation data subset the maximum number of months in a single province is 8 (with the median value of 5 months per province). The DMS database has a sampling bias with some provinces particular poorly represented. For example, Figure 4.1 shows that the high latitude winters are relatively under sampled. This introduces potential statistical bias into any analysis of the global DMS database. It would be ideal to have the full seasonal cycle of 12 months of data from each province to develop and validate the MLR models but this is not possible. The minimum number of months from a single province used to develop a model in this analysis is 4 with the potential for these to be 4 consecutive months (e.g. 4 summer months) although this is often not the case (see Table 4.3). An MLR model developed for a province under this scenario is likely to be less reliable at predicting data outside the range of months from which
they were developed (e.g. winter data) than models developed from data which includes a greater seasonal span of months. Table 4.3 indicates the number of months used for each model which can be used to infer the potential predictive capacity of the individual province models.

All 6 provinces from the polar biogeochemical domain are included, 6 provinces out of 16 from the Westerlies domain are included, 4 out of 12 provinces from the Trade winds domain are represented and 4 out of the 23 Coastal domain provinces are included within the analysis. A large number of unrepresented provinces come from the coastal domain as DMS research tends to focus on open ocean environments where DMS emissions are most climatically relevant (Bates et al. 1992; Twomey 1991). 16 out of 33 of all open ocean provinces (~49%) are included. In total the provinces for which there is data cover ~66% of the global oceans by area. These provinces include data from all four Longhurst (1995) biogeochemical domains and span eutrophic, mesotrophic and oligotrophic regions from a range of latitudes.
Table 4.3: Details of the provinces included in the monthly composite analysis including: province key, full province name, the trophic status of the province based upon province average SeaWiFS chlorophyll concentration (E = Eutrophic > 1.0 mg l\(^{-1}\), M = Mesotrophic 0.18-1.0 mg l\(^{-1}\), O = Oligotrophic < 0.18 mg l\(^{-1}\)) following Belviso et al. (2011) (after Morel (2010)), the biogeochemical domain (BGCD) to which the province belongs (Longhurst 1995) (P = Polar, C = Coastal, W = Westerlies, T = Trades) and the monthly averages available within each province within the training and validation subsets.

<table>
<thead>
<tr>
<th>Province Key</th>
<th>Full province name</th>
<th>Tropic Status</th>
<th>BGCD</th>
<th>Months available in training subset</th>
<th>Months available in validation subset</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPLR</td>
<td>Boreal Polar Province</td>
<td>E</td>
<td>P</td>
<td>5</td>
<td>x</td>
</tr>
<tr>
<td>ARCT</td>
<td>Atlantic Arctic Province</td>
<td>E</td>
<td>P</td>
<td>6</td>
<td>x</td>
</tr>
<tr>
<td>SARC</td>
<td>Atlantic Subarctic Province</td>
<td>E</td>
<td>P</td>
<td>5</td>
<td>x</td>
</tr>
<tr>
<td>BERS</td>
<td>N. Pacific Epicontinental Province</td>
<td>E</td>
<td>P</td>
<td>4</td>
<td>x</td>
</tr>
<tr>
<td>ANTA</td>
<td>Antarctic Province</td>
<td>E</td>
<td>P</td>
<td>6</td>
<td>x</td>
</tr>
<tr>
<td>APLR</td>
<td>Austral Polar Province</td>
<td>E</td>
<td>P</td>
<td>5</td>
<td>x</td>
</tr>
<tr>
<td>NECS</td>
<td>NE Atlantic Shelves Province</td>
<td>E</td>
<td>C</td>
<td>9</td>
<td>x</td>
</tr>
<tr>
<td>NWCS</td>
<td>NW Atlantic Shelves Province</td>
<td>E</td>
<td>C</td>
<td>8</td>
<td>x</td>
</tr>
<tr>
<td>ALSK</td>
<td>Alaska Down-welling Coastal Province</td>
<td>E</td>
<td>C</td>
<td>6</td>
<td>x</td>
</tr>
<tr>
<td>CCAL</td>
<td>California Upwelling Coastal Province</td>
<td>E</td>
<td>C</td>
<td>6</td>
<td>x</td>
</tr>
<tr>
<td>NADR</td>
<td>N. Atlantic Drift Province</td>
<td>M</td>
<td>W</td>
<td>7</td>
<td>x</td>
</tr>
<tr>
<td>PSAG(E)</td>
<td>Pacific Subarctic Gyre Province East</td>
<td>M</td>
<td>W</td>
<td>5</td>
<td>x</td>
</tr>
<tr>
<td>SANT</td>
<td>Sub-Antarctic Province</td>
<td>M</td>
<td>W</td>
<td>7</td>
<td>x</td>
</tr>
<tr>
<td>PNEC</td>
<td>N. Pacific Equatorial Counter-current Prov</td>
<td>M</td>
<td>T</td>
<td>5</td>
<td>x</td>
</tr>
<tr>
<td>PEQD</td>
<td>Pacific Equatorial Divergence Province</td>
<td>M</td>
<td>T</td>
<td>8</td>
<td>x</td>
</tr>
<tr>
<td>NAST(W)</td>
<td>N. Atlantic Subtropical Gyre Prov West</td>
<td>O</td>
<td>W</td>
<td>6</td>
<td>x</td>
</tr>
<tr>
<td>NAST(E)</td>
<td>N. Atlantic Subtropical Gyre Prov East</td>
<td>O</td>
<td>W</td>
<td>6</td>
<td>x</td>
</tr>
<tr>
<td>SPSG</td>
<td>S. Pacific Subtropical Gyre Province</td>
<td>O</td>
<td>W</td>
<td>7</td>
<td>x</td>
</tr>
<tr>
<td>SATL</td>
<td>South Atlantic Gyre Province</td>
<td>O</td>
<td>T</td>
<td>4</td>
<td>x</td>
</tr>
<tr>
<td>NPTG</td>
<td>N. Pacific Tropical Gyre Province</td>
<td>O</td>
<td>T</td>
<td>6</td>
<td>x</td>
</tr>
</tbody>
</table>
Figure 4.12: Location of biogeochemical provinces defined by Longhurst (1995) included within the monthly composite analysis (shaded and labelled provinces). Provinces shaded in red tones belong to the Polar domain, those shaded in blue tones belong to the Westerlies domain, those shaded in yellow tones belong to the Trades domain and those provinces shaded in a green tone belong to the Coastal domain. Each province is labelled with an abbreviation, for the full province names see Table 4.3.

4.3.3.2 Composite method monthly data results

Figure 4.13 shows predicted vs. observed province monthly averages of DMS within the validation subset using the composite method of combining the MLR models developed within the 20 available provinces. The correlation between the composite predicted and observed DMS using the province monthly approach within the validation subset is strong and significant ($\rho = 0.93$, $p = 0$, $n = 107$). This composite method also provides strong and significant correlations within the four biogeochemical domains and within the regions defined by trophic status (see Table 4.4).
Figure 4.13: Predicted DMS (nmol l\(^{-1}\)) plotted against observed DMS data (nmol l\(^{-1}\)) within the validation data subset of the global DMS database (http://saga.pmel.noaa.gov/dms/). Predicted DMS is calculated using the “composite method” (see section 4.3.3.1 for details on composite method). Panel (a) shows the data with the axis limited to 10 nmol l\(^{-1}\) and panel, large red markers represent province monthly averaged data and smaller black markers represent the high resolution (non averaged) data. Panel (b) shows the same data on a log\(_{10}\) scale with no axis limitation. Also shown is the Spearman’s rank correlation coefficient (\(\rho\)), the significance value (\(p\)) and the number of data points (\(n\)). Dashed line is a 1:1 trend line.
Table 4.4: Regional predicted vs. observed correlations (Spearman’s rank hypothesis (ρ)) within the validation data using the composite method. Regions are groups of Longhurst (1995) biogeochemical provinces assigned a trophic status based on province average chlorophyll concentration (Eutrophic > 1.0 mg l\(^{-1}\), Mesotrophic 0.18-1.0 mg l\(^{-1}\), Oligotrophic < 0.18 mg l\(^{-1}\)) following Belviso et al. (2011) (after Morel et al. (2010). All correlations are significant at p < 0.01 level.

<table>
<thead>
<tr>
<th>Region</th>
<th>ρ</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eutrophic provinces</td>
<td>0.94</td>
<td>53</td>
</tr>
<tr>
<td>Mesotrophic provinces</td>
<td>0.91</td>
<td>24</td>
</tr>
<tr>
<td>Oligotrophic provinces</td>
<td>0.88</td>
<td>24</td>
</tr>
<tr>
<td>Polar domain provinces</td>
<td>0.97</td>
<td>31</td>
</tr>
<tr>
<td>Coastal domain provinces</td>
<td>0.90</td>
<td>38</td>
</tr>
<tr>
<td>Westerlies domain provinces</td>
<td>0.91</td>
<td>23</td>
</tr>
<tr>
<td>Trades domain provinces</td>
<td>0.90</td>
<td>29</td>
</tr>
</tbody>
</table>

This correlation is stronger than correlation obtained using a single model for province monthly data (ρ = 0.70, r = 0.73, p < 0.01, n =114). There is also an improvement in the ability of the method to predict high DMS concentrations. Although the scatter about the 1:1 line is still higher at high observed DMS concentrations, the composite method does not consistently underestimate high DMS. The smoothed nature of the climatological variables may be partly responsible for the decreased skill at predicting high DMS in the composite approach but the increase in correlation relative to the single model suggests that the relative importance or the slope of the relationship between the individual predictors is changing between provinces.

There is evidence from the literature that the strength and slope of the relationship between individual environmental variables (e.g. primary production rate and underwater irradiance) will be different within different regions of the global ocean. The rate of DMSPp production per unit of carbon is not constant in all species ranging from 0.0000015 in Prochlorophytes/Cyanophytes and 0.00086 in diatom species to 0.022 in Dinoflagellates (mol:mol) (Keller et al. 1989; Stefels et al. 2007). Species composition has been identified as the most important factor in determining
DMSP concentrations with a dependence upon abiotic conditions (Stefels et al. 2007). The rate of active exudation of DMSP, a source of DMSPd and so DMS, is also species specific with an additional dependence upon environmental conditions such as temperature, salinity and nutrient limitation (Stefels et al. 2007). Laroche et al. (1999) in a modelling study suggest a range in the exudation percentage of the DMSP quota per day between different species with 1% for the dinoflagellate *Prorocentrum minimum* to 3-11% for Phaeocystis species however there is limited experimental data on DMSP exudation rates. This model study would suggest that slope or strength of the relationship between primary production and DMSPd may be different for regions dominated by different species. Although Kiene and Slezak (2006) suggest that the concentration of DMSPd is always <2.8 nmol l\(^{-1}\), it is the rate of conversion and the relative pathway that is relevant.

Once free within the water column the fraction of DMSPd that is converted to DMS by bacterial degradation is dependent upon the biomass, composition and production rate of the bacterial community (Stefels et al. 2007). This in turn is partially dependent on the rate of primary production as the biomass of bacterial community is related to the biomass of the phytoplankton community (Geider et al. 2001). DMSPd may be utilised by the bacterial community via two major pathways, the cleavage pathway which can lead to DMS (plus acrylate) and demethylation which does not yield DMS (Curson et al. 2011; Kiene and Linn 2000; Moran et al. 2012; Reisch et al. 2011b). Kiene and Linn (2000) proposed that when ambient DMSPd concentrations are low, bacteria have a preference for the more energy efficient demethylation pathway. When DMSPd concentrations are high, the DMSPd that is not assimilated is processed via the catabolic pathway that can (but not always) yield DMS and acrylate with the acrylate used as a carbon source (Howard et al. 2006; Todd et al. 2010) (see Figure 1.4). However it is the bacterial sulphur demand relative to the available DMSPd that is critical (Kiene et al. 2000; Moran et al. 2012), therefore if bacterial sulphur demand is reduced because of UV stress or nutrient limitation then the demethylation pathway is reduced and the cleavage pathway upregulated increasing the yield of DMS from DMSPd (Curson et al. 2011). The yield of DMS from DMSPd had been observed to range from 5-100% and was correlated to mixed layer depth with a link between shallow mixed layer depths, high UV stress and high DMS yields suggested (Simó and Pedrós-Alió 1999a). It is
therefore possible that the slope of the relationship between underwater irradiance and DMS concentrations will be different for different regions depending upon the state and composition of the bacterial community which in turn is partially determined by the primary production rate.

Photooxidation is a sink for DMS in the surface ocean. Photooxidation rates have a temperature dependence doubling with an increase of 20°C (Toole et al. 2003). Additionally nitrate concentrations also play a role in the modulation photolysis rates (Toole and Siegel 2004; Toole et al. 2004). The depth interval over which photolysis is effective is related to light attenuation and the presence of CDOM (Bouillon and Miller 2004; Tedetti and Sempere 2006) which are in turn related to algal biomass and the rate of primary production (Bouillon and Miller 2004). Thus there is the potential for both the rate of photooxidation and the slope of the relationship between underwater irradiance and DMS to differ between regions and for the relative contribution of the DMS loss term due to photooxidation to be partially dependent upon the rate of primary production (biomass). Other processes thought to be important within the DMS ecosystem that are linked to irradiance such as the direct exudation of DMS following oxidative stress (Sunda et al. 2002) will also have this partial dependence upon production via the rate of light attenuation.

There is also evidence to suggest that the relative importance of biological/environmental variables via their impact on the balance between sources and sinks of DMS is likely to change between locations in space and time. Belviso et al. (2004), Bell et al. (2006) and Hind et al. (2011) found that different algorithms using different combinations of variables were more successful in explaining the variance in DMS within different regions. An ecosystem model developed for the southern ocean by Gabric et al. (1993) had to be reparameterised to successfully simulate DMS in the Barents Sea and the North Atlantic. Vallina and Simó (2007), Belviso and Caniaux (2009) and chapter 2 found different slopes in the relationship between SRD and DMS at different sites (see chapter 2).

Investigations from oligotrophic waters have identified a lack of correlation between seasonal peaks in biomass and DMS (Belviso et al. 2011; Toole and Siegel 2004; Vallina et al. 2008) with stronger correlations between DMS and underwater
irradiance; this is known as the “summer paradox” (Toole and Siegel 2004). Toole and Siegel (2004) proposed that there may be two regimes in operation responsible for this phenomenon. The first is a production regime where DMS concentrations are coupled to biomass or production. Some studies from mid-high latitude eutrophic regions have found correlations between biomass/chlorophyll and DMSP or DMS during blooms of high DMSP producing species (e.g. Gibson et al. 1990; Malin et al. 1998). However, other studies from similar regions have not (Leck et al. 1990; Kettle et al. 1999; Simo et al. 1995). The second is a stress regime where the balance of DMS production and loss processes are controlled by irradiance driven processes such as the antioxidant hypothesis (Sunda et al. 2002), the overflow hypothesis (Stefels 2000), bacterial metabolism (Kiefer et al. 1996; Kiene and Linn 2000) and photo-oxidation (Brimblecombe and Shooter 1986; Hatton 2002).

The literature outlined above suggests irradiance may dominate DMS dynamics in oligotrophic environments. If this is true underwater irradiance ($I_z$) may be the dominant variable within the MLR models (largest coefficient) developed within oligotrophic environments or provinces. Belviso et al. (2011) following Morel et al. (2010) identified 9 provinces where the most oligotrophic waters are found using SeaWiFS chlorophyll. These provinces come from both the Westerlies and Trades domains and are dominated by the mid ocean gyres. Monthly province data is available for 5 of these provinces which cover 16.7% of the global ocean (NAST(W), NAST(E), SATL, NPTG, SPSG: see Table 4.5 and Figure 4.12 for full province names and locations)). The average SeaWiFS Chl that is paired to the high resolution DMS data from within each province is 0.09 – 0.17 mg l$^{-1}$. As expected, within the 5 MLR models $I_{z, sat}$ is the dominant variable (see Table 4.5). The predicted vs. observed correlation within the validation data for the 5 provinces are NAST(W) $\rho = 0.98$ (n = 6), NAST(E) $\rho = 0.66$ (n = 6), SATL $\rho = 0.60$ (n = 4), NPTG $\rho = 0.89$ (n = 6), SPSG $\rho = 0.07$ (n = 7)) (see Table 4.6). The Spearman’s correlation is low for SPSG but the Pearson’s coefficient is relatively strong ($r = 0.68$). Using the composite method for all of the oligotrophic provinces generates a predicted vs. observed correlation of $\rho = 0.88$ ($p < 0.01$, n = 24).

It is difficult to assess the operation of the summer paradox within the oligotrophic provinces because only part of the seasonal cycle within each province is available.
There is a positive bivariate correlation between the monthly averaged primary production rate and DMS in most oligotrophic provinces ($\rho = 0.32-0.60$) and the primary production coefficients within the MLR models are small relative to the irradiance coefficients (see Table 4.5). The exceptions are NAST(W) where the correlation is negative ($\rho = -0.66$, $n = 6$) reflected in a negative MLR coefficient and SATL where the correlation is very weak ($\rho = 0.01$, $n = 4$) with a small, non-significant negative coefficient within the MLR for this province. The relatively weak and sometimes negative correlations to primary production rate within the oligotrophic provinces may reflect the summer paradox. Some parts of the seasonal cycle would generate a negative relationship between biomarkers and DMS as summer biomass declines after the spring bloom whilst DMS concentrations continue to rise to their summer peak. Alternatively photooxidation may be dominant in these provinces, in these months. Belviso et al. (2011) found the summer paradox operating in these provinces (DMS relative to chlorophyll) using the DMS climatology (Lana et al. 2011a). However primary production rates have been found to be much more variable than chlorophyll concentrations. Marañón et al. (2003) found a 20-fold variation in integrated primary production rates relative to a 3-fold variation in chlorophyll in a study of 34 stations in the North and South Atlantic subtropical gyre.

The pattern within the coefficients of the MLR models from eutrophic waters where primary production may be expected to be the dominant variable (Toole and Siegel 2004) is less clear (see Table 4.5). Eutrophic waters are found within provinces belonging to the Coastal and Polar Domains (province average SeaWiFS chlorophyll is $1.65 – 2.67$ mg l$^{-1}$). The composite method does successfully predict DMS for the eutrophic provinces with a strong predicted vs. observed correlation within the validation data ($\rho = 0.94$, $p < 0.01$, $n = 53$). Data is available for all 6 polar provinces and 4 out of 24 Coastal provinces covering 32.1% and 1.8% of the global ocean respectively. The MLR models developed within the training data for the Polar provinces are all strong ($R^2 = 0.79-0.96$, $\rho = 0.90-0.99$) and there are strong bivariate correlations between DMS and both underwater irradiance ($\rho = 0.70-0.94$) and primary production rate ($\rho = 0.71-0.99$), with the exception of BPLR ($\rho = -0.30$). These models also successfully predict Polar monthly province DMS within the validation data ($\rho = 0.80-0.99$) in provinces from both the southern and northern
hemispheres with the exception of BPLR ($\rho = 0.4$). This poor prediction probably arises from the poor correlation between primary production rate and DMS (and so poorly developed coefficients within the MLR) for that province. This also demonstrates the importance of rigorously testing the models in separate unseen data. For the Polar province monthly data, primary production is the dominant variable (largest coefficient) within the MLR models in only 3 of the 6 the Polar provinces (ARCT, SARC, ANTA), although the difference in magnitude between the coefficients is less pronounced than in the oligotrophic provinces (see Table 4.5). This may be because irradiance and primary production are more closely correlated within Polar provinces as primary production tends to be limited by irradiance in these regions (Longhurst 1995). As the temporal resolution has been reduced (monthly averages) there is less statistical distinction between the primary production rate and irradiance within the MLR and so the coefficients are more similar with no pattern in the dominance of one over the other.

Within the 4 Coastal provinces for which there is province monthly data available, primary production is the dominant coefficient in 3 out of 4 provinces (NECS, ALSK, CCAL) (see Table 4.5). The MLR models developed within the training data for the Coastal provinces are all strong ($R^2 = 0.69-0.98$, $\rho = 0.77-0.90$) and there are strong correlations between DMS and both underwater irradiance ($\rho = 0.75-0.83$) and primary production ($\rho = 0.66-0.94$), with the exception of NWCS (PP $\rho = 0.43$, $I_z \rho = 0.36$). These models successfully predict coastal monthly province DMS within the validation data ($\rho = 0.50-0.98$) with the exception of NWCS ($\rho = 0.36$).

The remaining 5 provinces for which province monthly DMS data is available may be thought of as mesotrophic with a province average SeaWiFS chlorophyll of 0.18 – 0.78 mg $l^{-1}$ (NADR, PSAG(E), SANT, PNEC and PEQD). These provinces cover ~15.4% of the global ocean. The MLR models developed within the training data for these mesotrophic provinces are all strong ($R^2 = 0.61-0.99$), with the exception of PEQD ($R^2 = 0.02$) (see Table 4.5). The models also successfully predict province monthly DMS (predicted vs. observed $\rho = 0.79-0.94$) with the exception of PEQD ($\rho = 0.34$) (see Table 4.6). The coefficient acting upon primary production is dominant within the 4 successful MLR models developed for these mesotrophic provinces (Table 4.5). PEQD is located in the ENSO affected region of the Pacific where
potentially large inter-annual variability in primary production rates may not be reflected in the smoothed climatological VGPM$_{avg}$ rates. Using the composite method for all of the mesotrophic provinces generates a strong predicted vs. observed correlation of $\rho = 0.91$ ($p < 0.01$, $n = 24$).
Table 4.5: Statistics related to MLR model development within the training subset for each province (multiple correlation coefficient $R$ and $R^2$, the $p$ value and the number of province monthly averages used to derive the model ($n$). The coefficients for each model in the form $DMS = b_1 + b_2(VGPM) + b_3(I_{sat})$ are shown. Also shown is the trophic status of the province defined using SeaWiFS chlorophyll following Belviso et al. (2011) after Morel et al. (2010) ($Eut = Eutrophic$, $Mes = Mesotrophic$ and $Oli = oligotrophic$). Also shown is the Longhurst (1995) biogeochemical domain to which the province belongs.

<table>
<thead>
<tr>
<th>Province</th>
<th>Trophic status</th>
<th>BGCD</th>
<th>$R$</th>
<th>$R^2$</th>
<th>$p$</th>
<th>$n$</th>
<th>$b_1$ (constant)</th>
<th>$b_2$ (VGPM)</th>
<th>$b_3$ (I_{sat})</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPLR(Boreal Polar Province)</td>
<td>Eut P</td>
<td>0.98</td>
<td>0.96</td>
<td>0.02</td>
<td>5</td>
<td>-1.373</td>
<td>-0.810</td>
<td>1.045</td>
<td></td>
</tr>
<tr>
<td>ARCT(Atlantic Arctic Province)</td>
<td>Eut P</td>
<td>0.93</td>
<td>0.86</td>
<td>0.02</td>
<td>6</td>
<td>-2.273</td>
<td>1.053</td>
<td>0.682</td>
<td></td>
</tr>
<tr>
<td>SARC(Atlantic Subarctic Province)</td>
<td>Eut P</td>
<td>0.96</td>
<td>0.93</td>
<td>0.08</td>
<td>5</td>
<td>-0.010</td>
<td>1.403</td>
<td>-0.493</td>
<td></td>
</tr>
<tr>
<td>BERS(N. Pacific Epicontinental Province)</td>
<td>Eut P</td>
<td>0.92</td>
<td>0.85</td>
<td>0.08</td>
<td>4</td>
<td>2.255</td>
<td>1.437</td>
<td>-1.674</td>
<td></td>
</tr>
<tr>
<td>ANTA(Antarctic Province)</td>
<td>Eut P</td>
<td>0.89</td>
<td>0.79</td>
<td>0.02</td>
<td>6</td>
<td>-0.356</td>
<td>0.395</td>
<td>0.217</td>
<td></td>
</tr>
<tr>
<td>APLR(Austral Polar Province)</td>
<td>Eut P</td>
<td>0.89</td>
<td>0.8</td>
<td>0.08</td>
<td>5</td>
<td>-2.322</td>
<td>0.151</td>
<td>1.293</td>
<td></td>
</tr>
<tr>
<td>NECS(NE Atlantic Shelves Province)</td>
<td>Eut C</td>
<td>0.99</td>
<td>0.98</td>
<td>0.00</td>
<td>9</td>
<td>-5.299</td>
<td>0.924</td>
<td>1.907</td>
<td></td>
</tr>
<tr>
<td>NWCS(NW Atlantic Shelves Province)</td>
<td>Eut C</td>
<td>0.65</td>
<td>0.42</td>
<td>0.33</td>
<td>8</td>
<td>-1.466</td>
<td>0.245</td>
<td>0.683</td>
<td></td>
</tr>
<tr>
<td>ALSK(Alaska Downwelling Coastal Prov)</td>
<td>Eut C</td>
<td>0.99</td>
<td>0.97</td>
<td>0.06</td>
<td>6</td>
<td>0.286</td>
<td>1.517</td>
<td>-0.842</td>
<td></td>
</tr>
<tr>
<td>CCAL(California Upwelling Coastal Prov)</td>
<td>Eut C</td>
<td>0.83</td>
<td>0.69</td>
<td>0.1</td>
<td>6</td>
<td>-1.311</td>
<td>0.728</td>
<td>0.271</td>
<td></td>
</tr>
<tr>
<td>NADR(N. Atlantic Drift Province)</td>
<td>Mes W</td>
<td>0.83</td>
<td>0.68</td>
<td>0.05</td>
<td>7</td>
<td>-1.317</td>
<td>1.006</td>
<td>0.253</td>
<td></td>
</tr>
<tr>
<td>PSAG(E)(Pacific Subarctic Gyre Prov(East))</td>
<td>Mes W</td>
<td>0.94</td>
<td>0.89</td>
<td>0.08</td>
<td>5</td>
<td>-1.241</td>
<td>1.192</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td>SANT(Subantarctic Province)</td>
<td>Mes W</td>
<td>0.78</td>
<td>0.61</td>
<td>0.02</td>
<td>7</td>
<td>-1.310</td>
<td>0.861</td>
<td>0.403</td>
<td></td>
</tr>
<tr>
<td>PNEC(N. Pacific Equatorial Counter current)</td>
<td>Mes T</td>
<td>0.99</td>
<td>0.99</td>
<td>0.02</td>
<td>5</td>
<td>-4.765</td>
<td>2.294</td>
<td>1.611</td>
<td></td>
</tr>
<tr>
<td>PEQD(Pacific Equatorial Divergence)</td>
<td>Mes T</td>
<td>0.13</td>
<td>0.02</td>
<td>0.75</td>
<td>8</td>
<td>-0.350</td>
<td>-0.063</td>
<td>0.372</td>
<td></td>
</tr>
<tr>
<td>NAST(W)(N. Atlantic Subtropical Gyre Prov(West))</td>
<td>Oli W</td>
<td>0.99</td>
<td>0.98</td>
<td>0.02</td>
<td>6</td>
<td>-2.952</td>
<td>-0.548</td>
<td>1.647</td>
<td></td>
</tr>
<tr>
<td>NAST(E)(N. Atlantic Subtropical Gyre (East))</td>
<td>Oli W</td>
<td>0.62</td>
<td>0.39</td>
<td>0.18</td>
<td>6</td>
<td>-1.871</td>
<td>0.210</td>
<td>0.853</td>
<td></td>
</tr>
<tr>
<td>SATL(South Atlantic Gyral Province)</td>
<td>Oli T</td>
<td>0.90</td>
<td>0.81</td>
<td>0.42</td>
<td>4</td>
<td>-10.686</td>
<td>-0.101</td>
<td>4.943</td>
<td></td>
</tr>
<tr>
<td>SPSG(S. Pacific Subtropical Gyre Prov)</td>
<td>Oli W</td>
<td>0.68</td>
<td>0.46</td>
<td>0.91</td>
<td>7</td>
<td>-4.615</td>
<td>0.361</td>
<td>2.133</td>
<td></td>
</tr>
<tr>
<td>NPTG(N. Pacific Tropical Gyre Province)</td>
<td>Oli T</td>
<td>0.94</td>
<td>0.88</td>
<td>0.03</td>
<td>6</td>
<td>-3.530</td>
<td>0.371</td>
<td>1.549</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.6: Predicted vs. observed statistics (Spearman’s rank hypothesis ($\rho$)) for each province using the models developed within the training data (see Table 4.5)

<table>
<thead>
<tr>
<th>Province</th>
<th>$\rho$</th>
<th>$p$</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPLR Boreal Polar Province</td>
<td>0.40</td>
<td>0.75</td>
<td>4</td>
</tr>
<tr>
<td>ARCT Atlantic Arctic Province</td>
<td>0.99</td>
<td>0.08</td>
<td>4</td>
</tr>
<tr>
<td>SARC Atlantic Subarctic Province</td>
<td>0.80</td>
<td>0.33</td>
<td>4</td>
</tr>
<tr>
<td>BERS N. Pacific Epicontinental Province</td>
<td>0.99</td>
<td>0.08</td>
<td>4</td>
</tr>
<tr>
<td>ANTA Antarctic Province</td>
<td>0.99</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>APLR Austral Polar Province</td>
<td>0.99</td>
<td>0.08</td>
<td>4</td>
</tr>
<tr>
<td>NADR N. Atlantic Drift Province</td>
<td>0.79</td>
<td>0.05</td>
<td>7</td>
</tr>
<tr>
<td>NAST(W) N. Atlantic Subtropical Gyral Province (West)</td>
<td>0.99</td>
<td>0.02</td>
<td>5</td>
</tr>
<tr>
<td>NAST(E) N. Atlantic Subtropical Gyral Province (East)</td>
<td>0.60</td>
<td>0.35</td>
<td>5</td>
</tr>
<tr>
<td>PSAG(E) Pacific Subarctic Gyres Province (East)</td>
<td>0.90</td>
<td>0.08</td>
<td>5</td>
</tr>
<tr>
<td>SPSG S. Pacific Subtropical Gyre Province</td>
<td>0.09</td>
<td>0.92</td>
<td>6</td>
</tr>
<tr>
<td>SANT Subantarctic Province</td>
<td>0.94</td>
<td>0.02</td>
<td>6</td>
</tr>
<tr>
<td>SATL South Atlantic Gyral Province</td>
<td>0.99</td>
<td>0.08</td>
<td>4</td>
</tr>
<tr>
<td>NPTG N. Pacific Tropical Gyre Province</td>
<td>0.80</td>
<td>0.33</td>
<td>4</td>
</tr>
<tr>
<td>PNEC N. Pacific Equatorial Countercurrent Province</td>
<td>0.80</td>
<td>0.13</td>
<td>5</td>
</tr>
<tr>
<td>PEQD Pacific Equatorial Divergence Province</td>
<td>0.32</td>
<td>0.5</td>
<td>7</td>
</tr>
<tr>
<td>NECS NE Atlantic Shelves Province</td>
<td>0.98</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>NWCS NW Atlantic Shelves Province</td>
<td>0.36</td>
<td>0.39</td>
<td>8</td>
</tr>
<tr>
<td>ALSK Alaska Downwelling Coastal Province</td>
<td>0.77</td>
<td>0.10</td>
<td>6</td>
</tr>
<tr>
<td>CCAL California Upwelling Coastal Province</td>
<td>0.50</td>
<td>0.45</td>
<td>5</td>
</tr>
</tbody>
</table>
In contrast to some other studies these strong correlations to monthly DMS are observed in data which are averaged using biologically relevant spatial units, the data is only averaged once and not grouped by the predictor variable, no high DMS data has been excluded and the models have been validated using data that has not been used to develop the model. These methods also explain DMS for the entire range of the DMS within the global database.

Anderson et al (2001) derive a global parameterisation for surface DMS concentration using a combination of concurrently sampled Chl a concentration (C) from the Kettle and Andreae (2000) climatology, a mean daily shortwave radiation climatology (J) and a nutrient limitation term based on a climatological nitrogen (Q) to produce a log$_{10}$(CJQ) index (see section 1.3.5: equations 1.3 and 1.4). This method reduced the number of data cases to 2622 which were then sequentially grouped by ascending log$_{10}$(CJQ) and then averaged to produce 114 data points. Using a broken stick linear least squares regression on these average points produced a positive correlation between high log$_{10}$(CJQ) and DMS was found (>2.3 nmol l$^{-1}$) but was unable to resolve low DMS concentrations (<2.3 nmol l$^{-1}$) applying a constant DMS concentration to these areas. Belviso et al. (2004) note that this is a significant weakness as it represents approximately half of the DMS data within Kettle and Andreae (2000) climatology from large regions of the global open ocean including the southern hemisphere high to mid latitudes and the subtropical gyres. It is difficult to compare the results from this chapter with Anderson et al. (2001) as they did not provide any comparable statistics regarding the broken stick regression. Anderson et al. (2001) do not validate their relationship within unseen data.

Simó and Dachs (2002) building on observations made by Simó and Pedrós-Alió (1999a) derive a global parameterisation based upon the ratio of climatological MLD ($1^\circ \times 1^\circ \times$ month resolution) and Chl a concurrent to the Kettle et al. (1999) global DMS database (see section 1.3.5: equations 1.5 and 1.6). After filtering for extreme values (removing data pairs with DMS > 100 nmol l$^{-1}$ and/or Chl > 15 mg m$^{-3}$) this reduced the number of data cases to 2385. The data was then further binned into 43 groups according to cruise origin or groups based on latitude bands ($\sim 10^\circ$) or changes in MLD ($\sim 20$ m), and then averaged (Simó and Dachs 2002). This resulted in a double algorithm (lower limit for the regression set at 1.5 nmol l-1) where low
Chl/MLD ratio (< 0.02) are represented by a non-linear relationship with MLD alone (~80% of the cases) and data with a Chl/MLD ratio >0.02 a linear regression of DMS against Chl/MLD.

Care must also be taken not to over average the data. Vallina and Simó (2007) investigated the relationship between mixed layer irradiance (solar radiation dose: SRD) and global surface DMS (see section 1.3.5: equation 1.7). DMS from the Kettle et al (1999) global database was averaged into monthly 10° latitude by 20° longitude bins (n=545). These bin averages were then grouped by 15 Wm⁻² intervals of SRD and again averaged together (n=14). The highest 5% of the bin means were excluded (upper limit ~10 nmol l⁻¹). Linear regression was then conducted using the 14 data points. Although a strong relationship was found after grouping monthly 10°x20° box means ($r^2=0.95$, n=14), prior to grouping they observed a correlation of $\rho = 0.47$ ($p << 0.01$, n = 545).

Derivienko et al. (2009) re-analysed the global SRD-DMS relationship. They found a weak correlation between DMS and SRD when averaging the data using a 2.5° x 2.5° grid ($r^2 = 0.14$) and a similarly weak correlation when averaging using the 10° x 20° grid used by Vallina and Simó (2007). Only after binning the averaged data by intervals of SRD (following Vallina and Simó (2007)) did the strong correlation exist ($r^2 = 0.94$). Derivienko et al. (2009) conclude the strong positive relationship observed at the global level is an artefact of the binning procedure. Derivienko et al. (2009) also find a similar pattern in the correlation relationships between DMS and MLD alone (although DMS is inversely related to MLD). Within the analysis in this chapter, the data is averaged only once and is not grouped by a predictor variable. In addition Vallina and Simó (2007) do not validate their relationship using unseen data although it is not intended to be a predictive algorithm. In our analysis no DMS data are excluded based upon extreme values in either the DMS data or the predictor variables.

The correlation between SRD and DMS observed prior to grouping by intervals of SRD by Vallina and Simó (2007) ($\rho = 0.47$) is significantly weaker than the correlations observed between the predicted and observed DMS in this chapter using similar levels of averaging (e.g. the single algorithm developed from province
monthly data in section 4.3.2 ($\rho = 0.70$) and the composite method outlined in this section ($\rho = 0.93$)). Indeed even in conjunction with the high resolution data the correction is comparable ($\rho = 0.48$), and higher using the composite approach with the high resolution data ($\rho = 0.64$). This suggests that this combination of primary production and underwater irradiance offers a significant improvement in the prediction of global surface DMS concentrations.

4.3.3.3 High resolution data composite approach

Within the high resolution DMS data there must be $n \geq 30$ data points from a single province to derive a MLR model for that province, and $n \geq 30$ data points in the same province within the validation data to test the model. This resulted in the development and validation of MLR models for 45 out of 55 or ~80% of provinces (only 45 out of 57 provinces contain $n \geq 30$ data points in both the data subsets). This includes all 6 provinces from the Polar domain, 14 out of 16 from the Westerlies domain, 11 out of 12 provinces from the Trades domain and 14 out of 23 from the Coastal domain. Most provinces for which there is insufficient data come from the coastal domain. Those open ocean provinces, for which there is data, represent 31 out of 33 or ~94% of all the open ocean provinces defined by Longhurst (1995).

The correlation between composite predicted and observed DMS within the validation subset for the high resolution data using a combination of 45 MLR models is strong and significant ($\rho = 0.64$, $p = 0$, $n = 16219$) (see Figure 4.12). This is stronger than the correlation between predicted and observed DMS obtained when using a single MLR model trained using all of the high resolution data within the training subset ($\rho = 0.48$, $r = 0.49$, $p <0.01$, $n = 12179$) (section 4.3.1.2). This composite method also provides strong and significant correlations within the four biogeochemical domains (Polar domain: high resolution ($\rho = 0.66$, $p = 0$, $n = 2323$), Westerlies domain: high resolution ($\rho = 0.59$, $p = 0$, $n = 5884$), Trades domain: high resolution ($\rho = 0.64$, $p = 0$, $n = 3382$) and the Coastal domain: high resolution ($\rho = 0.64$, $p = 0$, $n = 4636$). However there are no clear trends within the relative magnitude of the predictor variables within the separate MLR models developed for each province (see Table A0.2 and Table A0.3 in the appendix). This highlights the
problem of seeking correlation relationships within the high resolution data subject to high natural and sampling/methodologically imposed variability.

The improvement of the high resolution composite approach over the single model mirrors the increase in predictive power between the monthly single MLR and composite approach. This highlights the value of deriving separate models to account for differences in the relationships between DMS and primary production and irradiance in different provinces.

4.4 Summary
A climatological, satellite retrieved primary production rate in combination with a climatological underwater irradiance term explains a significant fraction of the variance in province monthly averaged DMS data using a province-by-province composite method. The provinces that are included in this analysis cover ~66% of the global ocean representing all 4 biogeochemical domains and spanning a large range of trophic regimes, latitudes and seasons. This has been achieved by utilising biologically relevant spatial units. The amount of variance explained improves upon the variance explained by other global relationships using similar levels of data averaging. This method outperforms the single MLR model derived in section 4.3.2 from province monthly average values suggesting that the relative importance of primary production and underwater irradiance in determining ambient DMS concentrations in the surface ocean changes between different trophic regions or biogeochemical domains. A comparison of the relative magnitude of the coefficients between the province MLR models from different trophic regimes suggests that primary production (a biological indicator) is dominant in the eutrophic regions found at the high latitudes and coastal regions whilst underwater irradiance may be dominant in oligotrophic regions. This broadly supports the proposal by Toole et al. (2004) that a production forced regime and a stress forced regime may be in operation at the global scale. The differences in the MLR models between the provinces may also be partly attributable to the observed differences in the ratio of C:DMS(P) (Stefels et al 2007) between algal species as the species assemblages change between provinces.
The analysis of the higher resolution data did not yield such strong correlations but given the complex and dynamic nature of the DMS marine ecosystem and the potential error within the DMS database this is not unexpected. If surface DMS was simply and strongly coupled to algal biomass in all regions of the ocean, detectable above the noise of natural variability, then many of the questions that still persist regarding the global scale controls on seawater DMS concentration would be closer to a resolution. Despite these issues it has been possible to identify two potential large scale ecosystem controls, the rate of primary production and underwater irradiance, that are detectable from space that interact to modulate average DMS concentrations on regional to global spatial scales over monthly-seasonal timescales.
Chapter 5: Conclusions
This concluding chapter draws together the findings of the preceding chapters before discussing how future work should progress.

5.1 Summary

Chapter 2 tested the strong positive relationship observed between surface DMS and the SRD at (i) the monthly global scale and (ii) using monthly averaged time series data (Vallina and Simó 2007) using high resolution, daily, concurrently sampled in situ data from the AMT programme. A significant correlation was observed between DMS and SRD using in situ data for all of the components of the SRD calculation (SRD_{insitu}) but the SRD calculated using climatological data (SRD_{clim}) yielded higher correlations. It may be that the in situ data is subject to too much natural variance and noise.

Chapter 2 demonstrated that the slope and strength of the correlation relationship between SRD and DMS was found to be different between data from different sites: the AMT programme (Chapter 2), monthly time series data from Hydrostation-S in the Sargasso Sea (Vallina and Simó 2007) and Blanes Bay (coastal Northwest Mediterranean) (Vallina and Simó 2007), data from the Northeast Atlantic (Belviso and Caniaux 2009), and at the global level using monthly averaged data (Vallina and Simó 2007). This was probably partly due to the different formulations and data used to derive the SRD equation and the different spatial and temporal resolution of the data. It could also indicate that the processes determining DMS concentrations are different between sites and operate at different spatial and temporal scales. It is quite likely that the contribution of the biological factors is introducing variability in slopes. The SRD or MLD based approach may require additional variables that directly parameterise the biology of the DMS ecosystem.

Using satellite-retrieved, cloud-adjusted surface UVA irradiance to calculate a UV radiation dose (UVRD) with a climatological MLD provides a correlation to DMS that is equivalent to SRD_{clim}. Although adjusting for cloud and irradiance wavelength is theoretically more satisfactory it does not improve the correlation to the AMT DMS data. This may be because the natural variability in the system at this daily
resolution is larger than the variability introduced by cloud and/or the spectral differences between total irradiance and UVA (380nm).

The incident surface radiation and the depth of the mixed layer are related and it is difficult to disentangle a role for irradiance beyond MLD within the SRD framework. As noted by Simó and Pedrós-Alió (1999), the MLD offers a useful shorthand to prediction without fully resolving the biological processes involved. Within the AMT data, MLD appears to be the dominant variable in terms of a correlation to DMS concentrations. Derevianko et al. (2009) re-examined the global relationship reported by Vallina and Simó (2007) and suggest that dilution via changes in MLD is the dominant term within the SRD formulation. They also suggest that the strong correlation may result from the averaging procedure (see chapter 4, section 4.3.3.2 for a detailed discussion).

The SRD explanatory framework does not include a direct measure of the biology. The incorporation of a biological indicator would be advantageous. Future environmental changes may affect the biology of the DMSP-DMS web without influencing MLD or irradiance (e.g. ocean acidification, increased deposition of nutrients or toxic metals). Phytoplankton species composition changes may also result from such impacts, which will either favour or inhibit DMS(P)-producing phytoplankton.

Chapter 3 identified that within a broad ranging and large dataset the rate of primary production in combination with the calculated underwater irradiance level accounted for maximal variance in DMS concentrations. These correlations are observed in data collected from discrete depths within the euphotic zone, from near-surface waters and within depth profile integrated data that spans multiple biogeochemical domains, latitudes and trophic conditions. Significant correlations are also observed within biogeochemical domains which display similar biogeochemical properties. The in situ dataset utilised in chapter 3 was too small to allow meaningful analysis of data at the smaller biogeochemical province level.

Whilst previous studies have been unable to identify a strong link between ambient DMS concentrations and indicators of the biological community (e.g. chlorophyll) at
larger spatial scales, the results of chapter 3 indicate that a link between the productivity of the ecosystem and the concentration of DMS may exist. Chapter 3 also identifies that additional variance that is statistically independent from the rate of primary production is explained by the amount of underwater irradiance. This suggests that DMS concentrations are at least partly moderated by processes that are directly influenced by solar radiation. These processes may include the upregulation of the production of DMSPp as part of an antioxidant or overflow mechanism (Stefels 2000; Sunda et al. 2002), the suppression of bacterial sulphur demand by UV radiation which in turn may switch the route by which DMSPd is catabolised to a pathway that yields DMS (Kiene et al. 2000), the suppression of the bacterial metabolism of DMS by high irradiances (Simó 2004) and the photochemical oxidation of DMS (Brimblecombe and Shooter 1986; Hatton 2002).

Chapter 4 sought to investigate if the rate of primary production and underwater irradiance could explain global surface DMS concentrations using the global surface DMS database. Climatological data were used as predictor variables. Utilising a novel, province-by-province composite approach, a combination of a climatological primary production rate and a climatological underwater irradiance explained a significant proportion of the variance in province monthly DMS concentrations. The provinces included within this approach covered approximately two-thirds of the global ocean and included data from a range of biogeochemical domains, trophic states, latitudes and seasons. In addition this chapter reports that a single MLR model, derived using province monthly averages, also explains significant variance in global DMS.

The analysis of the higher resolution data did not yield such strong correlations. Given the complexities and inherent natural variability of the DMS marine ecosystem and the inherent variability within the DMS database this is not unexpected. The inherent variability within the DMS database will come from sampling errors due to instrument calibration and different techniques (e.g. gas chromatography vs. mass spectrometry (Bell et al. 2011) and sampling strategies (e.g. bloom focused vs. transects). Other sources of error include the under sampling of some regions over certain parts of the seasonal cycle such as high latitude winter
and interannual variability within regions. Due the variability in the data, DMS may need to be smoothed to distil the signal from the noise.

The amount of variance in DMS explained by the composite method and single province monthly MLR model demonstrated a significant improvement relative to the analysis of the high resolution data. These approaches also offered an improvement upon other global relationships when utilising similar levels of data averaging (e.g. SRD). This suggests that this combination of variables offers a significant improvement in the prediction of global surface DMS concentrations.

The results suggested that the relative importance of primary production and underwater irradiance in determining ambient DMS concentrations in the surface ocean changes between different trophic regions/biogeochemical domains. A potential driver of these differences could be algal and bacterial speciation. Primary production (a biological indicator) was dominant in the eutrophic regions found at the high latitudes and coastal regions whilst underwater irradiance was dominant in oligotrophic regions. This broadly supports the proposal by Toole and Siegel (2004) that two regimes (a production forced regime and a stress forced regime) may be in operation at the global scale.

The results broadly support the proposal that microbial communities exposed to higher mixed layer average irradiances may yield higher net surface DMS concentrations (Simó and Pedrós-Alió 1999a; Toole et al. 2003; Toole and Siegel 2004; Toole et al. 2006; Vallina and Simó 2007). However, these results suggest that it is important to couple a biological indicator (primary production) with physical forcings such as irradiance or MLD.

It has been possible to identify two potential large scale ecosystem controls that are detectable from space that interact to modulate average DMS concentrations on regional to global spatial scales over monthly-seasonal timescales.
5.2 Future work

The SRD offers a compelling explanation of temporal DMS dynamics in oligotrophic regions and has been invoked to explain the decoupling of biomass from peak DMS concentrations in these regions (the summer paradox). Formulations of the SRD have also been able to explain significant variance in DMS from the AMT programme in Chapter 2 (which has an oligotrophic focus). However, recently planktonic succession from low to high DMSP producers has also been invoked to explain the summer paradox (Polimene et al. 2012). Doubt has been cast over the strength of the SRD-DMS relationship at the global scale (Derevianko et al. 2009). To further evaluate the SRD-DMS relationship more data from higher latitudes and different trophic regimes is required.

High resolution (hourly) time series data on DMS, MLD and wavelength specific incident irradiance and its attenuation would improve understanding of the effect of mixed layer irradiance on DMS dynamics although at present this type of data series has not been measured. This would allow the effect of the environmental history prior to the DMS sample to be evaluated. It may be that an integral of the SRD/UVRD received 1, 2 or 3 hours prior to the sample explains more variance in DMS concentrations. In addition, data on the mixing rate would be interesting. It may be possible to estimate how often an average phytoplankton cell is mixed in and out of a “stress zone” defined as the depth to which different spectral bands of irradiance penetrate (e.g. UVB, UVA) The UV model developed by Smyth (2011) could be used to establish surface UV irradiance. Archer et al. (2010) demonstrated that higher rates of DMSP synthesis occurred when low light acclimated cells were exposed to acute doses (1 hour) of PAR+UV irradiance. The relationship between MLD, the mixing rate and the depth to which stress-inducing levels of UV are able to penetrate could be informative. This may also be investigated using a simple 1D ecosystem model. In addition, concurrent data on bacterial and algal production rates and photolysis rates would be useful to test some of the suppositions of the SRD theory.

Chapter 4 identified that primary production and underwater irradiance can explain significant variance in global DMS. As within the SRD methodology, it would be
interesting to try using cloud adjusted, wavelength specific irradiances (e.g. UVA, UVB, PAR). The model of UV model of Smyth (2011) could be utilised for this. A more sophisticated, wavelength specific light attenuation parameterisation involving *in situ* or satellite retrievals of CDOM may also improve the results.

The averaging procedure in chapter 4 may mask the differences in the spectral composition of the irradiance. It may be necessary to increase the resolution of the data studied to resolve this issue rather than decrease it (i.e. lab studies) to get to the process related detail.

Chapter 4 utilised a chlorophyll based production model (VGPM) to generate the climatological primary production data. The standard VGPM model was selected for this analysis as it is well established, widely used, has been successfully and extensively sea truthed and is well supported by the Oregon State University. It would be interesting to compare other production models including more complex, carbon based models (e.g. Behrenfeld et al. 2005; Carr et al. 2006). A variant of the VGPM is available based on an alternative temperature dependent photosynthetic efficiency relationship observed by Eppley (1972), the Eppley-VGPM. Also available are more complex models such as the carbon based production model (CbPM) which uses satellite-derived carbon to Chl-a ratio to predict phytoplankton growth rate (Behrenfeld et al. 2005). However, Kahru et al. (2009) investigated how well 5 different production models replicated a large *in situ* data set (n = 1862) sampled between 1984 – 2007 representing a range of net primary production rates sampled from oligotrophic to coastal waters and found that an adjusted version of the VGPM model was the best fit to the data.

The MLR models in chapter 4 struggle to predict high DMS values (> average DMS value), potentially because the predictor variables are smoothed, climatological values (although ~80.5% of the data falls below the average value). An improvement in the correlations and predictive ability of the MLR models may result from using the nearest SeaWiFS chlorophyll datum in space and time to each DMS sample to calculate the VGPM *surf* primary production data and the attenuation coefficient for the surface irradiance (rather than use a 10 year climatology).
Chapter 4 used the biogeochemical provinces defined by Longhurst (1995) as biologically relevant spatial units to average the data. A problem with the delineation of the oceans using static boundaries, as acknowledged by Longhurst (1995), is that ocean circulation and so water mass location changes in space and time, over a seasonal cycle, in response to inter-annual variability (e.g. ENSO) and due to extreme atmospheric events (Platt and Sathyendranath 1993). Recently, dynamic methods of defining biogeochemical provinces have been developed (e.g. Devred et al. 2007; Vichi et al. 2011) that use remotely sensed data to delineate the ocean. Using this method may improve the correlations obtained in chapter 4.

Some of the differences observed between the coefficients within the MLR models developed on a province-by-province basis may be attributable to differences in the ratio of C:DMSP between algal species (Stefels et al 2007). It may be possible to further explore these ideas by determining phytoplankton size classes (PSC’s) or phytoplankton functional types (PFT’s) using remotely sensed chlorophyll (e.g. Masotti et al. 2010; Hirata et al. 2011) or remotely sensing size fractionated primary production rates (e.g. Brewin et al. 2010).

PFTs and PSCs are conceptual groupings of phytoplankton species, based upon a shared ecological functionality, for example calcifiers (e.g. coccolithophores) and silicifiers (e.g., diatoms), or other characteristics, such as cell size (pico, nano and micro-phytoplankton). PFTs and PFCs can be derived from ocean-colour remote sensing via direct effects (phytoplankton community composition determines the absorption and backscattering of incident irradiance, affecting the reflectance spectra) and indirect effects (the composition of the particles and dissolved substances that accompany the phytoplankton community influences the reflectance spectra). These relationships between water leaving irradiance spectra and dominant PFTS/PSCs must be well established (sea truthed) using empirical data before they can be used to aid DMS research (Alvain et al. 2005; Ciotti and Bricaud 2006; Devred et al. 2006; Hirata et al. 2011; Uitz et al. 2008).

Brewin et al. (2010) developed a size fractionated primary production model by integrating a community model (Sathyendranath et al. 2001) used to estimate
respective phytoplankton size classes (PSC’s) in this case, microplankton >20 µm and combined nano- and picoplankton <20 µm, into a primary production model. Regions with similar PFTs, PSCs or size fractionated production rates could be analysed to improve the composite approach. Ultimately this may help to derive a more powerful single MLR model for global surface DMS concentrations. A first step may be to calculate non-diatom production rates as diatoms are known to be low producers of DMS(P) (Stefels et al 2007).

It may also be that other variables are important for capturing additional variance in DMS concentrations. Simó and Pedrós-Alió (1999), Simó & Dachs (2002) and Vallina and Simó (2007) found that the depth of the mixed layer was important in explain surface DMS concentrations although this is disputed by Derevianko et al. (2009). Anderson et al. (2001) found that a function of chlorophyll, irradiance and a nitrate limitation term accounted for high DMS concentrations but could not explain areas of low DMS concentrations. Phosphate limitation may be important within DMS dynamics in oligotrophic regions (Belviso et al. 2011) and iron limitation may be important in modulating DMS, especially in high nutrient low chlorophyll (HNLC) regions such as the Southern Ocean (Turner et al. 2004).

Over the last century, Boyce et al. (2010) report a global decline in phytoplankton production of ~1% yr⁻¹ and future global productivity may decline further as low latitude, stratified, low production zones expand (Polovina et al. 2008). The increased deposition of nutrient (N, P, Fe) may increase regional primary production rates. This may be especially relevant within the iron limited HNLC waters of the southern ocean (Jickells et al. 2005; Turner et al. 2004) while increased deposition of some toxic metals (e.g. lead) may have the opposite impact (Paytan et al. 2009). An assessment of how these changes might affect DMS concentrations in the context of the findings of chapter 3 and 4 would be warranted.

Finally, the use of a simple 1D ecosystem model (e.g. DMOS; Vallina et al. (2008), PhEcoM-DMS; Jodwalis et al.(2000), CMOC2-DMS; Monahan and Denman (2004)) in conjunction with a DMS time series such as the BATS data to test the sensitivity of DMS concentrations to different forcings (e.g. irradiance, algal production and bacterial processes) in different provinces or regions could be used to
evaluate the findings of this thesis. However, what is needed for modelling DMS dynamics is additional time series data, especially from eutrophic and high latitude regions. The Southern Ocean would be an ideal location for a DMS time series or a location close to the Cape Grim baseline air pollution research station (http://www.csiro.au/en/Organisation-Structure/Divisions/Marine--Atmospheric-Research/Cape-Grim.aspx) where a long term record of meteorological variables and atmospheric trace gasses exists, including DMS and some of its oxidation products. Ideally these time series should be high resolution (daily samples) and include concurrent measurements of biotic and abiotic factors such as irradiance, mixed layer depth, wind speed, algal and bacterial production, chlorophyll and CDOM. Finally, a more complex 3D model (e.g. Archer et al. 2004; Bopp et al. 2008; Buitenhuis et al. 2006; Elliott 2009; Le Clainche et al. 2004; Six and Maier-Reimer 2006; Vogt et al. 2010) could be used to evaluate the findings at a larger global scale.
Appendix

*Table A.0.1* List of provinces included in the training data subset/model development in section 4.3

<table>
<thead>
<tr>
<th>Province Code</th>
<th>Full Province Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BPLR Boreal Polar Province</td>
</tr>
<tr>
<td>2</td>
<td>ARCT Atlantic Arctic Province</td>
</tr>
<tr>
<td>3</td>
<td>SARC Atlantic Subarctic Province</td>
</tr>
<tr>
<td>4</td>
<td>NADR N. Atlantic Drift Province</td>
</tr>
<tr>
<td>5</td>
<td>GFST Gulf Stream Province</td>
</tr>
<tr>
<td>6</td>
<td>NAST(W) N. Atlantic Subtropical Gyral Province (West)</td>
</tr>
<tr>
<td>7</td>
<td>NATR N. Atlantic Tropical Gyral Province</td>
</tr>
<tr>
<td>8</td>
<td>WTRA Western Tropical Atlantic Province</td>
</tr>
<tr>
<td>9</td>
<td>ETRA Eastern Tropical Atlantic Province</td>
</tr>
<tr>
<td>10</td>
<td>SATL South Atlantic Gyral Province</td>
</tr>
<tr>
<td>11</td>
<td>NECS NE Atlantic Shelves Province</td>
</tr>
<tr>
<td>12</td>
<td>CNRY Canary Coastal Province</td>
</tr>
<tr>
<td>13</td>
<td>NWCS NW Atlantic Shelves Province</td>
</tr>
<tr>
<td>14</td>
<td>MEDI Mediterranean Sea, Black Sea Province</td>
</tr>
<tr>
<td>15</td>
<td>CARB Caribbean Province</td>
</tr>
<tr>
<td>16</td>
<td>NAST(E) N. Atlantic Subtropical Gyral Province (East)</td>
</tr>
<tr>
<td>17</td>
<td>BRAZ Brazil Current Coastal Province</td>
</tr>
<tr>
<td>18</td>
<td>FKLD SW Atlantic Shelves Province</td>
</tr>
<tr>
<td>19</td>
<td>BENG Benguela Current Coastal Province</td>
</tr>
<tr>
<td>20</td>
<td>MONS Indian Monsoon Gyres Province</td>
</tr>
<tr>
<td>21</td>
<td>ISSG Indian S. Subtropical Gyre Province</td>
</tr>
<tr>
<td>22</td>
<td>EAFR E. Africa Coastal Province</td>
</tr>
<tr>
<td>23</td>
<td>ARAB NW Arabian Upwelling Province</td>
</tr>
<tr>
<td>24</td>
<td>INDE E. India Coastal Province</td>
</tr>
<tr>
<td>25</td>
<td>BERS N. Pacific Epicontinental Province</td>
</tr>
<tr>
<td>26</td>
<td>PSAG(E) Pacific Subarctic Gyres Province (East)</td>
</tr>
<tr>
<td>27</td>
<td>KURO Kuroshio Current Province</td>
</tr>
<tr>
<td>28</td>
<td>NPPF N. Pacific Polar Front Province</td>
</tr>
<tr>
<td>29</td>
<td>NPST(E) N. Pacific Subtropical Gyre Province (East)</td>
</tr>
<tr>
<td>30</td>
<td>TASM Tasman Sea Province</td>
</tr>
<tr>
<td>31</td>
<td>SPSG S. Pacific Subtropical Gyre Province</td>
</tr>
<tr>
<td>32</td>
<td>NPTG N. Pacific Tropical Gyre Province</td>
</tr>
<tr>
<td>33</td>
<td>PNEC N. Pacific Equatorial Countercurrent Province</td>
</tr>
<tr>
<td>34</td>
<td>PEQD Pacific Equatorial Divergence Province</td>
</tr>
<tr>
<td>35</td>
<td>WARM W. Pacific Warm Pool Province</td>
</tr>
<tr>
<td>36</td>
<td>ALSK Alaska Downwelling Coastal Province</td>
</tr>
<tr>
<td>37</td>
<td>CCAL California Upwelling Coastal Province</td>
</tr>
<tr>
<td>38</td>
<td>CAMR Central American Coastal Province</td>
</tr>
<tr>
<td>39</td>
<td>CHIL Chile-Peru Current Coastal Province</td>
</tr>
<tr>
<td>40</td>
<td>CHIN China Sea Coastal Province</td>
</tr>
<tr>
<td>41</td>
<td>SSTC S. Subtropical Convergence Province</td>
</tr>
<tr>
<td>42</td>
<td>SANT Subantarctic Province</td>
</tr>
<tr>
<td>43</td>
<td>ANTA Antarctic Province</td>
</tr>
<tr>
<td>44</td>
<td>APLR Austral Polar Province</td>
</tr>
</tbody>
</table>
Table A0.2: Statistics related to MLR model development within the training subset for each province using high resolution data (multiple correlation coefficient \(R\) and \(R^2\), the \(p\) value and the number of province monthly averages used to derive the model (\(n\)). The coefficients of the model in the form \(DMS = b_1 + b_2(VGPM) + b_3(I_{sat})\) are shown.

<table>
<thead>
<tr>
<th>Province</th>
<th>(R)</th>
<th>(R^2)</th>
<th>(\rho)</th>
<th>(p)</th>
<th>(n)</th>
<th>(b_1)</th>
<th>(b_2)</th>
<th>(b_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPLR Boreal Polar Province</td>
<td>0.10</td>
<td>0.01</td>
<td>0.23</td>
<td>0</td>
<td>204</td>
<td>-0.035</td>
<td>-0.142</td>
<td>0.193</td>
</tr>
<tr>
<td>ARCT Atlantic Arctic Province</td>
<td>0.83</td>
<td>0.69</td>
<td>0.82</td>
<td>0</td>
<td>446</td>
<td>-2.541</td>
<td>0.951</td>
<td>0.914</td>
</tr>
<tr>
<td>SARC Atlantic Subarctic Province</td>
<td>0.72</td>
<td>0.52</td>
<td>0.7</td>
<td>0</td>
<td>629</td>
<td>-1.859</td>
<td>0.834</td>
<td>0.706</td>
</tr>
<tr>
<td>NADR N. Atlantic Drift Province</td>
<td>0.62</td>
<td>0.39</td>
<td>0.62</td>
<td>0</td>
<td>619</td>
<td>-1.689</td>
<td>0.936</td>
<td>0.436</td>
</tr>
<tr>
<td>GEFT Gulf Stream Province</td>
<td>0.42</td>
<td>0.18</td>
<td>0.48</td>
<td>0</td>
<td>115</td>
<td>-2.138</td>
<td>0.036</td>
<td>0.997</td>
</tr>
<tr>
<td>NAST(W) N. Atlantic Subtropical Gyral (West) P.</td>
<td>0.60</td>
<td>0.36</td>
<td>0.61</td>
<td>0</td>
<td>605</td>
<td>-0.263</td>
<td>-0.713</td>
<td>0.419</td>
</tr>
<tr>
<td>NATR N. Atlantic Tropical Gyral P.</td>
<td>0.09</td>
<td>0.01</td>
<td>0.14</td>
<td>0.04</td>
<td>196</td>
<td>-0.047</td>
<td>-0.062</td>
<td>0.080</td>
</tr>
<tr>
<td>WTRA Western Tropical Atlantic P.</td>
<td>0.47</td>
<td>0.22</td>
<td>0.45</td>
<td>0</td>
<td>211</td>
<td>-1.400</td>
<td>0.833</td>
<td>0.427</td>
</tr>
<tr>
<td>ETRA Eastern Tropical Atlantic P.</td>
<td>0.74</td>
<td>0.54</td>
<td>0.8</td>
<td>0</td>
<td>65</td>
<td>4.925</td>
<td>0.443</td>
<td>-2.224</td>
</tr>
<tr>
<td>SATL South Atlantic Gyral Province</td>
<td>0.43</td>
<td>0.19</td>
<td>0.6</td>
<td>0</td>
<td>602</td>
<td>-4.616</td>
<td>0.244</td>
<td>2.119</td>
</tr>
<tr>
<td>NECS NE Atlantic Shelves Province</td>
<td>0.56</td>
<td>0.32</td>
<td>0.5</td>
<td>0</td>
<td>780</td>
<td>-4.609</td>
<td>0.216</td>
<td>2.074</td>
</tr>
<tr>
<td>CNRY Canary Coastal Province</td>
<td>0.57</td>
<td>0.32</td>
<td>0.59</td>
<td>0</td>
<td>365</td>
<td>-2.286</td>
<td>0.597</td>
<td>0.867</td>
</tr>
<tr>
<td>NWCS NW Atlantic Shelves Province</td>
<td>0.21</td>
<td>0.04</td>
<td>0.15</td>
<td>0</td>
<td>1300</td>
<td>-1.246</td>
<td>0.152</td>
<td>0.622</td>
</tr>
<tr>
<td>MEDI Mediterranean Sea, Black Sea P</td>
<td>0.20</td>
<td>0.04</td>
<td>0.34</td>
<td>0</td>
<td>285</td>
<td>0.317</td>
<td>-0.206</td>
<td>0.114</td>
</tr>
<tr>
<td>CARB Caribbean Province</td>
<td>0.37</td>
<td>0.14</td>
<td>0.26</td>
<td>0</td>
<td>302</td>
<td>-1.131</td>
<td>0.240</td>
<td>0.526</td>
</tr>
<tr>
<td>NAST(E) N. Atlantic Subtropical Gyral (East)</td>
<td>0.45</td>
<td>0.20</td>
<td>0.4</td>
<td>0</td>
<td>508</td>
<td>-1.505</td>
<td>0.142</td>
<td>0.701</td>
</tr>
<tr>
<td>FKLD SW Atlantic Shelves Province</td>
<td>0.53</td>
<td>0.28</td>
<td>0.52</td>
<td>0</td>
<td>71</td>
<td>-3.594</td>
<td>-0.103</td>
<td>1.721</td>
</tr>
<tr>
<td>BENG Benguela Current Coastal P.</td>
<td>0.49</td>
<td>0.24</td>
<td>0.59</td>
<td>0</td>
<td>93</td>
<td>7.172</td>
<td>-0.071</td>
<td>-2.938</td>
</tr>
<tr>
<td>MONS Indian Monsoon Gyres P.</td>
<td>0.47</td>
<td>0.22</td>
<td>0.45</td>
<td>0</td>
<td>159</td>
<td>4.561</td>
<td>0.240</td>
<td>-1.947</td>
</tr>
<tr>
<td>ISSG Indian S. Subtropical Gyre P.</td>
<td>0.50</td>
<td>0.25</td>
<td>0.49</td>
<td>0</td>
<td>212</td>
<td>-2.607</td>
<td>0.203</td>
<td>1.365</td>
</tr>
<tr>
<td>EAFR E. Africa Coastal Province</td>
<td>0.65</td>
<td>0.42</td>
<td>0.57</td>
<td>0</td>
<td>118</td>
<td>27.492</td>
<td>-0.322</td>
<td>-12.163</td>
</tr>
<tr>
<td>ARAB NW Arabian Upwelling P.</td>
<td>0.50</td>
<td>0.25</td>
<td>0.48</td>
<td>0.01</td>
<td>32</td>
<td>-5.524</td>
<td>-0.060</td>
<td>2.712</td>
</tr>
<tr>
<td>INDE E. India Coastal Province</td>
<td>0.45</td>
<td>0.20</td>
<td>0.44</td>
<td>0</td>
<td>56</td>
<td>2.106</td>
<td>0.513</td>
<td>-0.913</td>
</tr>
<tr>
<td>INDW W. India Coastal Province</td>
<td>0.60</td>
<td>0.35</td>
<td>0.65</td>
<td>0</td>
<td>54</td>
<td>5.928</td>
<td>0.729</td>
<td>-2.797</td>
</tr>
<tr>
<td>Province</td>
<td>Latitude</td>
<td>Longitude</td>
<td>Depth</td>
<td>Temperature</td>
<td>Salinity</td>
<td>Potential Temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------</td>
<td>-----------</td>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERS (E) N. Pacific Epicontinental Province</td>
<td>0.54</td>
<td>0.30</td>
<td>0.52</td>
<td>1450</td>
<td>1.53</td>
<td>-1.220</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSAG (E) Pacific Subarctic Gyres (East)</td>
<td>0.60</td>
<td>0.36</td>
<td>0.61</td>
<td>437</td>
<td>-0.967</td>
<td>0.885</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSAG (W) Pacific Subarctic Gyres (West)</td>
<td>0.54</td>
<td>0.29</td>
<td>0.67</td>
<td>36</td>
<td>-1.893</td>
<td>1.528</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KURO Kuroshio Current Province</td>
<td>0.52</td>
<td>0.27</td>
<td>0.57</td>
<td>631</td>
<td>-1.561</td>
<td>0.791</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPPF N. Pacific Polar Front Province</td>
<td>0.64</td>
<td>0.41</td>
<td>0.68</td>
<td>196</td>
<td>-2.138</td>
<td>0.472</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPPF (W) N. Pacific Subarctic Gyre (West)</td>
<td>0.19</td>
<td>0.03</td>
<td>0.08</td>
<td>197</td>
<td>-1.064</td>
<td>-0.151</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TASM Tasman Sea Province</td>
<td>0.63</td>
<td>0.39</td>
<td>0.64</td>
<td>62</td>
<td>-180.85</td>
<td>2.172</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPSG S. Pacific Subtropical Gyre P</td>
<td>0.47</td>
<td>0.22</td>
<td>0.28</td>
<td>2321</td>
<td>-4.167</td>
<td>0.337</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPTG N. Pacific Tropical Gyre Province</td>
<td>0.71</td>
<td>0.50</td>
<td>0.69</td>
<td>551</td>
<td>-3.613</td>
<td>0.577</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PNEC N. Pacific Equatorial Countercurrent P</td>
<td>0.50</td>
<td>0.25</td>
<td>0.42</td>
<td>673</td>
<td>0.151</td>
<td>0.672</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEQD Pacific Equatorial Divergence P</td>
<td>0.12</td>
<td>0.01</td>
<td>0.13</td>
<td>1534</td>
<td>0.451</td>
<td>-0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WARM W. Pacific Warm Pool Province</td>
<td>0.35</td>
<td>0.12</td>
<td>0.31</td>
<td>579</td>
<td>-8.950</td>
<td>0.202</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALSK Alaska Downwelling Coastal P</td>
<td>0.69</td>
<td>0.48</td>
<td>0.61</td>
<td>2518</td>
<td>-1.717</td>
<td>0.733</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCAL California Upwelling Coastal P</td>
<td>0.49</td>
<td>0.24</td>
<td>0.48</td>
<td>1165</td>
<td>-1.178</td>
<td>0.410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAMR Central American Coastal P</td>
<td>0.62</td>
<td>0.38</td>
<td>0.29</td>
<td>52</td>
<td>12.194</td>
<td>0.328</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHIL Chile-Peru Current Coastal P</td>
<td>0.19</td>
<td>0.04</td>
<td>0.22</td>
<td>343</td>
<td>0.986</td>
<td>0.373</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHIN China Sea Coastal Province</td>
<td>0.21</td>
<td>0.04</td>
<td>0.08</td>
<td>60</td>
<td>1.666</td>
<td>0.237</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSTC S. Subtropical Convergence P</td>
<td>0.56</td>
<td>0.31</td>
<td>0.52</td>
<td>467</td>
<td>-2.546</td>
<td>-0.191</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SANT Subantarctic Province</td>
<td>0.43</td>
<td>0.18</td>
<td>0.4</td>
<td>2484</td>
<td>-1.416</td>
<td>0.517</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANTA Antarctic Province</td>
<td>0.46</td>
<td>0.21</td>
<td>0.48</td>
<td>383</td>
<td>-0.199</td>
<td>0.629</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APLR Austral Polar Province</td>
<td>0.53</td>
<td>0.28</td>
<td>0.54</td>
<td>352</td>
<td>-0.295</td>
<td>0.741</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A0.3: Predicted vs. observed statistics (Spearman's rank hypothesis ($\rho$)) for high resolution data, for each province using the models developed within the training data

<table>
<thead>
<tr>
<th>Province</th>
<th>$\rho$</th>
<th>$p$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPLR  Boreal Polar Province</td>
<td>0.18</td>
<td>0.03</td>
<td>136</td>
</tr>
<tr>
<td>ARCT  Atlantic Arctic Province</td>
<td>0.81</td>
<td>0</td>
<td>322</td>
</tr>
<tr>
<td>SARC  Atlantic Subarctic Province</td>
<td>0.73</td>
<td>0</td>
<td>414</td>
</tr>
<tr>
<td>NADR  N. Atlantic Drift Province</td>
<td>0.56</td>
<td>0</td>
<td>400</td>
</tr>
<tr>
<td>GFST  Gulf Stream Province</td>
<td>0.34</td>
<td>0</td>
<td>83</td>
</tr>
<tr>
<td>NAST(W)  N. Atlantic Subtropical Gyral (West) P.</td>
<td>0.64</td>
<td>0</td>
<td>371</td>
</tr>
<tr>
<td>NATR  N. Atlantic Tropical Gyral P.</td>
<td>0.06</td>
<td>0.51</td>
<td>140</td>
</tr>
<tr>
<td>WTRA  Western Tropical Atlantic P.</td>
<td>0.56</td>
<td>0</td>
<td>134</td>
</tr>
<tr>
<td>ETRA  Eastern Tropical Atlantic P.</td>
<td>0.76</td>
<td>0</td>
<td>47</td>
</tr>
<tr>
<td>SATL  South Atlantic Gyral Province</td>
<td>0.65</td>
<td>0</td>
<td>375</td>
</tr>
<tr>
<td>NECS  NE Atlantic Shelves Province</td>
<td>0.50</td>
<td>0</td>
<td>526</td>
</tr>
<tr>
<td>CNRY  Canary Coastal Province</td>
<td>0.64</td>
<td>0</td>
<td>270</td>
</tr>
<tr>
<td>NWCS  NW Atlantic Shelves Province</td>
<td>0.09</td>
<td>0.01</td>
<td>861</td>
</tr>
<tr>
<td>MEDI  Mediterranean Sea, Black Sea P</td>
<td>0.31</td>
<td>0</td>
<td>183</td>
</tr>
<tr>
<td>CARB  Caribbean Province</td>
<td>0.31</td>
<td>0</td>
<td>189</td>
</tr>
<tr>
<td>NAST(E)  N. Atlantic Subtropical Gyral (East)</td>
<td>0.45</td>
<td>0</td>
<td>372</td>
</tr>
<tr>
<td>FKLD  SW Atlantic Shelves Province</td>
<td>0.21</td>
<td>0.12</td>
<td>58</td>
</tr>
<tr>
<td>BENG  Benguela Current Coastal P.</td>
<td>0.31</td>
<td>0.01</td>
<td>63</td>
</tr>
<tr>
<td>MONS  Indian Monsoon Gyres P.</td>
<td>0.33</td>
<td>0</td>
<td>93</td>
</tr>
<tr>
<td>ISSG  Indian S. Subtropical Gyre P.</td>
<td>0.55</td>
<td>0</td>
<td>152</td>
</tr>
<tr>
<td>EAFR  E. Africa Coastal Province</td>
<td>0.55</td>
<td>0</td>
<td>74</td>
</tr>
<tr>
<td>ARAB  NW Arabian Upwelling P.</td>
<td>0.24</td>
<td>0.3</td>
<td>21</td>
</tr>
<tr>
<td>INDE  E. India Coastal Province</td>
<td>-0.12</td>
<td>0.52</td>
<td>32</td>
</tr>
<tr>
<td>INDW  W. India Coastal Province</td>
<td>0.28</td>
<td>0.09</td>
<td>39</td>
</tr>
<tr>
<td>BERS  N. Pacific Epicontinental P</td>
<td>0.47</td>
<td>0</td>
<td>954</td>
</tr>
<tr>
<td>PSAG(E) Pacific Subarctic Gyres (East)</td>
<td>0.61</td>
<td>0</td>
<td>248</td>
</tr>
<tr>
<td>PSAG(W) Pacific Subarctic Gyres (West)</td>
<td>0.34</td>
<td>0.15</td>
<td>19</td>
</tr>
<tr>
<td>KURO  Kuroshio Current Province</td>
<td>0.50</td>
<td>0</td>
<td>400</td>
</tr>
<tr>
<td>Code</td>
<td>Region Name</td>
<td>Values</td>
<td>Area</td>
</tr>
<tr>
<td>------</td>
<td>-------------------------------------------------</td>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>NPPF</td>
<td>N. Pacific Polar Front Province</td>
<td>0.69</td>
<td>0</td>
</tr>
<tr>
<td>NPST</td>
<td>N. Pacific Subtropical Gyre (West)</td>
<td>0.11</td>
<td>0.22</td>
</tr>
<tr>
<td>TASM</td>
<td>Tasman Sea Province</td>
<td>0.65</td>
<td>0</td>
</tr>
<tr>
<td>SPSG</td>
<td>S. Pacific Subtropical Gyre P.</td>
<td>0.31</td>
<td>0</td>
</tr>
<tr>
<td>NPTG</td>
<td>N. Pacific Tropical Gyre Province</td>
<td>0.63</td>
<td>0</td>
</tr>
<tr>
<td>PNEC</td>
<td>N. Pacific Equatorial Countercurrent P</td>
<td>0.41</td>
<td>0</td>
</tr>
<tr>
<td>PEQD</td>
<td>Pacific Equatorial Divergence P</td>
<td>0.14</td>
<td>0</td>
</tr>
<tr>
<td>WARM</td>
<td>W. Pacific Warm Pool Province</td>
<td>0.27</td>
<td>0</td>
</tr>
<tr>
<td>ALSK</td>
<td>Alaska Downwelling Coastal P.</td>
<td>0.59</td>
<td>0</td>
</tr>
<tr>
<td>CCAL</td>
<td>California Upwelling Coastal P.</td>
<td>0.52</td>
<td>0</td>
</tr>
<tr>
<td>CAMR</td>
<td>Central American Coastal P.</td>
<td>0.30</td>
<td>0.05</td>
</tr>
<tr>
<td>CHIL</td>
<td>Chile-Peru Current Coastal P.</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>CHIN</td>
<td>China Sea Coastal Province</td>
<td>0.44</td>
<td>0</td>
</tr>
<tr>
<td>SSTC</td>
<td>S. Subtropical Convergence P.</td>
<td>0.49</td>
<td>0</td>
</tr>
<tr>
<td>SANT</td>
<td>Subantarctic Province</td>
<td>0.40</td>
<td>0</td>
</tr>
<tr>
<td>ANTA</td>
<td>Antarctic Province</td>
<td>0.47</td>
<td>0</td>
</tr>
<tr>
<td>APLR</td>
<td>Austral Polar Province</td>
<td>0.64</td>
<td>0</td>
</tr>
</tbody>
</table>
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