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Abstract

This thesis presents novel developments in theryheb distinct matter-radiation
interactions, specifically resonance energy trangRET) and radiation-induced
fluorescence. These processes and all associateamsms are accommodated
within a fully quantized system, founded within @agtum electrodynamical (QED)
formulation. The opening investigation concerng tphotophysical relationship
between electronically excited molecules and tha#ighbours, succeeding in
demonstrating how such interactions differ fromugrd-state counterparts. A range
of processes are considered, including RET, allwdfich are dependent on
intermolecular interactions resulting from electriipole coupling. Additional
mechanisms including laser-assisted energy trareferalso assessed subject to
interaction with off-resonant light. A system isbsequently developed in which the
interplay of all such interactions is characterisatthile RET is typically described
through electric dipole (E1) coupling, exceptiongsein which the donor and/or
acceptor exhibit E1-forbidden transitions, perhéps result of inherent molecular
symmetry. An alternative transfer mechanism octlursugh higher-order multipole
transitions and the relative significance of sucliplings are assessed in systems
where such interactions may be prominent. Promgs® laser-based studies of
fluorescence, it is known that polarisation feasud the emission convey rich
information on structural details of a sample.isishown how polarisation-resolved
measurements can secure detailed information ondduygee of rotational order
within a system of chromophores oriented in thrémedsions. The theory is
extended, accommodating the signal produced byimesanl polarisations, induced by

one-, two- and three-photon absorptions. Resntigate that multiphoton imaging



can discriminate micro-domains within samples #dtibit orientational correlation.
Finally, a novel development in radiation-inducddofescence, namely “laser-
controlled fluorescence”, is explored, whereby ¢tharacter of emission is modified
by a laser-controlled, nonlinear input. The resslta decay rate that can be
controllably modified, the associated change affgdnew, chemically-specific

information and novel technological application &lhoptical switching.
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Chapter 1 — General Introduction: Quantum Electrodynamics

In a recent review addressing the current statehigh precision physics,
Karshenboimpoignantly and concisely summarised a brief hystof classical
mechanics and the inevitable development of quantuechanical theory with
regards to bound systerhsTo elaborate, early advances in the physicalrthed
bound systems are often associated with Kepler, sthdied the movement of
planetary bodies within our solar system, theogsthat such movement must
adhere to a form of mathematical harmony. Whilsthile to prove this by
observation, Kepler did successfully characterisevipusly unknown regularities
in planetary orbital motion and his findings, preteel as Kepler's Laws, became
fundamental in advancing the theory of gravitatiorechanics and subsequently

classical mechanics as a whole.

Comparisons can be drawn to developments made ahéttecular scale, centuries
later. Initially, the structure and properties aibms were investigated within a
model consistent with a heliocentric solar systéme, nucleus (as the sun) being
surrounded by electrons (planets) travelling irdi>orbits. Having failed to predict
and verify known properties of simple atomic systentilizing this classical

approach, scientists slowly began to establishvatheoretical framework, that of
guantum mechanics. Initially focussed on explanihe emission properties of
atomic hydrogen, quantum mechanics has seen mawglopenents since its

inception, from Bohr theory, to both relativistioaca non-relativistic quantum



mechanics and more recently quantum electrodynarf@sD)?> The latter

establishes the framework for the work that follp@&D having been recognised
as the single most successful quantum theory te, dasted to a higher degree of
precision than any other in modern physics. Netagcomplishments include the
successful theoretical determination of the fimactre constant, the magnitude of

the magnetic moment of the electron, and the Lanifh’®® The latter describes the

small energy difference between thg,, and *P,, energy levels, often associated

with the hydrogen atom, yet subsequently charasdrwithin helium as well as so

called super-heavy elemerts®

One of the hallmarks of QED, in contrast to bothssical and semi-classical
representations, is that it furnishes each moda ffily quantized radiation field
with a zero-point energy, consistent with quantiluatbiations in the corresponding
electric and magnetic fields. As a physical consege, these vacuum fields give
rise to electromagnetic field quanta that can ¢oute to the dynamical behavior of
a system. Cast in the framework of molecular QEi2, dispersion interaction
between electrically neutral molecules affords adgexample. Within the short-
range regimei.e. where molecules are separated by a distanceHassan optical
wavelength, the interaction potential is known &ywwith the inverse sixth power
of the intermolecular separatioR°. Whilst such a result can be delivered by
calculations performed on either a semi-classic&BD basis, only the latter form
correctly accommodates retardation effects. Asomsequence of field quanta

propagating at the finite speed of light, QED pecesithat the form of the interaction



potential exhibits a change to & dependence beyond short-range molecular
separations and the success of this interpretasiovindicated by experimental

measuremernt.

Further to the unrivalled accuracy and precisionQ&ED, the application of the
theory also proves to be highly flexible, greatcifitating the identification of
fundamental links between effects that are phylsichiferent, but share a common
form of mathematical development. One exampléeéssimilarity in the theoretical
constructs of Raman scattering and two-photon akisor®'>** Another case is
the formal link between fluorescence resonance ggnéransfer (FRET) and
sequential Raman scatteritfg.Exploiting all these advantages, a QED framework
is now constructed in which a variety of newly theed photophysical mechanisms

are explored and novel developments within estiadtigprocesses are investigated.

1.1 Development of a Fully Quantized System

For any QED analysis, discussion generally begiith whe complete system

Hamiltonian:
H :szol(E)-'-zHint(f)-'-Hrad' (11)
3 ¢

in which H_, (&), H.s and H,,(¢) correspond to fully quantized molecular,

rad

radiation and interaction Hamiltonians respectiveljoting the absence of any



term describing direct molecule-molecule interactiequation (1.1) specifically
represents the multipolar form of the system Hamidn in which all

intermolecular interactions are deemed to occuelgahrough the exchange of
photons:*>*  The general representation dfi, (&) is well known, the

Hamiltonian being expressible as the sum of allept&l and kinetic quantum

operators within the system:

o= X 2 S () +V () 12

2m

In the above expressiom labels each of the charged particles within mdescu
arbitrarily labeled £ and it is noted that the featured Schrodinger aipes
incorporate terms relating to both nuclei and etexs. As previously discussed,
the inclusion ofH_, in equation (1.1) is unique to a QED formulatian,opposed

to a classical or semi-classical interpretationhilg¥ first principle derivation of the

guantized radiation field is beyond the remit oistimtroduction, the methods

employed are discussed in detail in a number ofnprent publications:*>™*°

Proportional to the squares of both the quantizézttec displacement and

magnetic induction,H,,, is defined in terms of both the transverse electri

displacement fieldd”(r) and the magnetic inductiobr) as:

H . :%I{e‘o‘l(dm(r))z+£Ocz(b(r))2}d3r, (1.3)



where &, is the permittivity of free space. For brevityjs assumed that both the

guantized molecular and radiation terms in equatiioh) are either known or are
determinable, therefore it is the mutual interactoetween the molecular system

and quantized electromagnetic field, described Hwy interaction Hamiltonian,

H,. (&), that is of primary interest. ExplicitiyH,, () can be represented in the

following generalized form, cast using the convemtof summation over repeated

Cartesian (subscript) indices:

Hi (£)=-"> BV (6)0, .0, ¢ (R,), (1.4)
&

where E!) : (E) represents atl" order electric multipole operator coupled to the

transverse electric field operatad,’ (R, ) at position vectorR,. In principle it is
necessary to consider not only electric but alsgmaic multipole contributions,
however the latter are disregarded since magnetitributions are typically several

orders of magnitude smaller than their electriciegjants?®?* Whilst E!) (&)

acts on the system molecular statel§,(R5) correspondingly operates on the

system radiation states, being expressible indheviing vectorial form:




Above, ) (p) is the electric field unit vector with complex ¢ogate ) (p),

whilst a and a" respectively represent the photon annihilation aneation
operators that act upon the eigenstai¢p 1) of H,,. Specifically,a and a'
modify the number of photons each summed over all wave-vectops and

polarisationsA, that exist within an arbitrary quantization voleny through the

following expressions:

a|n) = n*|n-1), (1.6)

a'|n) =(n+1)y2| n+1) (1.7)

Subsequently since equation (1.4) is linear witpeet tod" (R{), each operation

of H,, (¢) acts to destroy or create a single photon.

1.1.1 Ideal Dipole Approximation

Inclusion of EV

5.

({) in equation (1.4) requires that any interactiowieen
matter and radiation states is expressible as apledensum over all electric

multipole orders. The necessarily expanded exgnes$sr H,, ({) follows as:

Ho (€)= =62 () (R)+Q ()T ' (Ro)+ ) (L8)



in which 4 (&) and Q, (£) feature as components of the electric dipole @

quadrupole (E2) transition moments respectivefy?>?* It is assumed that the
molecular dimensions of a system treated by QEDysisaare small relative to the
wavelength of any interacting radiation. As a tgsuhilst additional higher order
operators including the electric octapole (E3) Aesdadecapole (E4) moments can
be incorporated into equation (1.8), such contiimg become increasingly small.
Typically under such conditions on the moleculameinsions, the ideal dipole
approximation is implemented whereby all observedecular state transitions are

considered to develop exclusively through electdgole moments and

consequentlyH, , (E) becomes expressible in the following simplifiednfio

H (&) =-£"2 1 (6)d7(Ry). (1.9)

&

To clarify, the ideal dipole approximation is infed for all discussion presented
throughout this thesis and subsequently the intieraélamiltonian is considered to
be completely represented by equation (1.9). Thily exception to this is in

Section 3, where certain electric dipole transgiomill be considered weak or

entirely forbidden as a result of high moleculamgyetry. Only in this case will

H.. (E) be portrayed by equation (1.8) whe)mp(f) shall represent the first term

of a multipolar series witl@, ({) corresponding to a significant lead correction.



1.1.2 Media Influence

To conclude laying foundations for the analysefobow, it is appropriate to dwell
on the influence of any host medium within whicly ghotophysical process may
occur. The explicit incorporation of such a mediumthe theory develops the
system Hamiltonian portrayed in equation (1.1),ydolodifying all subsequent
expressions. To begin, the total system is segéiato two separate subsystems.
The first such subsystem describes the “partiaigagnvironment,” in which the
observed photophysical process occurs, subsequéoithwing the pattern of
theory previously establishede. the associated Hamiltonian comprises a sum of
the molecular quantum operators for all moleculeghinv the participating
environment. The other subsystem representsratireng matter existing outside
this space, examples of which may include a prateaifold, host crystal lattice or

solvation shell etc. that modifies the total systéamiltonian as:

H :ZHmol({')-'-zHint(f')-'-Hbath’ (110)

3 3

where & represents all molecules within the participagmyironment andH,_,, is
the “bath” Hamiltonian. The latter operator corsps the radiation Hamiltonian as
well as the Schrodinger and interaction operatars dll remaining molecules

represented by" existing outside the participating environment:



Hbath = Hrad+Z(HmoI(g")+H int(g"))' (111)

&

Any observed photophysical process is how consitierde mediated by induced
fluctuations of the bath as opposed to the vacuectremagnetic field. Generally,
intermolecular interactions within the particip@tinenvironment are strong
compared to the coupling between the two subsystmdsin such instances an
established treatment utilising perturbation theisrngmployed:>?* It should be

noted that the procedures required to evaluateunedifects are well established,
their application generally leading to the inclusiof Lorentz local-field factors

and other corrections based on the complex refiaatidex of the host however,

these steps shall be left implicit in order to difgghe form of all ensuing results.
Instead, all matter-radiation interactions are agredin vacuq with subsequent

details of the perturbative approach to be disaigs&ection 1.2.1.

1.2 Quantum Probability Amplitudes

In most applications, QED theory is utilized withirolecular systems to determine
transition probabilities and energy shifts thatwcas a result of radiation field
interactions. Such factors are accordingly adacskrough quantum probability
amplitudes that determine the relative couplingrgiths between defined initial
and final system states linked through any possitbimbination of intermediate
state transitions. In the language of QED, suamtum probability amplitudes are

commonly cast in the form of “matrix elements” &gyt are in principle derivable



for any specified initial and final state. Forgimal matrix elements, the initial and
final system states represented dy and |F) respectively are identical and

assuming at least a single matter-radiation intemacoccurs, such transitions
signify observable energy shifts, the aforementibbamb shift being a prominent
example. In all off-diagonal contributions, whergtial and final system states
differ, the determined quantum probability amplguds associated with a
photophysical process. In such cases, the proe#fgsency (determined by

Fermi’'s Golden Rule) is proportional to the modudggiare of the matrix element,

. 2
written as‘ M, ‘ so that’’

= Z’Z’F M, [ (1.12)

In the above expressiorf, is the rate of the observable process gndrepresents
a density of states, defined as the number of mtdedevels per unit energy
associated WitI1|F>. In the development of theory relating to novad gotentially

observable photophysical processes, the determimati associated off-diagonal
matrix elements is significant and therefore suehvéation becomes the focus of all

following sections within this chapter.

10



1.2.1 Time-dependent Perturbation Theory

As previously established, providing that matterd afireld coupling remains
sufficiently small with respect to intramoleculaortal energiesj.e. propagating

radiation regardless of its source does not dist@tmolecular structure of any

() can be treated as a

participant within the system, the physical consempe ofH,;
perturbation, partitioned from the unperturbed sefmall molecular and radiation

operators,H,, such that:

H = Hy+ 3 H,, (€). (1.19

Since bothH,(¢) and H,, are known quantities, the basis within which the

mol

effect of the coupling between matter and radiaitates is determined is defined

by the eigenstateg®) of H, such that:

|Q)=|mol,; rad,) . (1.14)

The perturbation is subsequently cast as an iefgeties as:

00

Me =3 (FHe (€)(ToH (€))7 1) (1.15)

g=1

11



Above, TO=(E' - HO)_l, with E' the initial system energy. The parametgr

which denotes the power ¢, (¢) in each term of the expansion, has significant

physical meaning; as an inherent result of the ghatreation and annihilation

operators present ifl,, (¢), q corresponds to the number of fundamental matter-

radiation interactions.

In order to demonstrate the discussed approachpribeess of spontaneous one-
photon emission, in which an excited state moleauidergoes transition to a
ground state configuration whilst spontaneouslyteémg a photon into the vacuum
field, is now detailed as an example. Initial cibiots for the process require that
the associated matter exists in an excited stamant) been previously excited as
the result of a laser input that plays no furthae tin the process,e. all radiation
modes are unoccupied prior to the spontaneous iemissSince only a single

matter-radiation event occurs, the necessary makement requires thaj=1 and

is represented following substitution into equatfbri’s) as:

Mg =(F[H. (&)[1). (1.16)

where  specifically for one-photon emission|l)=

f";n(p,/l)> and
|F>:‘£°;(n+1)(p,/1)>. Such details highlight an additional complicati

constructing the matrix element for any photophgisprocess; that of self energy

corrections relating to self-interaction terms. ilattone-photon emission has so far

12



been characterized as|&%(n+1)(p.A)) « [£7:n(p.A)) system state transition

involving a single matter-radiation interactionteahative pathways between the
initial and final states involving multiple matteaeiation events are plausible. For
example, the transition can be described by sulistit of =3 into equation
(2.15) providing that one of the three implicit meatradiation interactions
represents single photon annihilation. Owing t® #vsence of any external laser
input, the q=3 component of the matrix element for one-photon ssian
describes both the creation and annihilation oingls virtual photon, originating
from a fluctuation in the background vacuum fietdlalso the creation of one real

photon. Subsequently, the=3 term represents an additional correction to the

complete matrix element, which is expressible asrees of terms:

. (FIH (6)IS)(S Hu (&) B( R B ()] )+

R (E'-E*)(E - P)

M = (F[Hy (S)]1)

(1.17)

in which |R> and |S> relate to system intermediate states with cormedipg

energiesE® and E®. In this and all other examples, the lead termidates over
subsequent contributions, the former typically e tregion of three orders of
magnitude more significant. Thee=3 term in the above expression and all further
self energy corrections represented by additiooalrioutions are therefore duly

ignored.

13



The generalized form of equation (1.17) is worthlyadditional note in that the
presented matrix element equally portrays the @®a# one-photon absorption.
As previously discussed, the application of QEDréfme greatly facilitates the
identification of fundamental links between pro@ssthat are physically different,
but share a common form of mathematical developm8nth links are explored in

greater depth as the focus of Section 2.

1.2.2 Time-ordered Diagrams

Evident in processes involving multiple matter-ediin events, there is an
additional factor in deriving required matrix eleme that all possible matter-
radiation interaction combinations are consideredeguired by the sum over states
form of perturbation theory; the complete matrigreént of any process being the
sum of all such contributions. In such cases obges useful to visualize all such

combinations through the use of time-ordered “Fegmhaiagrams.

All time-ordered diagrams presented in this thesiare a number of common
features. Each represents time along the vedioansion with the initial and final
conditions portrayed at the bottom and top of tihegm respectively. Solid,
vertical lines, often referred to as “world linedjustrate changes to the electronic
state of molecules during the exhibited procesBotdhs are represented by wavy
lines, the evolution of which has a component witiie horizontal axis, considered

to represent spatial dimensions. Consequentlyinteesection of a wavy line and a

14



world line represents an interaction vertex in whtbe processes of one-photon
annihilation and creation are illustrated. Accaomgtfor all such features, Figure

1.1 portrays one-photon emission as representdaebiyrst term of equation (1.17).

(p.2)
Hint(f)

a

¢

Figure 1.1 Time-ordered diagram of spontaneous one-photosssonmi.

Progressing upwards, the figure initially represefitin an electronically excited
state £ which as a result of interaction with the vacuuadiation field, as

characterized byH,, (), undergoes a decay transition to a ground state

configuration&® whilst a photon of modé p,/1) is emitted. The diagram is unique

as only one matter-radiation interaction occursyéner the second term of
equation (1.17), although considered a self eneogrection, provides a example in
which numerous matter-radiation combinations mestbnsidered to account for
the entire process. Having already discussed that self-interaction term
incorporates three events, being the creation amihigation of a single virtual

photon and the emission of a single real photom,otfder of such events is as yet

15



undefined. The three possible combinations of &svare represented by Figure

1.2.

. 4) O (pa) ~  (PA)°
(5, ffJ G| o
r e f

$ $ ¢

Figure 1.2 Time-ordered diagrams illustrating self energyrections to one-photon emission.

As before, in all representations portrayed in Fegli2, the moleculé begins and

ends in molecular stateg” and &° respectively, however, inclusion of two
additional matter-radiation interactions determitat the transitions progress
through two molecular intermediate statés and °. Being a self-interaction
contribution, the molecular transitions coincidethwiboth the absorption and
emission of a single virtual photon of mo@@',/]'). Figures 1.2), 1.2) and

1.2(c) portray the process of single, real photon emrssiccurring after, during and
prior to the emission and subsequent absorptiadhetirtual photon respectively.
The energy required to create the virtual photodrasvn from fluctuations in the
vacuum field, and providing the energy is replagattkly, by re-absorption of the
same virtual photon, the time-energy uncertaintgggple permits the violation of

energy conservation. Subsequently, the three dirderings in Figure 1.2, each

16



represent equally valid corrections to the leadrimatement contribution portrayed
by Figure 1.1 and if self-energy corrections hatlbeen disregarded, the resulting
contribution of each term would feature in the cdetep matrix element for

spontaneous one-photon emission.

1.3 Rotational Averaging

As previously established, all the research toofelis broadly categorized within
two main topics, each of the subsequent chapténgreiepresenting an original
development in molecular energy transfer or lasduced fluorescence. Whilst
both processes are fundamentally distinct, theyreslaa common experimental
variable, that each to a degree is dependent orotikeatation of its associated
chromophores. For the former, the orientation mfeaergy donor relative to a
neighbouring acceptor is a crucial factor in detamg the overall efficiency of an
observed energy migration. In the case of therdathe polarisation of an induced
fluorescence output is known to vary with chromaghorientation relative to the
polarisation of the input excitation. As a meaonskeep the presented results
general and not otherwise restricted to the desonipof fixed and/or highly
ordered molecular systems, it is considered in salbsequent examples that
molecular matter is free to rotate in responsentoimposed external stimulus and
consequently, chromophores are assumed at all timmbs randomly orientated in
three dimensions. Under such conditions, resuodtgypically determined by means

of an isotropic orientational average, the basiocedure for which is now outlined.

17



In the continued example of one-photon emissios, glocess matrix element is
first derived, requiring substitution of equatidn9) into equation (1.17) and noting

that only the lead term wheg=1 is considered in the case of the latter:

Mg =(A%1(p.A)| &' (A d°(R.)| A;0(p.A)) . (1.18)
For simplicity, the summed contribution over an emble of moleculesé is
dropped in favor of a matrix element specificalgtermined for a single molecule,

A. For further clarity, the matter and radiatiomnie are partitioned, allowing

equation (1.18) to be re-expressed as:

Mg, = _‘9(;1<A0‘Iui (A)

A)(Up.A) " (R 0(pA)) (1.19)

By substitution of equation (1.5) into the abovermssion, the matrix element is

subsequently portrayed as:

1

M, =i2(z%jzé“) (P)H™ (Aexp(-ipR,), (1.20)

p.A

where the electric dipole transition momeat’ (A) E<A°‘,ui ‘A">, portrays the

molecular transitionA’ — A", in which the operator follows the convention of

writing the initial and final molecular states asetright and left superscript
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characters respectively. The subscript indicesocated with the electric

polarisation and dipole moment terms can each asshenCartesian values xfy
or z with respect to a chosen frame, determining tbgt B ( p) and 4> (A) are

the salient parameters of study for the purposarobrientational average. For

clarity, equation (1.20) is therefore defined as:

Mg, = K(éw(p)/%oa(A))’ (1.22)

introducing a constant of proportionality. The Fermi Golden Rule is utilized as
a final step before the averaging procedure andufpgtitution of equation (1.21)
into equation (1.12), the rate of spontaneous diagm emission fromA is

presented as:

r=K("(p)g" (p) s (AR ( A). (1.22)

where K'=2K7p;, (1), In the adopted notation, both the matter andatia

terms in equation (1.22) are currently portrayethiwi the same arbitrary space-
fixed frame of reference. The initial step in implenting an orientational average
is to first uncouple both sets of parameters bygasgy to the former a molecule-

fixed frame of reference, labeled by Greek indsash that:

(r)= K’(éw (p) q(ﬂ) (P (Am ( A<€M£j#>)' (1.23)
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where angular brackets denote the rotational agerathe space- and molecule-

fixed reference frames are now linked through alpeb of direction cosines,, 7, ,

, Where ¢,, for example is the cosine of the angle betweenspaee-fixed axis

and the molecule-fixed axid. Conventionally, the average would proceed by re-
expressing the direction cosines in terms of Ealegles, the end result being
determined by means of mathematical integratioowéVer, such methods are only
feasible for tensors of low rank; the above exanepglabiting an implicit sum over
two separate Cartesian indices is resolved throsgbond-rank,i.e. n=2
orientational averaging. In later examples thgune the deployment of averaging
protocols up to the eighth-rank, an alternativeegnation free method based on
isotropic matrix elements must instead be utilizedThe analysis requires
implementation of fourth-, sixth- and eighth-raeksor averages, of which only the
former two are widely documentéd®>° nonetheless their calculational principles
have been deployed across a wide range of photmalhysrocesses, recently

including coupled systems and interactions sudjuastum dot assemblies, van der

Waals dispersion energies and Casimir eff&cis.

As a rotationally invariant parameter, it is posito represen(fmij> as a linear

combination of tensors, each of which is also irmardr under rotation. Such

combinations are the product of two isotropic teasone referred to the space-
fixed frame and the other to the molecule-fixedrfea In three dimensions, each
isotropic tensor is representable as a product lebat two fundamental tensors, the

well known Kronecker deltad, and the Levi-Civita antisymmetric tensaos,, .
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Since all rotational averages presented in thevotg work are of even rank, the
. : , . n
associated isotropic tensors will each be the pmdﬂi Kronecker deltas, the

Levi-Civita antisymmetric tensor featuring only é&verages of odd rank that most
often arise in quantum interference terms. For dbetinued example of one-
photon emission, having already been determined sscond rank average, both
the space- and molecule-fixed isotropic tensors ragresented by a single

Kronecker delta, the corresponding average follgvas:

0.

Ij ZAu

(1.24)

Wl

(tatin) =

By substitution of equation (1.24) into equation2@), the Kronecker delta
functions operate on the matter and radiation tetnat feature in the latter,

effecting two changes. First, the fundamental den§, contracts the electric
polarisation terms, such thaj} (é“) (p) e;“)(p)) =¢"(p) & (p)=1. Similarly,

9,, contracts the molecular transition dipole momentso that

JM(,uj’” (A),Uﬁ"(A)) = (AR (A :‘,u‘”( A)‘Z Subsequently, the rotationally

averaged rate of single photon emission is detexthas:

(ry=ZK'|u* (A) . (1.25)
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Whilst in the above example, the second rank aeepagsented as equation (1.24)
clearly features only one possible product of the tisotropic tensors, higher
ordered averages require the consideration of phelfpossible combinations or
isomers. In the case of fourth-rank averagingefcample, each of the space- and
molecule-fixed isotropic tensors are written asgheduct of two Kronecker deltas,

an isomer of each being g, and9J,,d,, respectively. Focusing on the former, by

permuting the four indices, two additional isomé&®, and J,J, are generated.
Following similar permutation in the molecule-fixesbtropic tensors, nine possible
combinations of products between the two frames epist. In order to concisely

represent all possible arrangements, the genedaligem of all higher rank

averages are typically presented as matrix equatiorhere for example the

generalized fourth-rank averag{azufjﬂfkvfla> is represented generally %&:

]
3a, (4 -1 -1\(0,9

Au~vo
<£i/1£ju£kvflo>:§) a9 | |1 4 -10,9, | (1.26)
5iI5jk -1 -1 4 5/105;11/

whereT indicates a transpose matrix. Utilised in Seci8n4 and 5, the sixth rank
orientational averagéﬁuﬁmﬁkvﬁ lol > features fifteen distinct isomers and is

lo*mr™ np

representable &
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dlj QI 5mn
9§ G4mO

83,3,
80,3

jl ¥mn

dlk ijdln

1
<£i/l£j,u£kvglagmr£np> :m il “jm

9,,0,,9,

Au=vo =T

9,,0,9,

Au=vr~op

9,,0,,0,

Au=vp~or

0,,0,,9,

AV uoc= o

0,,0,.9,

AvEur~op

0,,9,,0,

Av=up~or

0,,9,,9,

Ao~ uv o

0,,0,,0,

Ao~ ur~vp

0,,9,,9,

Ao~ up~vr

0,,0,,0,

At~ v ~op

0,,0,,0,

AT o = vp

0,,9,,0,

AT up=vo

0,,0,,0,

Ap~uv~or

0,,90,,9,

Ap~ uo=vr

0,,0,.9,

Ap~ur=vo

requiring thel5x 15 numerical matrix,M ® as follows:

(1.27)

23



16 -5 -5-5 2 2 -5 2 2 2 2-5 2 2-
-5 16 -5 2 -5 2 2 2-5-5 2 2 2-5
-5 -516 2 2 -5 2 -5 2 2-5 2-5 2
-5 2 2 16 -5-5-5 2 2 2-5 2 2-5
2 -5 2 -516 -5 2 -5 2-5 2 2 2 2-
2 2 -5-5-516 2 2 -5 2 2-5-5 2
-5 2 2 -5 2 2 16 -5-5-5 2 2-5 2
2 2 -5 2 -5 2 -516-5 2-5 2 2 2-
2 -5 2 2 2 -5-5-516 2 2-5 2-52
2 -5 2 2 -5 2 -5 2 2 16-5-5-5 2
2 2 -5-5 2 2 2 -5 2-516-5 2-5
-5 2 2 2 2 -5 2 2 -5-5-516 2 2-
2 2 -5 2 2 -5-5 2 2-5 2 2 16- 5-
2 -5 2 -5 2 2 2 2-52-5 2-516-
-5 2 2 2 -5 2 2 -5 2 2 2-5-5-51

(1.28)

Whilst both the fourth and sixth rank averages haneviously been implemented
in a host of applications, Sections 4 and 5 easb atilize the generalised eighth

rank isotropic average, the form of which doesfeature explicitly due to its size;

the M® matrix is representable asi@5x 10 grid of character&®

1.4 Summary of Theoretical Framework

It is prudent to conclude this opening chapter eans of a summary, reviewing all
salient features of the background information @nésd thus far. Any further

development in either the established theory orleyed method, including any
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specific deviation from the general points to fallowill be addressed in detail as

required.

All novel research is founded within a recognizedBRtheoretical framework and
thus accommodates a fully quantized system; bottiemand radiation field are
subject to the postulates of quantum mechanics.e 3ystem Hamiltonian is
presented in the multipolar form and thereforehi@ description of intermolecular
interactions, no direct matter-matter coupling exisinstead, all such interactions
are facilitated through the surrounding radiatimidf mediated by the exchange of
transverse photons. Whilst both the quantized owtde and radiation
Hamiltonians are required parameters for any cotaplaerpretation of a given
system, such features for brevity are assumed tknbe/n or determinable. It is
therefore the mutual interaction of the moleculstem and electromagnetic field,
whose transitions are individually described byelectric multipole and transverse

displacement field operators respectively, thatdgrimary concern.

In addressing molecular transitions, the systemedsions in all worked examples
are considered compatible with the ideal dipoleraximation therefore generally
excluding the need to comment further on the cbuation of magnetic or higher-
order electric multipole transitions. For the edtin field, it is assumed at all times
that interaction photons travel at the speed ohtlipn vacuo Under such

conditions, the present work elicits clear physiocahaviour of complex systems
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whilst further providing a sound basis for devetapia further tier of theory to

account for any modifications introduced by mediéuiences.

In the development of theory pertaining to innovagphotophysical processes, it is
envisaged throughout that the strength of coupliayveen matter and radiation
field is comparatively weak relative to the Coulamifields that maintain the
internal structure within atoms or molecules. Naglements derived through
time-dependent perturbation theory are thereforeygd valid and remain so even
in later examples addressing the application upomadecular system of high
intensity pulsed laser inputs. Whilst it has bekawn that matrix elements may be
represented as the sum of an infinite number ofigghrough the inclusion of self-
interaction contributions, it is always the leadntethat dominates, such that

subsequent higher-order additions are duly discesghr

Finally, it is well known that chromophore orientat represents a dependent
variable for both the processes of RET and las#rded fluorescence that together
represent the two main topics of discussion. lIrcases, such chromophores are
assumed to be randomly orientated in three dimassend free to rotate in
response to any imposed external stimulus. Undeh onditions, results are
determined by means of an isotropic average, rieguihe utilisation of either the

fourth-, sixth- or eighth-rank orientational avesa@s previously presented.
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SECTION 1 — Quantum Electrodynamical Development oResonance Energy

Transfer

The following section consists of two chapters eaehkploring distinct
developments in theory pertaining to resonance ggndransfer (RET); a
mechanism of remarkable relevance across a widgerahphysical, chemical and
biological systems, described as the transportatfaglectronic excitation between
donor and acceptor units (ions, atoms, moleculeshwomophores) following

photoexcitation.

Chapter 2 investigates a range of photophysicatgw®es that fundamentally
depend on intermolecular interactions resultingnfrelectric dipole coupling, the
most familiar being static dipole-dipole interacso RET, and intermolecular
dispersion forces. Additional forms of intermolkgu interaction including

radiation-induced energy transfer and optical bigdiare also considered in
molecules subjected to off-resonant light. Witthie established QED formulation,
all these phenomena are cast in a unified desmnigtiat establishes their inter-
relationship and connectivity at a fundamental leveheory is then developed for
systems in which the interplay of these forms dferaction can be readily
identified. Throughout this work, a primary coresigtion is that electronically
excited molecules interact with their neighbordedtdntly from their ground-state

counterparts, therefore any migration of the exotabetween molecules should
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modify the observed intermolecular forces, reflegtchanges to the local potential

energy landscape.

While RET is typically described as a coupling téotric dipole (E1) transition
moments, a significant number of exceptions existvhich donor decay and/or
acceptor excitation processes are E1-forbidden.ssiBle alternative transfer
mechanisms that can apply in such cases includes ridr higher multipole
transitions, exciton- or phonon-assisted interastio and non-Coulombic
interactions based on electron exchange. Chapmoddes a rigorous basis to
assess the first of these, deemed the most genegglicable alternative to E1-
forbidden RET. Specifically, the significance aglmer multipole contributions to
the process of energy transfer is considered irodaoceptor systems where E1-

transitions are precluded by symmetry.

Resonance Energy Transfer

The primary result of photon absorption in any cterpielectric material is the
population of electronic excited states, in induat atomic or molecular sites.
Typically, each such absorption is followed by pidebut partial degradation of the
acquired energy, dissipative losses due to intraoubtdr or lattice nuclear
vibrations ultimately being manifest in the form béat. The majority of the

excitation energy, held in a localized electronicited state, may be acquired by a

31



neighboring atom or molecule with a suitably disggbslectronic state, through

RET3

The process of RET operates across a chemicalBrsvand extensive range of
material systems. Perhaps the most important addlyvknown example occurs
naturally in plants and photosynthetic organismghaghotochemical harvesting of
solar energy® In an attempt to mimic such photosynthetic umitsl exploit the
Sun in solving our own energy crisis, a numberyoitisetic alternatives have been
proposed. Polymer systems such as dendrimers alithgdye loaded zeolite
crystal structures are just two possible mediaHerefficient capture and relocation
of optical energy to desirably located acceptoresbl’ As an additional
advantage, the one-directional nature of such gneagsfers opens the technology
to a range of applications including organic ligititting diodes and luminescence

detectorg®1®

Beyond energy harvesting and channelling, thereré@antly been a resurgence of
interest in RET used as a structural probe utgidgime mechanisms well known
sensitivity to transfer distance. Time-resolvedajemeasurements of biomaterials
such as proteins suitably labeled with fluoresambmophores allow the study of
dynamic conformational changes within biologicadteyns, exploiting the distance
dependence as a so-called “spectroscopic réfféf”. Similar application of the

technology is applied to elucidate physical andphological interface properties
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of complex polymer blend$® Several ultra-sensitive molecular imaging

applications are also based on the same undertyingiples3?-3

Irrespective of the specific application, the elaetaey process of RET can be

summarised by the expressio\”+B° - A+ B’ featuring two, usually
neighboring chromophoresA and B which operate respectively as donor and

acceptor of the electronic excitation.

. - o,(o)o'dw
S
> 5
****** ___|>B*f
2
A° : > B’
A B

Figure 1.3Energetics and spectral overlap features for REl€ctronic states foh andB and their
vibrational manifolds are signified by the box&¥avy lines indicate processes of non-radiative,

vibrational relaxation.

As portrayed in Figure 1.3, the energy transfercess through RET proceeds
through resonance coupling between the donor am@dc¢heptor. The short-range
rate equation first proposed by Forster is preskmtethe figure, introducing the

fluorescence and absorption spectfa, and g, of the donor and acceptor
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respectively. The refractive index of the host raed represented hy, the donor

excited state lifetime byr, and the relative orientation of donor and acceptor

molecules is included through the orientation facto

After initial electronic excitation, the donor im axcited stateA”™ undergoes a
downward energy transition to the electronic grostate whilst the acceptor is
promoted from its ground state configuration toeanited stateB”. In principle,
relaxation of the donor and excitation of the atoegan engage any available
electronic states of the participating moleculesvygling that the donor and
acceptor necessarily have emission and absorpgeatra exhibiting a degree of
overlap. Generally a rapid internal reorganisatioliowing the energy transfer
usually puts the acceptor into an energy level funich its subsequent decay has
relatively small overlap with the donor absorptigrofile, establishing a
spectroscopic gradient that limits back-trandferAt short distances, where the
wavefunctions of the two species have significaverap, an electron exchange
mechanism usually associated with the name of Deste operaté® Additionally,
the coupling of electric multipoles persists intedavell beyond the point where
wavefunction overlap can be disregarded. The eattithe latter interaction is the

primary focus of work in this section.
The mechanism for RET is most accurately descrivgdin a QED framework,
analysis by which delivers a rate equation forgahergy migration that incorporates

both near- and far-zone behavior as limits of aemgeneral dependence on inter-
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chromophore separatidh. Within the short-range limit, Coulombic RET is

commonly described as a radiationless (Forsterfga® linking dipole-allowed

transitions, and the rate of transfer hasRah dependenc& As the chromophore

separation increases to and beyond the optical lerayth scale, QED theory

correctly establishes a seamless linkage to thezdiae limit where anR™

relationship, associated with radiative transtegbserved.
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Chapter 2 — Dynamics of the Dispersion Potential imn Energy Transfer

System

The migration of electronic excitation between ngalar units has received
extensive experimental and theoretical study, intiQdar its spectroscopic
manifestations are well characterized. Howevegpipears that little regard has
been given to changes, intrinsic to the operatidRET, that occur in the dispersion
interaction between donor and acceptor units. diBpersion interaction is itself
most accurately described in terms of the Casirmlid€t potential; using QED, its
explicit form emerges from calculations based dermolecular coupling through
virtual photon mediators® Recent work by Salam has determined the general
formula for the dispersion potential deriving framultipolar interaction§® The
relevant equations have also been secured by inepliamg quantum amplitude
calculations using a state-sequence approaeh;device first proposed and
developed by Jenkinet al!® Although the long-range behaviour of the leading
contribution to the potential runs with the invesssentrpower of the inter-particle
distanceR, the shorter-range form that operates over diswanchere effects are
most pronounced exhibits & asymptotic behaviour. The latter is well known as
the attractive component of the Lennard-Jones piaten Whilst the dispersion
potential is usually considered as an interactietwben molecules in their ground
states, a potential of similar form may readilydeived for molecules in excited

stategi18

38



Since the form of the dispersion interaction degeoil the electronic states of the
molecular participants, the dispersion force betweeutral molecules is clearly
subject to change during the course of moleculaitaion, relaxation and RET.
Indeed, electronic environments will first expedenchange upon local optical
excitation of any donor, the associated modificathd electromagnetic interactions
between the donor and other units immediately pimdumodified intermolecular
forces. In general, a degree of local movement lwarexpected as the system
becomes accommodated to the new potential eneely) filf the absorbed energy
then transfers to a neighbouring acceptor unitrafttzer species so that the latter
acquires the excitationg. RET occurs, the local electronic environment wilffer
further change, and once again a compensatingasgaicommodation can be
expected to occur. In particular, in a solid-setgironment where intermolecular
forces are balanced in an equilibrium configuratiany changes associated with
the migration of local electronic excitation shouddfectively act as a small
perturbation to the equilibrium of intrinsic forgggoducing potentially measurable
displacements. As recent preliminary studies fsevn, the typical magnitude of

such effects falls well within the current limitsexperimental detectiot?*®

Exploiting the flexibility of the theory establistién Chapter 1, the objective of the
present analysis is to address a system in whigbusaphysical effects are not only
mathematically, but also physically interlinkedh Section 2.1, the theory of second
and fourth order interactions is developed withadipular focus on elucidating the

effects of intermolecular energy transfer througiiTRa succinct treatment of the
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dispersion pair potential is included, in which tdependence on the electronic state
of the interacting particles is explicitly delivere Such calculations
accommodating both mechanical forces and electqommicesses accurate to fourth
order in perturbation theory have not been attechgtefore. The analysis is
extended to accommodate and appraise subsidiagcteffdue to throughput
radiation, specifically additional mechanical anchamical effects that arise on the
propagation of off-resonant light through the tfansystem. Since any adaptation
to subtly changing force fields is most readilytéesin an ensemble, rather than in
individual particle pairs, Section 2.2 addressesystem in which the two units
between which energy is transferred are counteipnsd on parallel one-
dimensional arrays in close proximity. The themryurther extended, to elicit the
dynamical behaviour, and the system response seg@uff-resonant laser light is
ascertained as a function of time. The resulthefmodel are presented in Section

2.3, followed by concluding thoughts in Section.2.4

2.1 Intermolecular Coupling Processes

To ensure rigorous inclusion of all processes amdhanisms to a common and
consistent level, evaluation up to the fourth ordérperturbative expansion is
implemented, to consider all relevant couplingsweein physically identifiable

system states. One over-riding condition is that final state of every radiation
mode is identical to its initial stateg. no net absorption or emission of radiation

occurs during the course of the process under exadimon. For this reason, since
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H,. (¢) from equation (1.4) can only create or destroy @heton on each

operation, only even values of the power indgxarise. Hence the leading non-
zero terms in the series expressed by equatiob)(tdn be developed, through
insertion of the state completeness relation on riget-hand side of eacf,

operator:

(-2
o5 (FHw (OIT)(THL () 9(S B (6] RERE(E] ),
i (E'-E°)(E-PF)(E-E) )

(2.1)

To clarify, |R), |S) and|T) represent intermediate states, each denominatar te

being the energy difference between one of thesenediates and the initial state.
Additionally, the following assumptions are impligisroughout. All interactions

are considered to occur beyond the region of saanif wavefunction overlap. The
entire system is considered to be isolated and asrsequence, dynamical
processes are uniquely associated with a resportee tntermolecular migration of
energy, and to any time-varying radiative inputchsias the pulsed off-resonant

laser radiation that proves to induce featuresadtiqular interest.
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2.1.1 Second-order Processes

Static dipole interaction From equation (2.1), the leading contributiopresents a
second-order perturbation, which in the short-rasggifies the creation and
annihilation of a single virtual photon. The siegtl case is the static interaction of
two ground-state molecules with permanent elecdlipole moments, represented as

two distinct time-ordered diagrams in Figure 2.1.

(a) (b)

0 0 0 0
(p.A) A«°(B) H2(A) A (pA)
“e(A) #°(B)
0 0 0 0
A B A B

Figure 2.1 Time-ordered diagrams for static dipole-dipole dowp

These diagrams elucidate two possible contributiortie static interaction, Figure
2.1@) entailing the creation of a virtual photon at smlle A and subsequent
annihilation aB, and Figure 2.1 portraying the reverse. As with all subsequently
described processes, a complete description regaisummation of the quantum
amplitudes delivered by all such topologically mlist representations. The result

emerges as follows:
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8 = (A u*(B)Y ( BR). 2.2

where the energy shift associated with the statiplng is represented &E , and

,u°°(£) signifies a ground state static electric dipolenmeat. The fully retarded

coupling tensor of rank tway, ( p,R) is exactly expressible as:

v (pR) =R (5 aii) (1= ipg-(q - RA( oR].  @3)

47, R

noting that whilst both positive and negative inmagy contributions are
acceptable, the latter form is more commonly cltedFor significantly small

distances,i.e. where pR<1, the coupling tensor in equation (2.3) essentially
reduces to a short-range limit equivalent to thepting of static dipoles dependent

on R, expressible as:

1 A
Vi (O)ZW(Q -3RR). (2.4)
0

with V, (0) being the zero-frequency result. Conventional§TRs thus described

as being “radiationless” in the short-range, a essanduced by electric dipole

coupling.
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Resonance energy transfein terms of an experimentally observable procdss, t
simplest intermolecular interaction is the transtéérenergy through resonance
coupling between molecules, one of which is inratially prepared excited state.
As with static dipole coupling, RET is a secondeurthteraction exhibiting two
photon-matter interactionse. the propagation of a single virtual photon, sepifé

2.2.

(a) (b)

0 B 0 B
F(w ure) (A \Qo\/l)ﬂ
M (A) #7°(B)
a 0 a 0
A B A B

Figure 2.2 Time-ordered diagrams for RET

The matrix element for RET is again representethbyfirst term of equation (2.1).
Using the labels Og and g to represent the electronic ground and correspondi

excited states of the donor and acceptor respégctitbe initial, final and

intermediate states for RET are defined thus:

|> Aa Bo >

IR)=| &, B1(pA)) 29
R)=| A, B1(p))

|F) —\AO B”:0 >
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In equation (2.5), the summed intermediate stbﬁésrelating to the first term of

equation (2.1) have been explicitly cast in eachivad permissible forms, one

virtual photon being present in each. RespectjvéR;) and |R,) relate to

conditions where both molecules, or neither, arghim electronic ground state.
Detailed derivation of the second-order RET matebement is already well

documented, leading to the following restif?

ME = 4 (A) 4 (B)Y, (pR). .6

where the superscript foM §> highlights the power order of] utilized in the

matrix element derivation. Again, the short rarigat of the above expression

would instead employ the zero frequency couplimgoe given in equation (2.4).

2.1.2 Fourth-order Processes

Casimir-Polder (dispersion) interactionConsidered next are interactions governed
by a total of four matter-radiation events. In thbsence of an applied
electromagnetic field, the simplest and most widefyevant example is the
Casimir-Polder dispersion interaction, a procesgwin QED terms is mediated
by the intermolecular propagation of two virtualopns®> The interaction has a
matrix element associated with the second terrgofgon (2.1) and is illustrated

by 12 distinct Feynman diagrams, see Figure 2.3.
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Figure 2.3Three of twelve possible time-ordered diagramgHerCasimir-Polder dispersion

interaction

As an example, for the attractive coupling betwgeound state molecules, the

following system states define the contributiomirBigure 2.3¢):

(2.7)

T)=| R, B1(p' X))

For brevity, rather than consider all possible time-ordeyiagsrequired to define
the complete potential for any distance, we instead considelimits that exhibit
strikingly different responses. In the near-zone, whetermolecular distances are
small compared to the longest wavelengths of absorptiofluorescence, the
coupling is essentially instantaneous. The Uncertddnigciple dictates that the
short-lived virtual photons may accordingly exhibit enesgidat are large

compared to the molecular transition energies. This aciscagstraint upon the
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time-ordered contributions that contribute sigrfily to the dispersion
interaction®® Conversely, in the far-zone limit, increasinggagation time allows
the virtual photons to convey lower energies, dradalculations are dominated by
contributions consistent with photon frequenciest tre small with respect to the

molecular absorption and emission frequencies.

For calculational simplicity, all interactions asabsequently discussed within the
near-field range; the effects to be described aréaimly most prominent in this
region. Within this range, the key equations metato both second-order static
coupling and the fourth-order dispersion poterdi@ more conventionally derived
utilizing a dipolar coupling approximation with $ir and second-order perturbation
theory respectively. In the case of the former fivg2 consider a pairwise coupling
betweenA andB, both having permanent electric dipoles. In a Qiebvation of
the coupling, it has already been establishedttietnteraction is represented as a
virtual photon transfer betweeh and B, for which there are two possible time-
orderings(see Figure 2.1). Within the near-field range, dlo@or emits a photon
that is almost instantly absorbed by the accepémd the coupling can be
considered unretardede. the virtual photon creation and annihilation egeint
effect occur simultaneously. The process is ngwegented by just a single time-
ordering (Figure 2.4). The calculation is treabgdfirst-order perturbation theory,

utilising the pairwise operatdW,;, which is derived by substitution of equation

(2.4) into equation (2.2) and given explicitly by:
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WAB:+(5U _3[\?"\?)' (2.8)

The pair interaction potential is thus determingdAE = (A|W,;|A), noting that

W,; is an operator over only molecular states. As ,SLM) signifies the

unperturbed basis state involving only the donorequwe in statea and the

acceptor in staté, therefore the interaction potential emerges feamuation (2.8)
with the diagonal matrix elementg™(A) and ££°(B), i.e. the static dipole

moments substituting for the dipole operators.

(A - - - - 4°(8)

a b

A B

Figure 2.4Time-ordered diagram representing near-zone stgi@e-dipole coupling. The dashed

line is symbolic of an almost instantaneous meadlmkietween donor and acceptor

The dispersion interaction is an additional form @upling which in the
investigation of dynamical behavior in Section B@&comes the dominant form.
The assumption of a system comprising non-polaemudés means that no role is

played by static dipole coupling itself. Figur® 2Alustrates a simplified Feynman

48



diagram for evaluating the dispersion potentialténnear-zone asymptote, where

the coupling derives from two separate but instaetas mediations betweénand

B.2'5'12

a b
e (A - - - 4> (8)
r S
H(AF---- u;°(B)
a b
A B

Figure 2.5Time-ordered diagram representing near-zone digpepstential

The coupling is treated, again through usé\Qf, but this time with second-order

perturbation theory:

AE = ZR: </\|WABI|E/|\Q>_< EHRV\(B|/\>_ (2.9)

On substitution of equation (2.8) into (2.9), witte state of each component duly

specified, the following emerges:
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o <Aa,Bb‘V\4u3‘ A, 3>< A, B‘ V)(B‘ A B>
AE(A B)—; E*(A)+E(B-E(A-E(B

1 ar S ra s ~ o~
=teree oA (WM (B)u (Au(B)(4 ~3RE)

x(3,-3RR)(E"( A+ e=( 8)",

(2.10)

within which, E* (A) and E™(B) portray energy differences more generally

represented b¥e™ (&) = E*(&) - EY(£), wherex andy represent molecular energy

levels of £. Whilst equation (2.10) is generally valid for riggicbriented molecules,

a key assumption throughout is that the dipole nusef both the donor and
acceptor are randomly oriented,situ, therefore the key features of the physics are
clarified by performing an orientational averaggeparate second rank averages are
performed onA and B, each utilizing the general second order isotrdpresor
portrayed by equation (1.26). With the isotropierage applied to the result

emerging from equation (2.10) the following is ataieed:

L sl (Al (s)
247 R° % E*(A+E*( B’

AE(AB®) = - (2.11)

which reduces to the well-known London formula wiaeandb are ground levels.

In the latter case eacE™(A) and E®(B) is positive, therefore the result of

equation (2.11) is invariably a negative quantityith due regard to the inverse
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power dependence on distance, the attractive nafutiee dispersion potential is

thus apparent.

2.1.3 Additional Processes in the Presence of €&fbmant Laser Light

In the presence of intense off-resonant laser ligtitlitional intermolecular effects
are manifest as a result of real photon-matteractens. For the identification of
such effects, calculations are performed on a k&tate for which the occupation
number of at least one photon mode is non-zerarder to determine energy shifts
arising from a coupling with throughput radiatiohis necessary to identify terms

that are diagonal in this basis, taking the follogvform:

1) =|F)=|A%B%n(p.1)). (2.12)

Optically induced pair forces The leading contribution to the interaction ricadi

by laser input is an optically induced pair fordbis fourth-order perturbation
described as a real photon annihilation at the dand stimulated re-emission from
the acceptor (or vice versa), with both moleculesipted by a single virtual

photon®*?* Possible forms of the interaction are portraygdFigure 2.6.
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Figure 2.6 Two possibldime-ordered diagrams representing the opticaliyiaed pair force

In accordance with energy conservation, the thrpughadiation suffers no overall
change. The analysis of an optically induced paiergy shift begins from the
second contribution of equation (2.1), see for gdenwork by Bradshaw and

Andrews, leading to the following result for nonlgromolecules?

AEnd = (

R R ¢ (P)a, (4. (PRI,  § £ () exi(- 3R]

(2.13)

Here, n defines the number of real input photons, withivitial energiesnicp

(p=2rm/laserwavelengt). The retarded dipole-dipole coupling tensg( p,R)

takes the same form as equation (2.3). The dynpoiarizability tensors which

feature in equation (2.13) are specific implemeaotet of the formula:
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iy =y A6 () A (A (¢
a; (f)—zr‘,(l;r. (f)ILthp +IuEi (5)+hcp} (2.14)

In this expression, given here in general form vatlview to later calculations,

omission of the state labels as in equation (2sid)ifies ground state evaluation,

i.e. a(f) =a°°(f).

In order to fully describe the effect of opticatdes on a system, it is necessary to
consider internal degrees of freedom as definethblecular geometry. Based on
equation (2.13), calculations have for example bperformed for a range of
cylindrical configurations including cases of tuimigl collinear and parallel donor-

acceptor pairé*? In the case of isotropic molecules, the energfy sinerges as:

AR, :{%JRG[O'O(A)VXX( PR)a, 3} , (2.15)

0

where x denotes the axis of laser polarisation and aceglyi a, (A) is a scalar
value. The above result highlights the linear aeleace on laser intensity,. The
near-field distance dependence is accommodatedinwitie near-field tensor

elementV,, (p,R):

ReV,, (P.R)] :_272;R3' (2.16)
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Laser-assisted resonance energy transfén the same way that intermolecular
dispersion forces are modified by off-resonant rdadeght, fourth-order
modifications have also been reported in conneatith RET. The corresponding
capacity for enhancing the rate of transfer hasezhthe soubriquet “laser-assisted
resonance energy transfer (LARET$2® As with the optically induced pair forces,
the throughput radiation once again emerges ina §tate that is unchanged from
the initial state, whilst in this case the matesgbtem experiences a transfer of
energy fromA to B. Thus, for the initial and final states of thesteyn as a whole

we have:

1) =|A7,B%n(p.1)) 2.17)
|F)=| A% B n(p1)).

It should be emphasized that the laser beam expeseno absorptive energy loss,
the LARET process not to be confused with “laseluited resonance energy
transfer”; wherein laser frequencies are speclficahosen to promote energy
migration by bridging a donor and acceptor freqyemismatct’® Depending on
how the throughput radiation interacts with the @sacceptor system, a number of
possible LARET mechanisms emerge. Each entails pleaton absorption and
emission, coupled by a virtual photon mediatorrst-iconsider processes where a
real photon is absorbed at the donor and subsdguergmitted from the acceptor,

see Figure 2.7.
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S
(p.A)
i
a 0
A B

Figure 2.7 One possibléime-ordered diagram representing LARET

The net matrix element, accommodating all time-omds, takes the following

form:

e :_%‘i/p[e (P)a” (A Y ( PR)af"( B (p)exp(- p(R)
+&,(p)ay” (A V. (RR)a”( B e(p)exp( BIR)].

(2.18)

Terms in equation (2.18) are similar in form to dbodescribing the optically
induced pair potential as shown in equation (2.b8j,here the process of energy
transfer fromA to B effects adifferentiation between those molecules. The two
parts of equation (2.18) reflect “mirrored” contritons, the first corresponding to
the case where real photon absorption occuré avith emission atB, and the

second, the reverse. The full LARET matrix elemsrdompleted by the inclusion
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of two further contributions associated with intetecular interactions where the

real photon absorption and emission processesduotir at the same centre:

M 17T = %’[é() (P)A" (A Y (PRIH( B
+&,(p)e (P)A°(B Y (PR)A"( A].

(2.19)

The hyperpolarizability tensor componen[gﬁfi (E) signify the effects of three

photon interactions (two real and one virtual) atrgle centre, being defined in the

form:
By ()=
5 1= (€)1 (&) 1 (€)
(E"(¢)-hen)(E' () -nop+ cp)
(&) (£) u" (4) .\ 1 (&) ™ (§) 1 (€)
(Eri (E)—hcg)(E‘({)—hcg+—h CQ) ( E(&)-n cg( E(&)-h cph cg@)
. e (6) 1 (&) m' (€) L M) (E)u(4)
(E"(¢)-nep)(E (¢)-nep+ncp) ( E(&)+n cp)( E(¢)-hen)
#r(E (¢ ) ( )
(E“ +hcp2)( hcg)

(2.20)

where above, the virtual photon is associated \gjtbp) and energyicp,, while

the real photon input and output relateet§ p), g ( p) and energiescp, and cp,

respectively. It is interesting to observe tha #bove mechanism, involving the
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occurrence of both real photon operations at alesingplecular center, also has
counterparts for the optically induced pair for€&8:*® However in the latter case
the dipole moments corresponding to those in egug®.19) are static, which in
the context of the present work, addressing isatropolecules, are zero. In
LARET, the moments are associated with transitiolds, and such terms persist

even for non-polar molecules.

2.2 Dynamic Behaviour

Intermolecular interactions are most widely und®ydtin connection with systems
in which molecules reside in their electronic growtates, a reasonable assumption
when the system is in ambient conditions, and elactally excited state
populations are vanishingly small. Here, howewves,focus upon effects that are
uniquely exhibited by systems in which additionigcéronic energy is present, as a
result of photoexcitation for example. The natwk interactions between
electrically neutral molecules certainly varies@ading to their electronic state, and
those interactions are clearly subject to changanduhe course of absorption and

RET 13-16,31

2.2.1 Effect of Electronic Excitation and Energwiisfer

Whilst the dispersion potential for a single doacceptor interaction is defined by

equation (2.11), an ensemble of pairs incorporatingors and acceptors of any
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electronic state, generates an effective systemageepair potentiaAE , expressed

as:

w* (A | (B) (2.21)

In the first summation on the right-hand side ofi&ipn (2.21),N* and N° are the

fractional populations of donors in staeand acceptors in state respectively,

whose explicit time-dependences produce dynamftadtts on AE as will emerge
from subsequent population modeling in Section22.2T'he second summation in
equation (2.21) is taken over donor and acceptdecntar states, each molecule

being treated as a three-level system to refleatibst prominent optical features.

For the generic state labels we ha\AE{O,a,aD} and SD{O,,B,,BD} , perturbation
theory precluding the combinatioa =r and b=s. The higher energy states

A”and B are included as representatives of unpopulatediyabi electronic
states. The physical significance of the differfemins that arise for the summed
interactions in equation (2.21) is that the enatggominator can, according to the
pair states for which it is evaluated, yield a rnegaresult. Bearing in mind the
sign at the front of the expression and the ovelgtlendence on an inverse power
of R, it transpires that the potential in such case®nger describes an attractive

force as by contrast is always the case for nentodécules.
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2.2.2 Time-dependent System

Represented within Figure 2.8, a sequence of phgtpal interactions engaging
the ensemble pairs is used to evaluate the timkdegopopulationsN® and N°,
subsequently to be used in determining temporalngés in the ensemble

dispersion as a result of energy transfer.

A } B°
“Ia il
VR

A B

Figure 2.8Jablonski diagram illustrating relevant photophgbfrocesses for a dynamic system.
Excitation ofA is inferred through the diagram but the initiatiation input is deliberately withheld
from the figure. After excitation of the donoretmput plays no further role in subsequent

photophysical processes.
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The initial state preparation is effected by atiahiexcitation of donor molecules
through the absorption of light that is resonarthwine donor but not the acceptor.
The donor excitation leads to a population of ediwibrational levels, denoted by
dagger superscript, of the electronic excited sfite Whilst laser excitation might
result in localized movement as a result of radrapressure, such movement can
be ignored in the following calculations, such thayond initial excitation, the
input plays no further part in subsequent eventé¢ithout compromising energy
conservation by the system as a whole, an immedatsequence of electronic
excitation is the partial dissipation of electroeitergy through coupling to nuclear
vibrations, the usual process of intramolecularratibnal relaxation (IVR),

assigned the rate constaqy,. In the analysis that follows, it is assumed &R

reaches effective completion prior to relaxatiorttte electronic ground state, the
latter proceeding through a variety of mechanisnatuding spontaneous emission

etc. For simplicity, all such electronic relaxatiprocesses of the donor, with the

exception of RET, are included in a representatate constank? . The separate

rel *

distinction of RET is necessary because energyatigr populates the vibrational
levels of B?. Prior to energy transfer, the preceding IVR wiinerally place the
donor molecule in an energy level where its decafilp has a relatively small
overlap with the red end of any neighboring donafysorption. However, in the
process of RET to a nearby acceptor, a much lapgectral overlap and hence a
significantly larger transfer rate will generallp@y, so that energy transfer to

acceptors will be the dominant process. Moreother,spectroscopic gradieng.

E?°(A)> E°(B), commonly associated with donor-acceptor transfel
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engender a high degree of directed character, shath“backward” transfer of
energy (acceptor to donor) can be ignofedlhe final process undergone by the

system is vibrational and electronic relaxatiortte acceptor. Here, all relaxation

processes are accommodated by the representatveoresstank?, .

Time-resolved changes in the population of theiahiexcited state can be

determined by analysis of all decay routesf6f as shown in Figure 2.8:

V= (K k) N (2.22)

The above differential equation is solved with ithiéal population of A", N (O)

assigned an arbitrary value, such that:

N (0) exp(~t( K2, + keer)) (2.23)

Applying the physically reasonable conditioni’y, > ke.;, N> N’ and
N”(0)=0, the growth of N” is dependent solely on RET from the ground

vibrational state of A”. Furthermore, the time-dependent variation Nf is

represented by the following expression:

%N"} = Kooy N7 = K2, NP, (2.24)

61



In the presence of an auxiliary off-resonant beahe LARET effect can
significantly enhance the rate of donor-acceptoergy transfer compared to

second-order RET. To represent the rate increasecdLARET an additional rate

term, cast in terms of a constakt,..,, is introduced to the kinetics of the donor

molecule. In dealing with a laser pulse of suéfitly short duration,i.e.
comparable to the modeled excited state lifetirttes time-dependent behaviour of

the off-resonant pulse must also be considered. mbdulate the rate constant
Kiarer» @ pUlse shape of the form(t) = seck| « (t—t') ] is adopted wittk being

proportional to the pulse width. The donor exciséate decay, accounting for the

effects of both RET and LARET, is now representgd b

%N” = —(K% + ke +sech [ 4 (t=t) ] kpper) N (2.25)

The corresponding rate of acceptor excitation f®bsws:

d .
EN"} = (keer +s€Ct [ & (t= 1) Tk pger) N = KGN (2.26)

Finally, the optically induced pair forces mustoaltse considered dependent on time
with respect to the operation of the laser pulBg.substitution of equations (2.14)
and (2.16) into equation (2.15), the temporal bejrawf the corresponding

optically induced pair potential is:
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secﬁ[/((t—t')]l o
B o7&, *cR’ a;, NN
b=03
ar 2 ar 2
# (A) # (A)

E( B-ncp E( Brn cp|

(2.27)

g E®(A)-hcp E*( A+hcp

the factor of nine in the denominator arising assalt of isotropic averaging.
2.3 Results
It is envisaged that the donor and acceptor paescaunterpositioned on one-

dimensional arrays separated by a distdRheeross a vacuum or in air, see Figure

2.9.

000000
(=) ) =)

Figure 2.9 One-dimensional array configuration for ensemlgeat-acceptor pairs
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To quantify the dynamically evolving energy flow thin an ensemble, the

fractional populationsN® and N are first determined from equations (2.25) and
(2.26). From this data, numerical results for glgstem energy are calculated from
equation (2.21). Expected fluctuations in ensemdéhergy are subsequently

quantified in comparison to an optically inducedr gatential as represented by

equation (2.27).

2.3.1 Excited State Population Analysis

Since it is only necessary to consider relative ytatpons when addressing the

temporal form of the intermolecular potentials,aahitrary initial value of unity has

been assigned tdN“ (0). Importantly, this does not necessarily signifyiaitial

fully populated electronic excited state. Threesgilole experimental setups are
considered, the results of the excited state ptipulanalyses presented as Figures

2.10to 2.12:

The first setup, results of which are illustratadrigure 2.10, represents a “control”
experiment whereby no energy transfer occurs betwieaor and acceptor arrays.

The result establishes that the excited statanfitetof the donor, whose decay is

a
rel ?

attributed only to relaxation processes incorpatatéhin k7 , is set arbitrarily to

approximately 3 ns. Since the excited stat®” is populated only through the

process of RET fromA, N’ remains zero.
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Time/ ns

Figure 2.10Donor excited state population for first model geituwhich no RET occurs

In the second setup, it is assumed that there Saffeciently strong short-range
interaction between each donor and acceptor tleagldcttronic state decay kinetics

will be primarily determined by fast energy transf@he dominant decay process
for A" is RET, as is always the case for donor-accepaas ithin the Forster
radius. Under such conditions, the excited stédetirhe of the donor is, as
expected, appreciably shortened; the results pedran Figure 2.11 indicating an
approximate 60% reduction in the lifetime. In ti&da terms, N” reaches a
maximum value of roughly 50% of the initial popudet of A" well within 1 ns of
the initial donor decay, the rate of excited acoepiecay determined bl?, is set

a
rel *

equal tok
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Figure 2.11Blue data lines indicate donor and acceptor exatatk populations for second model
setup in which RET occurs. For comparison, blaatiadine represents donor excited state

population as presented in Figure 2.10

The final setup is identical to the second with élxeeption of the introduction of a
pulse of off-resonant energy during the decay efAth state. The LARET input,
off-resonant at a wavelength of 500 nm, is repriesk@as having an intensity of
5x10° W m?and a duration of 100 ps (full width at half maximy delivered to
the system with a delay of approximately 300 peraititial donor excitation.
Supported by recent theoretical reports on the LAREect, an improvement in

energy transfer efficiency of 50% is modeled.
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Figure 2.12Red data lines indicate donor and acceptor exsttae populations for third model
setup in which RET and LARET occur. Blue datadimepresent donor and acceptor excited state
populations as presented in Figure 2.11 for corspariGrey lines portray modeled off-resonant

laser pulse.

2.3.2 System Energy Calculations

In the subsequent determination of numerical redolit the system energy, from
equations (2.21) and (2.27), the transition dipoEmentsx™ (A) and 4*(B) are
set as 2 D, and the donor—acceptor intermoleculstartce as 1.0 nm. The

transition energies toA” and A7, from A° are chosen to correspond with

wavelengths of 300 nm and 350 nm respectively. drognergies are utilised for

the transitions fromB° to B’ and B?, associated with wavelengths of 400 nm and
450 nm accordingly. By substitution of this datéoiequation (2.11), the system

energy for the initial interaction between grourtdtes donors and acceptors is

calculated as being-1.2x10* J; noting that this negative value, and again the
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inverse power dependence on donor-acceptor separdgtermines the interaction

to be attractive in nature.

The ensemble-averaged variation in the donor—ascegatir interaction energy is
now exhibited in Figures 2.13-2.15, each figureoacting for one of the model
setups described in Section 2.3.1.

AE/J

-25
F5x10 7

-5x10

-1x10 "

Figure 2.13Time-resolved, ensemble pair interaction energyifet setup in which no RET occurs

between donor and acceptor units.

At the outset, the interaction energy as portrayeé&igure 2.13 has been increased
to a maximum of approximatelyx10® J by the preceding donor excitation. The
most significant feature of this result is the strange during the donor decay, the
positive energy value duly interpreted as represgna repulsive force between
both donor and acceptor arrays. As the populatibthe donor excited state

decreases, the system returns to the equilibrivoungl state condition.
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Figure 2.14Blue data line indicates time-resolved, ensembieipieraction energy for second
setup in which RET is observed. For comparisombillack data line represents the interaction

energy for the first experimental setup as preskmté&igure 2.13

Exhibited in Figure 2.14, calculated results argalty similar for the second model

setup, in that the initial increase in donor extigtate population following laser
excitation results in an increase in the interactenergy between donor and
acceptor pairs. SincBl“decreases much more rapidly in this configuratéwing

to efficient RET with the acceptor molecules, tlystem is expected to return to
initial conditions much faster, however the incregspopulation of the donor

excited state is observed to further modify theateacceptor interaction energy.
As N’ approaches a maximum, the interaction energy esaahminimum below

that of the ground state configuration. In ternisassociated forces, the donor-

acceptor arrays are predicted to first separatetlaml draw closer to each other

relative to an equilibrium position, which is thesstored as bottN“ and N# reach

Zero.
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Figure 2.15Red data line indicates time-resolved, ensembleip@raction energy for third setup
where both RET and LARET are observed. For corsparithe blue data line represents results of

the second setup as presented in Figure 2.14

Figure 2.15 shows the ensemble-averaged variatiothe donor—acceptor pair
interaction energy as calculated for the third nha#tup, in which both RET and
LARET feature. The results follow the pattern poesly established for the
second model setup up to the point where the sffirant laser pulse infringes
upon the system. Here, the increased rate of giegsfer effected by the LARET
process results in a higher population of excitetesacceptors, consequently

lowering the interaction energy to a new minimumiriy this time.

As a final result, the time-resolved optical paiery is calculated using equation
(2.27) and the excited state populations determimedSection 2.3.1. For
comparison, this data is plotted together withtthee-resolved results presented in

Figure 2.15.
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Figure 2.16Two plots over different scale axes of dll @rder interaction energies, the green line
incorporates the time-resolved optical pair enavhgre both RET and LARET also feature. For
comparison, blue and red data lines representtsesiuihe second and third experimental setups

respectively, as presented in Figure 2.15

A striking feature of the results presented in Feg@d.16, comparing the relative
significance of the fourth-order interactions, &t optically induced pair forces
appear very much more significant in their effdwrt expected variations in the
donor—acceptor pair interaction energy caused iy B&T and LARET. This may
prove a significant difficulty in experimentally nfying the more subtle variations
in interaction energy offered by the mechanism reérgy transfer. Significantly,
the above results suggest in principle that theraation energy between donor and
acceptor units can be modified by a controllablepptical input, the benefits of

which may be exploited in optomechanical devices.
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2.4 Discussion/Conclusion

Few areas of chemistry are not in some way linkét e underlying operation
and influence of intermolecular forces. In thetvagjority of these areas, where
molecular matter generally resides in its electtajiound state, it is not surprising
to find that the familiar forms of intermoleculaotpntial are commonly adopted
without necessary consideration of electronic staehe aim of this work, by
utilizing a simple time-resolved, dynamic systens bti@erefore been to characterise
changes in intermolecular force that occur on péxatiation, and to illustrate the
practicality of measuring such shifts in energy émde in any multi-component
system. Any variation in intermolecular pair potahtas determined in the present
analysis, must invariably result in a localized mment that to a degree either

closes or expands the distance between any doddtsacounterpart acceptor.

In a system that displays typical RET behaviouecHr calculations based on an
array configuration have exhibited a characterisiechanical response and
recovery, following an initial throughput of a remmt laser pulse. Whilst only a
one-dimensional array system has been consideftes, résults of a more
meaningfully scaled system involving two parallejuare-based arrays, one

comprising donors and the other, acceptors, hasadyr been the focus of

complementary investigation¥™® It is found that for a range &€ values, similar
in magnitude to those determined in Section 2.8t the dispersion force for the

donor-acceptor ensemble model varies in the picablewange. Taken as
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indicators of the feasibility of measurement, thégares are highly encouraging.
With the rapidly ongoing development of techniquesluding atomic force

spectroscopy (AFM), such forces should easily fatb the range of possible
measurement > Whilst it is relatively simple to develop fromethchange in

interaction energy a corresponding ensemble-avdragee, such results can only
be regarded as indicative. The theoretical evalnaif a measurable displacement
remains complex, but it is in principle achievalite any chemical system of

interest, through the deployment of a suitable ol modeling package.

One other area in which the effects described mayepof particular significance is
in the development of micro- and nano-electromeidahrsystems (MEMS and
NEMS). These devices represent a rapidly devetppachnology that is already
being used in sensors and actuators for a variétypplications, including
integrated drug delivery systems and optical scaifié’ In such connections
there is considerable interest in harnessing th@ati@ns in inter-atomic and
intermolecular displacement that can arise as @tres quantum (Casimir force)
effects, forces that become especially prominenbasize of such devices shrinks
down to nanoscale dimensioHsThe results presented above show that the
engagement of energy transfer between the compomersuch devices can offer
additional means for effecting mechanical motionThrough this and by
consideration of the LARET effect, there is a disti possibility of introducing

optical force control over such nanoscale motions.
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Chapter 3 — Resonance Enerqy Transfer in a Dipolefbidden System

In general, the RET interaction between chromophpreceeds through transition
moment coupling between donor and acceptor uritg.far the most commonly
studied interaction is that which occurs betweem w®lectric dipoles (E1-E1
coupling), since the donor decay and acceptor &imit are usually both E1-
allowed. Under such circumstances, any contrilmgt@ssociated with higher-order
electric and magnetic multipolar coupling are comapeely very small.
Specifically, in systems where E1-E1 coupling is pnominent term accounting for
energy transfer, the leading magnetic dipole (Mdgl &lectric quadrupole (E2)
contributions to the observed transition ratesgareerally expected to be smaller by
several orders of magnitudé. The theoretical and experimental study of higher-
order multipole coupling nonetheless becomes rekewa instances where E1
transitions in the donor and/or acceptor are weantrely precluded, the nature of
the coupled transition moments then being depenadergeveral factors including
molecular geometry and symmeff{. Prior to embarking upon a detailed analysis
and in order to highlight the additional factorattltan influence the character of
energy transfer, it is first instructive to congideal systems within which a dipole-

forbidden criterion applies,
One extensively studied example of energy transier,which higher-order

multipole coupling has proven significance, is thy@amic coupling of carotenoid

and chlorophyll, or bacteriochlorophyll, pigmentssaciated with natural light
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harvesting. Carotenoids are unusual chromophardkait, in the photosynthetic

systems in which they operate as donors, optickilyen electronic transitions from
the singlet ground stat&, usually produce a significant population of theotw
lowest energy singlet excited state$, and S,. Transitions to the latter excited
state result from blue/green optical absorptionjlstithe former is indirectly
populated byS, - § internal conversion, a feature best understoodyonmetry
grounds®** Carotenoids are conjugated polyene derivativeskefetal symmetry

C,,, therefore the direct transition betweégg(l1 Aé) and 81(21 Aé) states is E1-
forbidden by parity. On optical excitation t8,, one obvious route for decay is

through the downward, El-allowe8, (11Eﬁ) - %(11 @) transition, potentially

leading to energy transfer to a chlorophyll acceptoHowever, in many

photosynthetic systems, a more significant routedecay is a highly efficient
internal conversion frons,, followed by energy transfer frorf§ . In consequence,

extremely high (approaching 100%) transfer efficiea can be observéd®
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RET

So A 4
Figure 3.1 Simplified energy level diagram portraying possiblectronic transitions for a

carotenoid following optical excitation. For traiens @) and b), blue lines depict the population

of both theS, and § electronic states, the former the result of blueg absorption and the latter,
the result of efficient internal conversion fronetB, state. Relaxational transitions necessary for
RET are depicted by and @), representing th&, - S transition which is E1-allowed and the

El-forbiddenS - § transition respectively.

Whilst the involvement of electron exchange (Dextarechanisms cannot be
ignored, given that the donor and acceptor in uobtosynthetic systems are in

sufficiently close proximity for wavefunction ovag to be significant, transitions
from § may still proceed through higher-order M1 or E2nmemits, both of which

are symmetry allowed.

In explaining all possible energy transfer routestnayed in Figure 3.1, including

the El-allowedSZ(ll Eﬁ) - %(1l ,g\) transition, further complications need to be

addressed. For any separation of the donor andptmcchromophores that is
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comparable to their physical sizes, the ideal @&@@proximation breaks down and
the shape of the molecular charge distribution®imes significant. Recent reports
on carotenoid-chlorophyll energy transfer have eixetl extended-dipole models
such as the transition density cube method, in lwthe total interaction is treated
as a sum of all local interactions observed betwegions of donor and acceptor
transition density:>*?*® Only in cases where the chromophores are suffigi¢ar

apart, that the distributed interactions betweeir tbtomponent transition densities
occur over similar distances, can the total intsoacbetween multipole moments
be considered with regard to an averaged donompgmceeparation. Such caveats

are much less important in the case of smaller cudds.

Moving beyond the context of light absorbing pignsemm plants, another type of
system in which El-forbidden donor-acceptor couplssignificant is afforded by
crystals (or glasses) doped with lanthanide ioisxploiting the unique optical
properties associated with therbitals of these rare-earth materials, energysfiex

between di- and tri-valent ions features in a numbk applications such as
frequency up- and down-conversion, and in an ergeaneethodology for the RET
spectroscopic ruléf™® Whilst a large number of optical transitions ara-earth

ions areE1-forbidden on parity grounds, the local structufehe solid in doped
crystalline materials can play a decisive role etedmining viable pathways for
energy migration. It is widely held that ions lted at crystal sites without
inversion symmetry permit mixing between the endepels of the # and %i-

orbitals. As a result, “forced” E1-allowed tramsits are permitted, which generally
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dominate the contribution of higher-order elect@md magnetic moments.
However, when the lanthanide ions are locatedtas swith inversion symmetry,
forced E1 transitions are typically precluded, autlitional forms of multipolar

interaction are often presumed to octif*

The aim of the present research is to provide dsbts assess the relative
mechanistic significance of different contributiotts the rate of energy transfer,
within a donor-acceptor pair evaluated under thieviong conditions. The system
of study utilizes chromophores that are small e svith respect to donor-acceptor
separation, hence the ideal dipole approximatiddshand the need to develop an
extended multipole model is obviated. Secondlg tholecular system is of
sufficiently high symmetry that the donor decay awcdeptor excitation transitions
are rigorouslyE1-forbidden, but E2-allowed (and potentially M1-aed) To be
concise in the analysis that follows, such a systéthbe referred to as E1-E1l
forbidden, the label signifying that, for exampkel-M1 and M1-E1 coupling are
also both forbidden. Since any transition thaEZallowed is also permitted by
two successive E1 couplings, it is also necessargntertain another, seldom
considered energy transfer mechanism based onoadsecderE1*-EF coupling.
Such a coupling clearly has the potential to featur small molecules and
lanthanide-based energy transfer systems. Spabjfiove shall focus on the
interaction between a pair of centrosymmetric makes; or a pair of ions located in
centrosymmetric sites within a crystal lattice, ttlmplications of which will become

apparent during the following analysis.

81



After extending the theory of RET in Section 3.1accommodate higher-order
multipole coupling, the study will focus upon a gealized donor-acceptor
interaction that accommodates bof#2-E2 and E1*-EFf couplings, allowing
comparisons to be drawn between the two mechanisrhe. former, addressed in
Section 3.1.1, is chosen as a representative dfpuoladr couplings of similar order,
such as E2-M1, M1-E2 and M1-M1. For present pugpdbe couplings that entail
M1 transitions will be disregarded for lucidity @kplanation and in recognition that
in systems of sufficiently high local symmetry, tegém optical transitions will be
E2-allowed and yet rigorously M1-forbidden. Heaed in Section 3.1.2 — where
the theory of ET*-E¥ coupling is presented — the ensuing rate contdhstfor
each form of coupling are derived and representedni experimentally relevant
form by appropriate use of orientational averagin&esults are subsequently

summarised and discussed in Sections 3.2 and 3.3.

3.1 Resonance Energy Transfer in E1-forbidden $ste

In the following comparison between different forofsdonor-acceptor interaction,
the results of calculations are reported in ther-meae limit for a number of
reasons. First, it is a significant feature thaty esystem’s dependence on
chromophore separation changes markedly accorditigetorder of intermolecular
coupling involved. Whilst generally smaller in nmégde thanE1-E1 coupling at
all separations, higher-order multipole interacsiatso diminish much more rapidly

with donor-acceptor distance, being dependent aghehi inverse powers’
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Secondly, energy transfer is usually studied irtesys that satisfy the near-zone
conditions that favor RET; it is within this regintieat radiationless energy transfer
is preferred over all other possible modes of raiax, including fluorescence
decay. Finally, focusing on the near-zone limitiagconsiderably reduces the
complexity of the results, since donor-acceptotatices are small enough that
retardation features can be suppressedhe coupling can be viewed as essentially
instantaneous. In the near-zone analysis thaivisll however, it may be remarked
that the assumption does not compromise the rig@nalysis. On retaining the
fully retarded form of the resonance coupling teasprecisely the same methods

are deployed.

Having already established the theoretical foundafior near-zone, E1-E1 coupled,
RET interactions in Section 2.1.1, the theory isvnexpanded to incorporate
higher-order electric multipole coupling. As prewsly discussed, the leading term

with regard to perturbation theory, contributingthe rate of energy migration is

second-order with respect td, , (5) . The corresponding matrix element is exactly

expressible as the first term of equation (2.1) isnmtbw represented as an expanded

sum over all orders of electric multipole coupling:

M =S ME™, (3.1)

where for exampleM5* and M}, respectively represent the matrix elements

associated with E1-E1 and E1-E2 coupling. As ré&exdhrearlier, whilst magnetic
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counterparts are amenable to the following methdd analysis and the
corresponding calculation is straightforward, theglusion considerably increases
the complexity of the ensuing equations. The piafsprinciples that we shall
establish are perfectly well exhibited by the electerms. Continuing by
substitution of equation (1.8) into the first teoh equation (2.1), followed by a
series of well-documented calculational steps,uidicly a summation over all
virtual photon polarisations and wave-vectors, es&stm in equation (3.1) is

developed into a form concisely expressible afest> >

Mg" = Eﬁ'f’ff (A) E;(TZ'EJO' (B Visad siom ( PR). (3.2)

The electromagnetic interaction betweén and B is described by the retarded
resonance coupling tensM( p, R), whose rank is determined by a sum of the
electric multipole orders of the transitionsAtand B, noting that when bothand

m represent transition dipoles, the above matrixnel® represents an E1-E1
coupling withV ( p, R) expressible exactly as equation (2.3). The efant of the
coupling tensor has previously been developed fiayeneral formula for a number

of transition moment interactions including1-E1l, E1-E2 and E2-E2, with

relevant explicit results exploited latér**

For the development that follows, higher-order pdyation correction terms should
also be considered. Since each such term hasoonacodate paired virtual photon

creation and annihilation events, in order to $atise condition of overall energy
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conservation, these corrections are all of eveerotttie fourth rank being the most
significant. The full RET matrix element is accmgly identical to equation (2.1)

and is presented again for convenience:

Mg, :;<F|Hmr (?|R><R| Ha (£)] 1)

E' —ER) ,
o (FIH ()T Ha (€) (S B (6)] RCR B ),
RS T (EI—ER)(EI—ES)( E - ET) ey
(3.3)

As previously proposedE1 transitions associated with single-quantum energy

transfer betweermA and B are considered either vanishingly small or entirel

precluded, thus the single-photon terms in equdBab) includingM 5*, M5 and

Fl o

MZ™* are disregarded. The leading one-photon procetiseiefore treated as E2-

E2 coupling described bi?Z*. The dominant contribution associated with two-
quantum RET, described by the second term in emudB.3), entails two E1-

allowed transitions at both the donor and acceptamely E1*-EF¥ coupling
described by M,lf,‘lz. Notably, symmetry selection rules impose the esam

conditions for both E2 andEl® transitions. Assuming all higher-order couplings
are of negligible magnitude, the overall matrixnedmt becomes a sum of the first-

and second-order contributions:

My =MZ2+MST (3.4)
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The rate of energy transfer between the systerasstet and|F) is determinable

through Fermi’'s Golden Rule by substitution of @gqra(3.4) into equation (1.12),

the RET rate presented as:

r =22 (|ME 4 2ReM I 4|

zj | (3.5)

; ; ; 2-2pp B-F
where a quantum interaction cross term evolvesienform M7 “M, " . Each of

the contributions in equation (3.5) are now segdyatvaluated.

3.1.1 First-order Quadrupole-quadrupole (E2-E2)fiog

As discussed, first-order energy transfer effedigde2-E2 coupling proceeds by
mediation of a single virtual photon betwe@nand B. The donor decay and

acceptor excitation engage E2 transition momentshwéire now cast specifically
as Q" (A) and Qi°(B). The coupling is illustrated completely by twané-

ordered diagrams, Figures 3ap@nd 3.20), each portraying one of two possible
time-orderings for the interaction. In the caseedr-zone coupling, the interaction

is treated as unretarded, the corresponding siatit duly illustrated by Figure

3.2(0).
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Figure 3.2 All possible time-ordered diagrams for E2-E2 endrgynsfer. The two retarded time

orderings are represented lay &nd ), whilst the near zone, unretarded coupling igrpged by

(©

The matrix element determined from equation (FZxactly expressible as:

O
1

2-2 _
MFI -

(AQX°(BY, ( PR),

(3.6)

featuring a first-order engagement with the nearezdully index symmetric fourth

rank interaction tensory,, ( p,R):

3

Vi (PR)= e e
0

(3.7)

The contribution to the rate of energy transfereapiired by equation (3.5), invokes

the modulus square of equation (3.6), and to reptesonditions in which
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transition moments are randomly oriented, the tesulexpressed following an

isotropic average:
(MET)=(Q (AR (AN (B 8) ¥ ( BR) W B). 39)

where QY (A), QZ?(B) and V. (p.R) signify the complex conjugates of the
parameters featured in equation (3.6). The oriemal averages in equation (3.8)
involve freely rotating the transition moments aftibA and B independently of

each other. The two fourth-rank averages utilize general isotropic tensor

presented previously as equation (1.26) and alei@ea separately, first foA:

30 2 A=A

+3,0,.(=0,,0,, +49,,0

AN =l /\/1 /1/\

(e (Ao (4) =2 A A5 (45 1y ~8udy 5,3,
)

(3.9)

ANt

+0,9; (=081 =348, +43,,0,) |,

which rotationally decouples the donor by referriitg quadrupole tensor
components to a donor-fixed frame denoted by Gmeddscripts. Exploiting the
traceless and index-symmetric properties of elecfuadrupole moments, equation

(3.9) can be recast in the following simplifiedrfar

_ (A
(@ (A ?7(A9>=w(—2%5.1,+340}+3m). (3.10)
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The same method is applied to resolve the rotdtiaverage ofB. The ensuing,

fully averaged result is therefore:

- Q¥ AZQBO BZ
<‘MFI ‘>=‘ ( )‘9(‘)0 ( )‘ (—25”&:]+3c?|q+%¢;) (3.11)

x(_25kI5k’I’ + 35kk’5ll’ + 35kl’5k’l )\/ikjl ( p’R) \_(kjl’ ( pR) :

We observe in passing that the above representati&2-E2 rotational averaging
differs from the form displayed in equation (A12) weference [24], in that
additional terms appear in equation (3.11), speaiff the delta products24,J;.
and -29,9,,. However, in the contraction of equation (3.1ljhwthe E2-E2
interaction tensor and its conjugate, inclusiontledse additional delta products
yield vanishing terms. Both approaches therefeal Ito identical expressions for

the measurable, rotationally averaged rate of gneemsfer between two electric

quadrupoles, succinctly written as:

ey 63,0‘Q0a ( A)‘Z‘QBO( B)‘z
- 51 7,2 R '

(3.12)

3.1.2 Second-order Dipole-dipole 1% Coupling

When considering the interaction over all donoreptor separationsg1*-ET

coupling is properly considered a two-quantum psecee. one in which two
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virtual photons mediate the energy exchange. Thplmg is represented by 12
distinct time-ordered diagrams, an example of whécpresented as Figure 3aj(

However, within the near-zoneE1*-Ef coupling can be described as two
separately occurring, essentially instantaneousractions between donor and
acceptor. The previously stated 12 contributi@nthé energy transfer now contract

to a single representation as in Figure3.3(

| o) i ° ’
P, *(B
4 (A - - - 1 (B)

(A (1) A (8) : s

r e (A == - - K (B)
4 (A)

a 0 a 0

A B A B

Figure 3.3 Time-ordered diagrams of EE1? energy transfer. Figura) portrays one of twelve
possible representations of the full, retardedrattigon. Figurelf) depicts the near zone, unretarded

coupling.

Similar to previous developments discussed in Glragt both the donor and
acceptor transitions progress through a time ialemr which each exists in a
superposition of intermediate states. With refeeeback to equation (3.3) such
intermediate states are addressed through a suomwater both sets of molecular
eigenstatesy and s respectively, these state superpositions beingghted by

inverse energies that represent the offset fronstest@ergy conservation during the

time interval. It emerges that the matrix elen®hE1* -E¥ is expressible as:
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Ma ‘%ﬂ : E‘"(A)IU+E°S(B) PRYLE

sz20 8

, (3.13)

To explain the above restrictions in the sums avands, reference is made to
figure 3.3p). If for example the intermediate stateere allowed to be identical to

the donor excited state configuratiore. r = a, the first photon interaction &
would engage an E1 transition momeuft’ (A), which is in fact the static moment

of the excited state. Such static moments varostcéntrosymmetric molecules
and consequently, only transition moments in wiiod molecular state changes
can be entertained. The inclusion of a singlecsthpole coupling inA would also

require that the molecular decay transition proseéd the other El-interaction.
The overall mechanism would therefore invalidate Bi-forbidden property of the

system under consideration.

The matrix element, equation (3.13) is clearly sekcorder in the E1-E1 interaction
tensor, the general near-zone limit of which hasaaly been presented as equation
(2.4). As previously established by equation (3the isotropically averaged
modulus square of equation (3.13) is required terd@ne the transition rate for a

randomly oriented ensemble:
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V= 3 e (A (A (A ()

r£0,a
s£0 3

(4P (B) &2 (Bl *(B) A (B) N ( PR) W ( PR)  (3.14)
XV, (PR) Y ( pR)( B A+ B 3)_2 :

Separate fourth order rotational averages of bdtlnd B are again utilized, the

result of the former being:

(e (AE (s (A7 (A)=g5(aq 1 (A 515

+8,6, 11, (A)+ 8.4 T5(A),

with the parametersll, (A), TI,(A) and II,(A) representing the following

functions of molecular transition moments A

2

Hl(A)=Z4’ura NOrz_‘ﬂrau{G‘z_‘ﬂaDj@‘z
r20,a

(&)= X we[ | +aure g [ - m® | (3.16)
r£z0,a

Hg(A): Z _'ura2 uOr 2_"ura m0‘2+4‘ﬂa Djm‘z'
r20,a

Repeating the method fd conveys the result of fully averaging over bétland

B, and consequently equation (3.14) can be re-espdes
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(3.17)

wherell, (B), I1,(B) andIl,(B) are analogous to the results in equation (3.16):

- > AT e e
s#0

m,(B)= X ~[wf | +alun { -ju | (3.18)
sz0 3

I1,(B) = z _ Soz‘ﬂﬂsz—‘ywﬂlﬂjz+4‘ﬂ£’[ﬁﬂ rz'
s£0 8

Finally, full contraction of the interaction tensoin equation (3.17), followed by

substitution of this result into equation (3.5)eals the transition rate due to near-

zone EX -E7 coupling as:
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r£0,a
sz20 3

1, (AT, (B) + 201, ( A)TL,(B)+IT,( ATI,( B+ AIT,( B
+IL (A)TL, (B) +211,( AL, (B)( B, ( A+ E( 8) .

(3.19)

3.1.3 Contribution of Quantum Interference

Derivation of the overall energy transfer rate présd in equation (3.5) is

concluded by assessing the contribution of thesetesn, a quantum interference
of the E2-E2 andE?-E® couplings. The cross tertM22M % evolves as a

product of the matrix elements f&1* and E2 coupling as represented by equations

(3.6) and (3.13) respectively, such that:

(mzemz )= (me (A a (AQ™(A)E(Br(8 ¢ 8)

r£0,a
s#0,58

o (PR)V (BR)Y, (R)(E( A+ E( 9).

(3.20)

The rotational average of botA and B is again fourth order in the Cartesian

indices and the former is expressible as:

94



> (m (WA (A (A) =

r20,a

(3.21)

ZO: M ( )/'_1/13(0 )gu(p)(_zdu5”+3dlq+3é¢1-),

once more exploiting the traceless property ofdbadrupole transition moment.
Following the equivalent average &, and contraction of the interaction tensor

terms, the following quantum interference rate dbation emerges:

== 50hn2£ 3R“r§a (A Qi (A (BA5( 4

x(E(A)+E°(B)

(3.22)

Both for the donor and the acceptor, this couptimgrefore depends on an inner
tensor product of transition quadrupole and pairedsition dipole components.
The total donor-acceptor energy transfer rateasstim of equations (3.12), (3.19)

and (3.22).
3.2 Discussion

Whilst E2-E2 coupling has already been determinglinva QED framework, the

EF-Ef mechanism has seldom been considered, perhapsg ovan the

mechanisms’ relatively small contribution for thejority of E1-allowed systems.
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As discussed in the introduction prior to Sectiofi, Zertain criteria need to be
satisfied if such mechanisms are not to be ovetendby other means of energy
transfer; small molecules of reasonably high symyndield in close proximity,

offer one likely arrangement. However, in the esxtof RET in lanthanide-doped

media, specific realizations can already be idetif Insightful work by Chua and
Tannet® has highlighted a small number of specific exampesvhich E2 -EZ
energy migration from théD, states of rare earth dopants might prove sigmifica

one presented case features’Sas the donor within Spferystals. The magnitude
of an exchange interaction contribution could netdscertained, but the results

suggested that the lead contribution for?Senergy transfer is a second-order

ET-ET coupling; the lead first-order interaction is eekd to be a comparatively

weak hexadecapole-hexadecapole (E4-E4) couplitigwas further proposed that
EZ-EF coupling in Sm* doped crystals should be favored by the low-lying

configuration of the4f""5d orbital relative to4f", conducive to the two-step

mechanism by whichtf""5d acts as a populated intermediate. It is notdiaég t

whereas “intermediate” states within the preseQE&® analysis are a consequence
of virtual photon propagation, and they need naresent physically populated
configurations, the positioning of such energy Iswiwes have a significant bearing

on transition rates, warranting further discussion.

Whilst difficult to directly measure without desiph experimentation, the relative

significance of energy transfer via E2-E2 a&tf -EF coupling can be assessed by

comparison of equations (3.12) and (3.19). A kéferknce between the two
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mechanisms is that the higher-order perturbatisaltés shown to be dependent on
the energy difference between ground and interntediates of both the donor and

acceptor. From equation (3.19), the inverse squaependence on

E” (A)+ E*( B) shows that the rate of transition dueBd -EZ is highest when

either there are statesands whose energies are close E§ and E° respectively,
or alternatively when they are close S and E” respectively, the latter condition
established by application of overall energy covesgon, i.e. E*°( A) = E*°( B)
such that E” (A)+ E*(B)= E"( A+ E°( B. More generally, since the
acceptor intermediate state will have a higher gnégvel than the ground state,
EOS(B) will always yield a negative result and the rateEd” -E¥ energy transfer

will therefore be high if E“ (A)= E°(B), with the further condition that

E” (A)> E°(B). The present analysis concludes thatEi®-EX mechanism is

most effective when both intermediate statasds have energy levels between the

ground and excited states of the donor and accepspectively, so that the donor

and acceptor levels directly involved in energysfar,i.e. A* and B, are not the

lowest unoccupied states.

3.3 Conclusion

Working within the near-zone limit, the above as&yhighlights the contributions

of both E2-E2 coupling and the seldom consideredrs#orderE1* -EF coupling.

For both forms of interaction, experimentally memyfiul rate equations are secured
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by the use of orientational averaging and the nm@shas analyzed with reference
to systems in which El-forbidden transitions arencwmnly reported. The total
system energy transfer rate also entails a quaimtarference term. Following a
complete QED analysis, the contribution of eacimfaf coupling is evaluated in
terms of its dependence on chromophore separdiienatter generally proving the
factor most readily amenable to verification by esmental means.The energy

transfer rate for E2-E2 anH1*-E¥ interactions are confirmed to decay wiii'
and R™ dependences, respectively. Because of theirrdiffgpower law indices,
there is a short-range regime, whose extent ignately determined by the
magnitudes of the transition moments, in which bo#tthanisms will have similar
levels of significance and in this case the cressytwith anR™ dependence will
also come into play. It has also been demonstithi@idthe second-ordeET* -EF
coupling will contribute most significantly withisystems that possess suitably

disposed virtual stateonfigurations.

Moving beyond a single donor-acceptor pair inteogct an extension of this
general theory is envisaged in which ensembleshofnsophores are considered.
Ensemble modeling methods can be applied to qyatiié total interaction of a
single donor with a number of acceptors within @egi coordination shell, these
methods being more representative of practical mxpatal applicatiof®?’ As
discussed in Chapter 2, the effects of mountingh bidnors and acceptors as
surface substrates on juxtaposed 1- or 2D lattioedd also be consideré*! Al

directly opposing as well as diagonal chromophateractions between donor and
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acceptor plates could then be determined. As B@HE2 andET -ET transitions
can be significant in lanthanide ions doped in tadystructures, an analysis in
which donor and acceptor chromophores are consttuaithin 3D lattices may
prove insightfuf?*® Such a system may necessarily require additiaeébrs to be
entertained, such as phonon-assisted or spin-fdehidriplet state energy transfer.
Depending on the structure of the lattice environtmand the proximity of
neighboring donor or acceptor chromophores, thesiplesinvolvement of third-
body interactions might also need to be accourtedf® Current results and the
framework in which they presented are robust enotmhsupport any such

modification.
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SECTION 2 — Quantum Electrodynamical Development oRadiation

Induced Fluorescence

The following section, consisting of two chaptardgroduces novel theory and
results relating to radiation induced fluorescencl. laser-based studies of
fluorescence, it is well known that polarisatioatiges of the emission convey
rich information on structural details of the saeypparticularly in condensed
phase molecular media. The character of emisgiom fluorescent species
owes its origin to both the properties of the ingight and the internal

configuration of transitions and molecular energyels. Consequently, the
findings of each chapter are drawn from theordticaletermined electric

polarisation properties of the output signal.

Chapter 4 develops the theory of multiphotoe, two- and three-photon,
induced fluorescence, the application of which atipularly prevalent in
modern research owing primarily to the techniquefgparalleled ability to
deliver high-resolution, three dimensional imagwigheterogeneous samples.
In general terms, the capture of high quality insageds the investigation of
chemically specific information, since fluorescemuensity distributions allow
the determination of the relative location, concatin and structure of specific
molecular speciesn situ. However, the attendant advantages offered by
multiphoton methods include further features thatenas yet received relatively
little attention. For example, detailed informatican be secured on the degree
of chromophore orientational order through poldrigaresolved measurements.

Note that throughout this section, the term “chrphmre” is used to signify a
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molecular component or label that can both absght &nd fluoresce, however,
the term “fluorophore” is equally valid. This chiapreports the equations that
are required for any such investigation. The gananalysis, addressing a
system of chromophores oriented in three dimensiotstermines the
fluorescence signal produced by the linear andineat polarisations that are
induced by one-, two- and three-photon absorptialiewing for any rotational
relaxation. The results indicate that multiphotmnaging can be further
developed as a diagnostic tool, to selectivelyradisoate micro-domains within
a sample that exhibit a degree of orientationatetation. Any such technique
could equally monitor dynamical changes in thisalsed order, perhaps
resulting from a chemical interaction or acting response to an externally

applied stimulus.

The final chapter of this thesis explores a noveVedopment in radiation
induced fluorescence, namely “laser-controlled rhsoence”, a process
whereby the character of fluorescent emission idifieal by a laser controlled,
optically nonlinear input. In operation, a puldeoti-resonant probe laser beam
of sufficient intensity is applied to a system diting fluorescence during the
interval of excited state decay following the ialtexcitation. The result is a
rate of decay that can be controllably modifiede thssociated changes in
fluorescence behaviour affording new, chemicallgesfic information and
novel technological application via all optical sstiing. Chapter 5 investigates
a two-level emission model in the further analysighis process. The results
prove especially relevant in the imaging of phyksisgstems employing

fluorescent markers, these ranging from quantuns dotgreen fluorescence
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protein.  Expressions are presented for the l|asetralled fluorescence
anisotropy exhibited by samples in which the flydrores are randomly
oriented. It is also shown that, in systems williably configured electronic
levels and symmetry properties, fluorescence eomnssan be produced from

energy levels that would normally decay non-raded.
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Chapter 4 — Insight into Chromophore Orientation through Multiphoton

Fluorescence

Polarisation-resolved measurements afford key mé&ion on molecular structure,
and the degree or extent of local orientationalentd The elucidation of such
information is widely exploited in fluorescence ignag, where the objective to
secure quality, three-dimensionally resolved imagesipplemented by a scope to
accurately distinguish the location, concentratiand structure of specific
chromophore€® In connection with conventional (single-photoi)ofescence,
such principles are well known and widely appliectogs a diverse range of
physical systems. Numerous studies have focusedoafined, highly ordered
materials where chromophores are held in crystaBimuctures, or samples such as
cell membranes, molecular films or fiber, whereytlaee less rigidly bound to a
physical matrixX™*® In such instances, the rotational freedom oftéingeted species
is commonly restricted, enforcing a degree of daganal order relative to the
external structure. Whereas polarisation-derivedrmation is often restricted to
two spatial dimensions, the determination of thateeensional orientation can also
be explored® Numerous investigations have extended the scépaah studies
into the single-molecule regime, to elucidate infation that is obscured in

ensemble studigg:**

An ever-increasing number of studies now explog @dvantages inherent in

multiphoton excitation. Experimental applicatioase particularly prevalent in
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biological studies, where they afford a capabilior imaging to sub-cellular
resolution, with limited photodamage, and withouty aneed to suppress light
scattering>?! One of the most appealing features of multiphétaluced imaging

is its adaptability, and the fact that the assedanstrumentation is also often well
suited to additional means of sample interrogationCommonly used,

complementary modes of measurement include secamddmic generation, sum-
frequency generation, coherent anti-Stokes Ramaattesing, and Raman
spectroscopy, all of which are frequently combinegith two-photon

fluorescencé®?*  Whilst three-photon microscopy in particular Hasen less

commonly studied than its two-photon counterpdrtisirecognized that image
contrast can be enhanced as the number of concgfiedon interactions
increase$>?® The incorporation of additional techniques camnpethe visual

sectioning of specific molecular domains within lbuhaterial, expanding the
potential for applying multiphoton imaging as a ltao structural diagnostics.
Nonetheless, securing all of the orientational nmfation that is latent in
multiphoton fluorescence is technically demandirgnd at present it is
compromised by the lack of a complete understandinggrtainly in the case of
three-photon excitation studies — of how the pe&ion response from a fully
disordered system relates to the detailed electrproperties of the constituent

chromophores.

This chapter presents the results of an investigafiming to secure a robust,

thorough and comprehensive representation of tlerdscence polarisation
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properties generated in response to one-, two- taneke-photon excitation of
molecular chromophores. The single-photon casecisded both as a means of
introducing the theoretical formalism, and to hedficit patterns of response
between the different orders, established subsdiguenAlthough two-photon
studies are more common, the selection rules fa@etbhoton excitation offer the
possibility of access to states that are not amenét one- or two-photon
excitation?®' Results established by means of an isotropimti®nal average
determine the induced fluorescence response gedevathin a fully disordered
molecular environment, meaning a complete systanmmioro-domains within a
complete system, in which all chromophores are oang oriented in three
dimensions. It can be anticipated that the averagsults will prove their value in
determining the random orientation limit of a dynaspectrum, providing a means
by which multiphoton imaging can be further develdgo monitor and quantify
variations in chromophore orientation. In a systeith some orientational order,
for example one that is undergoing a chemical ological function, or responding
to a controlled external stimulus, the extent oWvidgon in the fluorescence
response, compared to that expected from an isotsgmple, will quantifiably

register the degree of order.

In Section 4.1, essential details relating to theotetical representation of one-,
two- and three-photon induced fluorescence arebksti@d, casting the output
signals in terms of their associated electric psédéion and molecular transition

moment properties through standard methods of QBMDilst the general methods
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have already been established, orientational awveyggocedures are detailed in
Section 4.2, the results of which define the fuliyordered limits of both the single
and multiphoton fluorescence processes. The dsalggquires implementation of
fourth-, sixth- and eighth-rank tensor averafféd. The complexity of the

averaging procedure escalates rapidly with theoterenk, and it is not surprising
that eighth rank averaging has rarely been utilizeaving only recently been
deployed in the context of laser-controlled flucerge®® The significance,

patterns and applications of these results areisssdl in Section 4.3.

4.1 Multiphoton Fluorescence

To approach the key polarisation issues, it is @ppate to begin with a
representation of the optical process in its etytireubsuming the single- or multi-
photon absorption of laser input, and the emissibfluorescent radiation. Each
stage occurs with an efficiency that is determifgdthe strength of coupling
between the ground and relevant excited electrievels. As implemented in
previous chapters, the coupling is described tHroogtrix elements that feature
component values of the relevant transition dipaied multiphoton tensors. The
process efficiency, once more determined by Fermille, is in each case
proportional to the modulus square of such matiements, noting that the
excitation and emission events will be treated asually independent, since in
practice they occur in a step-wise fashion. Farpuposes we shall assume the

validity of a Born-Oppenheimer separation of waweftions and focus upon
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electronic transitions; the corresponding vibragiornergies are generally small
compared to the electronic state energy differenédso we assume a development
through molecular states that is typically assedatith electric dipole transitions;
the contribution from both magnetic and higher ordgdectric contributions
throughout this chapter is deemed insignificanthe theory that follows will
provide a means for interrogating the extent ofaelation between the transition
moments associated with absorption and emissiq@ecific attention will be given
to the extent to which fluorescence retains a toeality of polarisation from the

initial excitation.

To achieve fluorescence intensity results amen@béxperimental application, the
output fluorescence signal?) (¢), is defined as a function of the experimentally
controllable angle between the polarisation veabthe incident light and the
resolved polarisation of the emissiop, and it can be cast in general terms of the
separate matrix elements fof' order multiphoton absorption and single-photon
emission, namelyM () (£) and M, (£) respectively. Our representation allows
the possibility for excited state processes suchntsnal conversion, hindered
rotation, rotational diffusion, intramolecular egertransfer etc. to intervene
between the excitation and radiative decay. Adgpkabels O ands to denote the

molecular ground and initially excited energy leyehnd a for the level from

which emission occurs, the intensity of fluoreseeoan be cast as follows:
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The fluorescence signal in equation (4.1) is thargrpyed in terms of the physically

separable efficiencies of the absorption and epnsgrocesses; the constant of

proportionality K™ is itself dependent on experimental parametersidintg the

n" power of the mean laser irradiance, and the deafre® order coherenc®. To
assess the relationship betweléﬂ and ¢ for a fully disordered system in which

molecular chromophores, or more specifically thengition moments associated
with multiphoton absorption and single photon eiissare randomly oriented
relative to the input propagation, the angular ket in equation (4.1) are again
implemented in terms of an orientational averagjest, to determine the results for
one-, two- and three-photon induced fluorescertids,necessary to define the form
of all associated matrix elements. Each is derbgdtandard methods, with the
underlying principles introduced in a detailed dgdon of single-photon induced

fluorescence that follows.

4.1.1 One-photon Induced Fluorescence

It is expedient to concisely review the simpleamiliar case of one-photon induced
fluorescence, as it establishes the methods to deel dor the more intricate
multiphoton cases that follow. Theory for the s of single-photon induced

fluorescence is characterized by the developmentofdistinct matter-radiation
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interactions. The first describes the optical &tmn of a chromophore by single-
photon absorption, inducing an electronic transitivom the ground to an
accessible excited state configuration. The sedotetaction entails molecular
relaxation and photon emission, usually returning ¢hromophore to its ground
electronic state. For the complete process ofphregon induced fluorescence, the

initial, intermediate and final system states arestdescribed as:

[1)=]&%m(p,A)),

|A) = E”;(m-l)(p,/‘)% (4.2)
|A)=]ém0(p ),

|F)=| &%, A)),

Noting that the transition betweefi) and |F) progresses through two real,

physically identifiable intermediate statg#) and |A) — the latter allowed to

differ by accommodating any ultrafast intramoleculkadistribution processes that
might precede emission, such relaxation typicalgnifest in a Stokes shift. To

clarify, p and A respectively represent the wave-vectors and aitons of the
input beam, distinct fromp’ and A" which serve as properties of the output

fluorescence. The input mode conveyphotons within a quantization volume that

encloses the absorbing chromophore. For simplibiystate of the optical output

mode is omitted from the state descriptions|b)f and |A> because that mode

suffers no change in the intervening (absorpticadition; equally the state of the
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input beam, thereafter unchanged, is omitted frioendesignations dfA’) and|F)

as their coupling only concerns the fluorescendpuu

Initial Absorption The initial photon absorption drives evolution beém the

system state$l) and |A) of equation (4.2), the photon promoting an elettro

transition between molecular staté§ and &”. The required matrix element
utilizes first-order perturbation theory and is ided following substitution of
equation (1.9) into equation (1.15), whege=1. The substitution deploys the

photon annihilation operator within the interactittamiltonian, the resulting

matrix element for one-photon absorption followasg

1

;(Ziﬂ D (p) 15 () exp(ipR;). (4.3)

Single-Photon Emission The emission engages electronic decay of théteekc

chromophore and creation of a single photon intowacuum radiation field, the

process expressed by equation (4.2) as a tran&iéitweeen system stat{aA’} and

|F). The matrix element now engages the photon oreatperator in equation

(1.5), giving:

M (P)u (&) exe(-ip' ;). (4.4)
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On substitution of the derived matrix elements both absorption and emission
into equation (4.1), a complete expression for glgmal output following single

photon excitation emerges:

> ([ e ¢ yrou g m)> (4.5)

AN

10 () =K
$p

where the modulus squares of equations (4.3) add ltdve been employed and the

product of parameters within the parentheses df eatrix element is incorporated
into the proportionality constanK®. Starting above and continuing for all

relevant expressions to follow, a number of laliettuding the wave-vectorép)

and (p') of the electric polarisation terms, as well as tielecule identity(¢)

associated with the dipole transition moments, haeen suppressed for clarity.
For additional convenience, in the orientationatéraging procedure to be utilized
in Section 4.2, a new notation is now introducedvhich the products of the unit
electric polarisation vectors, and those of theeamalar transition moments, are

each incorporated into second rank tensors asaisilo

10(9) =K% > (S TT) (4.6)
&p

AN
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where specifically S, and § denote €”)(p)g"(p) and 8" (p) e (p).
Likewise, the molecular transition moment produdescribed byT, and 'T”

correspond tou”° (&) 1 (&) and 7"°(&) @™ (£). In these examples, and in all

subsequent applications of this notation presemetis chapter, the last index in
the electric polarisation and molecular transitiensors relates to photon emission.
Equation (4.6) thus expresses a result that emiyracethe term within angular
brackets, the angular disposition of the chromoghtransition moments with
respect to the input and output polarisation vectdn a rigidly oriented system, by

forgoing the orientational average the result wathids exhibit a dependence on

cosn cody, wherer is the angle between the absorption moment andhphet
polarisation, y that between the emission moment and the fluorescen

polarisation.

4.1.2 Two-photon Induced Fluorescence

Two-photon induced fluorescence is characterizedthey development of three
distinct matter-radiation interactions, specifigalhe concerted absorption of two
photons followed by one-photon emission. The ahitintermediate and final

system states are defined as:
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1) =[&%m(p.A)),
[B)=[¢";(m=2)(p.1)),
[B)=|¢:0(p'A)),
[F)=[¢%a(p A1),

(4.7)

First, we focus on the matrix element for the tvwm{on transition betwee|r|> and

B)-

Two-Photon Absorptian The acquisition of two photon energies by the
chromophore in its excitation to leve]”, leads to a system stat®). The
associated matrix element entails a progressioaugfir a virtual intermediate
system statef:R}, in which one photon has been annihilated andcckinemophore,

lacking a resonant level to match the photon eneigyaccordingly in a

superposition of virtual molecular statés.

1y=|m(p.4).
IR) = Er;(m—l)(p,)l)>, (4.8)
[B)=|¢":(m=2)(p.1))

Any energy non-conserving stallR} can be sustained as long as it is allowed by

the time-energy uncertainty principle and this \agiain be reflected in a weighting

factor, varying with the inverse of the mismatcterggy. The necessary second-
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order matrix element describing the transition leem{1) and|B) through|R) is
derived by substitution of equation (1.9) into dtua (1.15), whereg =2, noting
that the initial and evolved intermediate systenergies are E°+nvicp and

E" +(m-1) 7 cp respectively:

M2 (&)= ngzz(zhm ¢ 2,2( B +nch (WU +u i) (4.9)
Here, the quantization volume initially containg tthromophore and two photons
of the incident radiation, the factor of}? E[m( m—1)]y2 correspondingly arises
from the successive operations of the photon alamibm operator. The above
expression exploits the symmetry of the electriapsation termsg'”) ( p) q(”) (p)

with respect to exchange of the indideandj. Similar to theory presented in
Chapter 2, the two dipole product contributionsequation (4.9) relate to each of
the possible time-orderings in which the two, itidguishable input photons can be

annihilated, noting that the factor &fis introduced to preclude over-counting. The

above two-photon absorption matrix element can Haugresented as:

M (f)=z(”ff“'°je g (4.10)

2NV
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where, in the above expression, bracketed subscdphote symmetry in the

enclosed indices. The second rank molecular rwommsom( is defined as:

a) :%Z(EO’ +hep) (W i+ 1 4 ), (4.11)

being a specific implementation of a more geneoainila presented earlier as

equation (2.14).

Full process Returning to equation (4.4), the matrix elemémt one-photon
emission is now deployed, and substitution of #md equation (4.10) into equation
(4.1) determines the two-photon induced fluoreseesignal. In the following
expression the proportionality constaikit? contains a factom,, which in general
conveys a quadratic dependence on the intensitywaich is also a function of the

photon statistics of the input bedmThus, the following expression is derived:

(D) =KD Y (Sux S T Tn (4.12)

& oppAA

here expressing the electric vector and molecuarsition moment products as

third rank tensors such th&;, and §;, correspond e (p) ™ (p) 8" (p)

and 8" (p)a™ (p) &™) (p), whilst Ty and 1T(ij)k signify at’ (£) 4 (¢) and

ai (&) @ (&) respectively. In this case, for an oriented samtle dependence
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on emission angle is agatos y. However the dependence on input polarisation
is considerably more intricate, being determinedabweighted combination of
cos functions for each angle between the input pains vector and one of a

selection of transition momenisg. 4, u'°, for each levet.

4.1.3 Three-photon Induced Fluorescence

For three-photon induced fluorescence, the iniiratiermediate excited and final

system states are:

[1)=[¢%m(p.A)),

C) (m‘3)(PJ')>'

c)=[¢°:0(p A7),

|F) “5 A(p.A)). (4.13)

There are four photon-matter interactions, one biclwv is one-photon emission,

again characterized by equation (4.4).

Three-Photon Absorption For the three-photon transition betwe|er) and |C>

there are two distinct virtual intermediate sysmates,| R} and |S> as follows:
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1) =[&%m(p.A)),

Ry =[¢"(m-1)(p.A)). @10
[S)=|¢%(m=2)(p.A),

[C)=|¢":(m=3)(p.A)).-

Utilising the above conditions, the three-photortrmaelement emerges following

substitution of equation (1.9) into equation (1.ereq =3, such that:

M3 (€)= —m’fiz( P jzew g gZY (€ +n o E+2n of’

o\ 26V

vs,,st, 0

X(Mvsﬂjerro +MVS/'4<3r/'ljr0+/ujVSM er(ro_'_,uj U ;q

vs ,,sr,,r0 vs,,sr,, 10

UL ).

(4.15)

the factor of ¢ again to offset over-counting. In terms of radiatquanta,V
initially ~ contains  three  photons of the input light therefore
mi? =[ m( m-1)( rr°r2)]y2 as a result of the three successive operationtheof

photon annihilation operator. The above resutt lsa recast in terms of a third

rank molecular response tensﬁgjﬁ), being a specific implementation of equation

(2.20), the former defined as:

) 1 ; - Vs, ,Sr,,r VS,,sr,,r
B :EZ,S“[(EO +hcp)(E°5+2hc@] 1(,Ui I (4.16)

+ﬂjVSMer<ro +ﬂ;jsﬂksrllir0+MSMS;L1]~M+MVSAIJS% IO).
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Full process The fluorescence due to three-photon excitationnoam be presented

as:

I (f|3u) (¢) =K (3)§ Z <S(ijk)l §mno) p Tijk)lenc) p>’ (417)

p,pAA

where K@ subsumes a factan, = g®nt, conveying a cubic dependence on the

input beam intensity and a linear dependence ondé&gree of third order

coherencé’® In equation (4.17), the electric polarisation andlecular transition

moments are described in terms of fourth rank tensehere Stijk)l and §(ijk)l
respectively represent e (p) €™ (p) " (p)#" (P) and
§”(p)g" (p)€" (p) £'(p), whilst T, and T, correspond to

,B(ﬁjg)(f)ylo”(f) and ,E’(i”jg)(f)ﬁlo”(f), the final index of each again being
associated with the one-photon emission. Whileinldex | andp contractions in

equation (4.17) associated with the molecular iavis T, and 'F(mno)p would

again deliver thecos y factor for a rigid sample, the orientation reletito the
input polarisation depends on a multitude of anglesrresponding to the

orientations of the transition momemnt§®, #*, u'°, summed over statesands.
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4.2 Rotational Averaging of Single- and Multiphotelnorescence Signals

Before the implementation of a rotational averatjes general results for the
fluorescence output in one-, two- and three-phatdnced systems, represented by
equations (4.6), (4.12) and (4.17) respectivelg, aplicable to systems in which
the responsible chromophores have arbitrary oftiens with respect to
experimentally determined input and detection @pnfations. As such, these
results are directly applicable to all ordered <Saspin which individual
chromophores are held in a fixed orientation, drecd comprising domains with
significant local orientational correlations. Tddaess substantially less ordered
systems it is expedient to secure correspondingltsefor an opposite extreme,
namely systems of completely random orientatiom tfiis end, the above results
are now subjected to an orientational averagingopm. One-photon induced
fluorescence is addressed first, highlighting pdaces within the method in detalil,
although the simplicity of this case belies thensigantly greater technical
complexity in securing results for the higher-ordeteractions. The latter
calculations are extremely complex, and in the adstaree-photon fluorescence
they are only viable by the use of the specialired,widely familiar techniques, as

reported below.
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4.2.1 Orientational Average for One-photon InduEkdrescence

From equation (4.6), the one-photon induced flumrese signal exhibits an
implicit sum over four separate Cartesian indicesch of which are known to
assumex, y or z values with respect to a chosen frame. The esu# resolved
through fourth-rank orientational averaging. Sumisiag the procedure first
outlined in Chapter 1, the molecular and radiattomponents of the system are

first uncoupled by assigning to the latter a labmnafixed frame of reference,

denoted by Latin indices. The molecular transitiwoments withinT, and T, are

similarly referred to a molecule-fixed frame, ladlby Greek indices, and the

output signal is re-expressed:

(4.18)

where the molecular and radiation reference fraanedinked through the product
of direction cosines between the frame axes, repted within the angular

brackets. As the only parameters of equation J4tA8t are now dependent on

molecular orientation, the orientational averagienislemented ovefﬁmﬁmékvﬁ,g>,

the general result for which is presented as egudli.26). The inherent Kronecker
delta functions operate on the molecular and restigensors featured in equation

(4.18), for exampled, g, effects tensor contractions in the radiation framvih
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SJQ yielding S, §.. All of the ensuing results are then expressibléerms of

scalar products between input and output poladsattomponents. In the
commonly utilized deployment of plane-polarisedunfaser light, the polarisation
vectors are real and the scalar product of two rgalion vectors is concisely

summarized by:

(é)(A) (2

" =5, +(1-8,,)cosp . (4.19)

the angleg having already been established as that betweemput and output

polarisation vectors. The final result for theeotiationally averaged single-photon

induced fluorescence output emerges in termg ak:

K(l) — = T
|0 (9)= EZ;’ p,pZ,A:,A' |:(TMT/1,U * T )(?’CO52 ¢ :D _( I -I;#) (4.20)

incorporating three molecular invariants, T,

o DT, andT, T, . For this case

Au At
of one-photon induced fluorescence, it is furthesgible to express the molecular

tensors in equation (4.20) relative to the magmitwd the molecular transition

momentsu’® and #**, and the angle between thep, such that:
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KO
| i ([‘4 ['B])_g_zg:p’pM (4.21)

[(3co :)( 200%,6’)— @ cop- )%

=|w 20032,8, andT, T,

where the |dent|t|es'l'MT =T, T =

U

00‘2

apply. Resolving equation (4.21) for fluorescencemponents parallel or

‘”Oa

perpendicular to the input polarisation leads ® fdumiliar degree of fluorescence

anisotropy for a randomly oriented sample, Spediffc
r=(1,-1,)/(1,+21.) = (3cog - ) .** The equivalent, general results for

two- and three-photon induced fluorescence, derivethe following, have not

been determined before.

4.2.2 Orientational Average for Two-photon Induéddorescence

The established averaging methods are now apmiedjuation (4.12) for the two-
photon induced fluorescence output, decouplingnibéecular and radiation frames

as before:

ﬂU( ) Z S(ij)kSIm)n T/l,u)vj—m) <€ E E Klagmrgnp> (422)

& pp AL

Delivery of the result now requires the implemeotaif a sixth-rank orientational

average, the general form of which is presentezhasation (1.27). It transpires that
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the fluorescence signal is now generally expresdiblterms of fifteen molecular

invariants (terms contracting and T tensors)which are distinct, though generally

they are not all linearly independent:

flu z |:( T(/\/\ /l,u /\ -'(-uv v
f p.pAA
W Yoo * T Ton* T Ton * T Bone* B Tv - (4.23)
T T+ T T + T T * T T ) (308 - 3

2T To* T Tan * To Ty ) (2008 9 3]

Each of the above molecular invariants is a scabgoressing one particular aspect
of the overall propensity of the chromophore toegate two-photon fluorescence.
Each is expressible as a sum of four separate tentaling specific transition

moments, for example:

Ty = Ak T
:EZ[(EO’ +hep)( EY +1 cr)] (0w 1S (4.24)

LTI+ e R B 1 T )

T

(A

in which the state labels and i identify two virtual states which must be allowed
to be different, since each appears in a sepavate s'These summations preclude
factorizing out the absorption and emission tramsitmoments, without further

assumptions that would compromise the generalitthefresult. It is, however,
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possible to re-define equation (4.23) in a morecmform by considering index

symmetry properties, since a number of the invésiaare equal, for example
Ty Ve * T Lo * Tt Tvge ™ Towe fopr =4 T fpo - I CONSequence, the

15 molecular invariants in equation (4.23) reducpist 4 distinct terms:

K(Z)
1(9)=155 4 ppz“[(ZT(M)yT( g0+ 4T T ) (3080~ )

(T( T 2T T )(200§¢— 3] (4.25)

Despite the simple form of equation (4.25), it ddobe remembered that each
invariant is in fact a sum of distinct productscomponents of the tensoy since in
each case the Cartesian indideg/ andv can each take, y or z values. Moreover,
each of those tensor components is in general rdeted by combinations of
transition moments that involve a tier of internadilevelsr, that tier being in
principle of unlimited extent. The experimentatetenination of these individual
parameters is impossible, because the above gswiides for no more than two
linearly independent polarisation measurements.rebieer, calculational methods
cannot assist, since even the most sophisticatdecmiar software cannot usually
secure the necessary convergence in the sums tates,even for relatively small
molecules. However, there is sufficient inforroatin the result of equation (4.25)
to yield physically meaningful interpretations,vaidl be shown in the discussion in
Section 4.3. The value of the present methodllsmstre evident in the following

three-photon case. Although the procedure for ragguthe following result is
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significantly more complex, it does in fact producencisely expressible and

tractable results.

4.2.3 Orientational Average for Three-photon IndLERIOrescence

The orientationally averaged output signal for éaplioton induced fluorescence is

now considered, beginning with a re-expressiomoidéon (4.17) as:

I $|3u) (¢) =K (3); S(ijk)l _§mno) p -!-/],uv)o'j;pﬂ)l] <£M£j;1£kvgla£mr£np£ onﬁ p7> '

p,pAA

(4.26)

requiring an eighth-rank average. In contrast lte fourth and sixth rank

orientational averages already utilized, the gdnéoam of the eighth-rank

expression, specifically applied a(%(il/kvﬂ 0000 > is rarely reported

le*mr* npt o m
owing to the extreme complexity in presenting aedotving the matrix result.
However, following the same methodology, a geneesult has now been
determined in which the three-photon induced flaoemce signal is described in
terms of 105 molecular invariants. In order toserg a more manageable result, it
IS necessary to again exploit the index-symmetripeh of the molecular tensors,
allowing the output signal then to be expressedimmare simply in terms of just 5

unique molecular invariants:
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K@ _ _ —
I $I3u) (¢) = E Z |:(3T(/]/\/1)/J-I-(VVU)U + 6T(M,u)v -Iz,uva)a + 6-|(-/\uv)/\ -'(-uva)a)
¢ op

pPAA

(3008 0= 3= ( S Tocon * Do Tare)( 305~ W

(4.27)

Each invariant, again comprises a sum of tensopooent products. As with two-
photon induced fluorescence, the inherent summati@n accessible intermediate
states, in this case, 7, s and §, precludes further simplification of equation

(4.27).

4.3 Discussion

A striking feature of the equations determining hoaingle- and multiphoton
fluorescence response, namely equations (4.2®5)4nd (4.27), is that they all
prove to be expressible in a relatively simple,egenform. In fact, the multiphoton
fluorescence output associated with randomly disgpposhromophores can be

described through the following formula:

> [/\(“’ (3co§ Y- ])—Y‘”)(n codp—(n+ )])} (4.28)

p,p'A.A

10(0) =Ky
é

with both A™ and Y™ representable as a sum of distinct molecular iauts, the

former featuring as a coefficient of the seconddrelye polynomia(3co§ Q- ])
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characteristic of time-resolved fluorescence angyt There is no angle at which
the Y term can be made to vanish. However, under “maggie” conditions

where @ is 54.7° the A" terms do disappear, so that the corresponding

measurement should enable the identification,ast lim relative terms, of" .

To proceed with the more general case, it is helpfeast the above expression in

the form:

W (9) =KL ¥ [n+1-y+(3y-n)cosg] (4.29)
é

p.p'AA

where K'™ =Ky y=AO/y(Y  The latter parameter is a scalar that

characterises the relative values of the moledulaariant groupings in equations
(4.20), (4.25) and (4.27). Although the preciséugaof y will depend on the

component values of the transition tensors, it lsarshown thay is positive and

limited to an upper bound dfn+1). The graphs of Figures 4.1-4.3 exhibit the
functional form of the fluorescence polarisatioar bne-, two- and three-photon

induced fluorescence, over the ranffe< ¢<772), the behavior over the next

quadrant being a mirror image in the ordinate axeach case.
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2.5 1

1.5 4

0.5 -

Figure 4.1 The relative angular disposition of polarisatiarfluorescence produced by single-
photon absorptionjn :1) . The blue, red and black curves correspond/t030.1, 3/n=1 and

3y/n = 3 respectively.

5.0 A1

4.0

3.0 A

2.0 A

1.0 1

Figure 4.2 The relative angular disposition of polarisatiarfluorescence produced by two-photon
absorption(n = 2) . The blue, red and black curves correspond/h030.1, 3/n=1and §n=3

respectively
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Figure 4.3 The relative angular disposition of polarisatiarfluorescence produced by three-photon

absorption(n = 3). The blue, red and black curves correspond/t030.1, 3/n=1and $/n=3

respectively.

The graphs all show the behavior for different eslofy and each clearly portrays
the magic angle condition cited above as the patntvhich the curves for all
different values ofy intersect. For each type of excitation, curves slrown for
3y/n=0.1, 1.0 and 3.0. The curves correspondingeactse, ¥n = 0.1, represent
an extreme condition\™ « Y, characterized by strongly depolarised emission.
The curves drawn fory&n = 1.0 are of special interest because the fluerese
proves in each case to be independent of the iagofwolarisation, a general
feature that has not to our knowledge been diseavbefore. This is a condition
under which the fluorescence produced through treerted absorption of any
number of photons becomes completely unpolariSéee results for gn = 3.0 are
perhaps the most interesting, being indicative lof statistically most likely

outcome. This condition arises within each of tkévant general equations,
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(4.20), (4.25) and (4.27), when the featured md&rcunvariants are of

approximately equal value, for example in the tvwofpn case where

T

o o = Tt L = T Tooge = T g - HeETE there is a strong retention of
polarisation and it is remarkable that this cowditileads in every case to

A® /Y™ =y =n, afurther, previously unreported resul.

Emission anisotropies are determined iby (<I”>—<ID>)/(<I”>+ 2<ID>), where

(I,) and (I,) are the components of the rotationally averagewréscence

intensity polarised parallel and perpendicularpeesively, to the electric vector of
the input. The result conforms to the simple folanu=2n/(2n+3 and yields
the following specific values: (in=1; r =2/5= 0.4, the familiar result; also (ii)
n=2;r=4/7=0.57 and (ii) n=3;r=6/9=0.6%. These limiting case results
are in precise agreement with values that ariseifsgg@ly when all transition
moments are considered parallel, a special casgopsty reported by Lakowicet
al.®*® The correlation serves to verify a limiting casfethe present, more general
results, but it is also notable that the conditiansler which such behavior arises
are not only associated with parallel transitionnmeats. The same observations
will result, for example if all of the molecularatisition tensor elements have
similar magnitudes. Although fluorescence aniqué® can be determined in
principle even from fully oriented domains, sampdéghe latter kind may readily
be distinguished on the basis of an anisotropyuhaées with rotation of the sample

itself.
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4.4 Conclusion

The results of the above theory represent toolsddua be applied in the analysis of
polarisation-determined features in two- and tlpketon fluorescence from
samples of considerable molecular complexity. Btetmining how either type of
multiphoton-induced fluorescence signal respondéoorientation of a polarizer,
it is in principle possible to distinguish and gtisnany departure from local
orientational order or disorder within a bulk samplKey to this discrimination is

the difference in angular disposition of the flilsmence polarisation.

In samples whose chromophores are rigidly orientesl fluorescence signal from
an ensemble with common orientation takes the foirm cos ¢ distribution with

respect to the angleg between the emission moment and the resolvedipatin.

On rotation of the polarizer throudl80 there will be an angle at which the signal

is extinguished, both for single- and multi-photoduced fluorescence, although
the angular positions for the minimum and maximiumerescence intensitiest,(n”%

and |,£:gx respectively, may of course not necessarily comedgo ¢=0 and 90" .

However, as shown, the behavior from a randomlgmed sample is in general

distinctively different. In the cases considerbd\ee, all satisfy the condition that

the ratiolr(:i?]/l f,:gx lies in the interva(l,]/( 2+ ])) This suggests that in a general

case the measured value tf) /1" registered against the sca(e,]/(2n+ ]))

max
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should represent a robust, easily determined siajlee indicator of the degree of

disorder in fluorescence producedrbphoton excitation.
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Chapter 5 — Laser-modified and Laser-controlled Florescence in Two-level

Systems

In any molecular system that exhibits fluorescenttee primary result of
ultraviolet/visible absorption is the electronic ceation of individual
chromophores.  Typically, ultrafast intramoleculaibrational redistribution
processes produce a degree of immediate relaxatidrpartial degradation of the
acquired energy, with subsequent fluorescence dilpioccurring from the lowest
vibrational level of the electronic excited statéonsequently, the characteristics of
emission in “conventional” molecular fluorescence eelatively insensitive to the
optical frequency of any monochromatic source usecteate the initial electronic
excitation. Whilst the input has to be encompagse@n absorption band of the
target chromophore, the rapid relaxation procefsasoccur prior to fluorescence
mean that the decay usually occurs from aroundethergy threshold of the
electronically excited state, irrespective of thhegse input frequency. There is
therefore limited scope to explore dispersion pridge of the material beyond the
simple line-shape of the emission itself. In techhterms, the transition dipole

moment for fluorescence emission is consideregguigncy independent property.

As is well known, the throughput of a laser beansueh photo-activated systems
can produce stimulated emission when the opticequency matches the
fluorescence, a phenomenon that has found andl@pmalications in stimulated
emission depletion spectroscapy. However, in the newly discovered process of

laser-controlled fluorescence, innovated by Bradsl@d Andrews, a passive,
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completely off-resonant laser beam of moderatensitg interacts with the
emission. Under such conditions the probe engagtbsthe fluorescent emission
through a third-order response tensor that is idd#eongly dependent on optical
frequency. In this sense, the transition momemt the emission acquires a
frequency dependence and in consequence each cegtate lifetime, 7, is

appreciably modified:*°

The essence of the effect can be captured in a senple general formula,

rt=r, +r1,'+KI, where the first two terms on the right corresptmihverses of

the excited-state lifetimes for fluorescence andnmeting non-radiative decay
respectively. The effect of the probe emergeshenform of the additional term
proportional tol, the irradiance of the off-resonant probe. Ineaelbgeneous
sample the above constant of proportionalky, which is determined by detailed
molecular nonlinearity, will generally take a dréat value for each chemically
distinct component. Initial estimates suggest tihadrescence lifetimes, under
specified conditions, can be reduced by 10% or pforean input laser irradiance
of 10" W cm?, with typical values of 16 10°° C m for the magnitude of the
transition dipole moment and a photonic energy@s d, so that the effect should
be readily amenable to measurement with moduldiased instrumentatich.One

can draw some analogy with the well-known enhaneg¢rogemission, which can
occur through coupling with strong electric fiefd&®> However, the mechanism of

laser-controlled fluorescence proceeds througrctinteraction with the oscillating
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electric field of throughput electromagnetic ramiat as opposed to a nearby

surface or static field.

In the limiting case, where the probe-induced telominates the expression for
inverse lifetime, laser-controlled fluorescence respnts more than just a
mechanism to modify the rate of emission. Suclséesn would possess weak or

entirely forbidden “conventional” transition pathysa between the ground and

lowest excited electronic statds. both 7;,; and 7, are small or equal to zero.

Fluorescence would subsequently occur only as w@tres the mutual interaction
between excited state chromophores and the offisggothroughput, the latter
conferring optical nonlinearity on the system, pdawgy an alternative allowed
pathway. Due to the pulsed nature of the inpwrehs a significant capacity for
the probe light to act as a switch for the fluoess® in such cases. Numerous
examples of such systems containing E1-forbiddéaxagion transitions are cited

in the introduction to Chapter 3.

The following chapter details how in systems ofd@mly oriented chromophores,
the effects of laser-controlled fluorescence widmiest as changes to the emission
anisotropy. The theoretical foundations of lasamtmlled fluorescence are
presented in Section 5.1. In Section 5.2, it mshhow a two-level formulation of
theory can be implemented using an expedient, edntirigorous procedural
algorithm that highlights the twin dependence oatistand transition dipole

moments. Using this method, tractable expressimes secured whose broad
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validity extends to any material whose emissioncspen is dominated by one
excited electronic stafé!’ As a topical example, the present analysis facuse
particular attention on quantum dots, where theradditional scope to exploit a
well-characterized size-dependence in the dispersioperties®® In section 5.3,
rotational averages are implemented and preciseessipns are duly presented for
the modified fluorescence anisotropy, charactegizamnd quantifying the probe

control mechanism. The analysis is concludedectiSn 5.4.

5.1. Laser-modified Fluorescence

As previously discussed in Chapter 1, fluorescehatoccurs through spontaneous
emission, as further depicted by Figure 5.1, gdiyemvolves a single matter-
radiation interaction, and its representation ieotly is cast in terms of first-order

time-dependent perturbation theory.
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Figure 5.1 Energy level representation for spontaneous droégnm fluorescence. Electronic states
and their vibrational manifolds are signified by thoxes. The vertical arrow represents the

“downward” electronic transition instigating the ission of a photon of energy«/ . The ground
and excited molecular states are again labeleff sand £° respectively, and the filled dot

symbolizes a single matter-radiation interaction.

Once the radiation responsible for the initial gi@aic excitation has passed out of
the system, and assuming that no other light isgme the higher order, odd-rank
perturbation terms that may in principle contributare instead deemed

insignificant, only denoting self-energy correcéonHowever, these higher-order
interactions will also arise on application of affrresonant probe laser, namely
where a laser wavelength is chosen at which thenebphores are optically

transparent. There is no net absorption or stitedlamission of such a beam, yet
elastic forward-scattering events do occur as tieegns are annihilated and created

into the same radiation mode. Such events cangenigy nonlinear coupling with
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the fluorescence emission, resulting in three cdaedanatter-radiation interactions,
see Figure 5.2. The quantum amplitude of suchoagss is now determined by
third-order perturbation theory,e. the form of the required matrix element is
determined from substitution off =3 into equation (1.15). Similar effects are

observed in connection with REY?’

qza'

m/'lm/\ﬁhw

NN

b 4

EO

é

Figure 5.2 Energy level representation for the nonlinear cimgpinechanism. The off-resonant
laser beam with photon energyw is included and the un-filled dot represents tenaerted

matter-radiation interactiong€. elastic forward-scattering).

I

The intensity of fluorescencd,;, (Q) or power per unit solid angleQ’, is

derived from equation (1.12), where the associaé¢el determined from Fermi’'s
Golden Rule is multiplied by the energy of a flusmence photoricp =#a . The

result representthe signal that is producedby a single moleculeinitially in the
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relevantexcited state. By inclusion of the mechanism under present scyutime

net intensity is hence determined from
1, (Q1)dQ' = 271060'2"\/'&) (&)+m (E)‘2 , where M (£) and M (&) are
¢

the quantum amplitudes for the first- and thirdesrdnteraction processes,

respectively, and the density of radiation statespi=(p'*v/87°hc) dQ'.*°

Assuming all laser sources and fluorescence ougmetplane polarised, a general

representation for the intensity of laser-modifiesbrescence follows:

(0= e () e
+(| 2/4C2£02)e,q ¢ eg ;@(ij(f)ﬁr%]’ (5.1)

where again, the usual labels associated with thlaripation vectors of the

fluorescence and probe photons,(p’) and e(p) respectively, have been

suppressed for clarity. The irradiance of the riggebe is denoted dsand the

nonlinear transition susceptibilityij’k" (E) represents a specific implementation of

the general third-rank response tensor definedeea equation (2.20). Explicitly

exhibiting the frequency dispersiop(,?k" (E) is represented as:
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Xic (6)=22 Esa(Era_hw) + E”(E“’+ha)) ]

. MM (A (6) M (A ()" (¢)
2.2\ (€% ~narnad) (E° e " (¥ + e ned) (E” +1c)

HE (&) KT (£)A” (€) . HA(EHT (A (€) J
)1

+r§zs: (B ~hew+naf)(E" +nad) (E¥ +how+nad)(E” +nat

(5.2)

With reference to later comments, it is worth ngtirere that there is no assumption
of Kleinman symmetry at this stage, this being mptifying device commonly
made for calculational expediency that would imposmplete index symmetry for

the above tensdf.

The initial term on the right-hand side of equat{brl) corresponds to spontaneous
emission, intrinsic to the system and independétiteprobe laser beam. The last
term signifies a coupling of the elastically fordescattered probe beam with the
fluorescence emission. The middle term, linear Ijnsignifies a quantum
interference of these two concurrent processese oMerall multiplier ofl in this
term can be identified wittha/ times theK that appeared in the equation for
excited state lifetime discussed prior to Sectioh 5In principle, measuring the
effect of the passive beam at varying levels anstty should enable the valuekof
to be experimentally determined. In general, ityrba assumed that the leading
term in equation (5.1) is non-zero and the middie @& the leading correction,

although a configuration is possible in which thed term exists on its own.e.
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when the first and second terms are null. Thisceph forms the basis of a

proposed optical switch mechanism to be discussedetail in Section 5.3.

5.2 Theory Pertaining to Two-level Systems

Considering the dependence of the fluorescencalsgnthe optical frequency of
the probe, it is evident that the denominators witthe third-rank tensor of
equation (5.2) are primarily responsible for deterny any degree of enhancement
or suppression of the optical emission. Theseofadre ultimately determined by
the relative positioning of the chromophore endgygls, relative to the magnitude
of the probe photon energy. To discover mores tdnvenient to assume that the
probe light is delivered in the form of a tunableam with optical frequency
w<d, a condition that specifically precludes singlesfum excitation of ground-
state molecules. It will also be assumed thattiesen range of probe frequencies
cannot produce multiphoton excitation. The mairallemge in evaluating the
nonlinear response characterized by the trandi@insors within equation (5.2) now
lies with implementing the required sum over intediate states. There is a
potentially infinite number of energy levels assted withr ands, and to ease
calculational complexity it is common to reducelsgets to a small, finite number
by approximation. In the present context, it ifedsible to consider only the states
through which the majority of the optical transit®ooccur, which in the case of
many fluorescent systems limits the selection & fbe ground and lowest energy

excited stateg,e. a two-state model may be applied. To be clearagsumption is
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that the character of the fluorescence emissiongssy including the effect of the
probe radiation, is dominated by two electronicelsy It is not to be presumed that
the state from which the fluorescence decay ocisureecessarily the same as the

state initially populated by photoexcitation.

Restricting both intermediate states featured wittgquation (5.2) to ju#tfo> and

‘E">, only four unique routes can describe virtual $raon sequences from the

excited to ground molecular states progressing utiitoboth r and s, the

& L& L & L & sequences specifically expressible &5 - &° - &° - &°,

F 8L LE, EFLELELE and &7 L8 L8 L& Each
sequence generates a combinatiofdf. &7 transition dipole momenty® (&)

and ,u"o(f), in combination with the static dipole momentstioé ground and
excited energy levely® (&) and 4 (&) respectively. It can be assumed that the

former transition electric momentg® (&) and #?°(¢) are real and also equal.

Detailed analysis reveals that the dependence aiit shoments emerges only in

terms of their vector differenced (&)= u (&)-u* (&), i.e. the shift in dipole

moment that accompanies the transition. This feafpplies to all nonlinear
optical susceptibilities, treated by a two-level dab With the benefit of an

algorithmic method, the following prescription dam adopted®3*

u (&) - u (&) -n™(§)=d($): n*(¢) - 0. (5.3)
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Applying this protocol requires application of arssaciated rule, that any
transitional mechanism that connects the initia fimal system states (here, for the

emission process) through a ground state statmelip to be discarded, and hence

only two of the originally proposed four sequenceamely &% - &° - & - &°

and & - &% - & - & persist. Applied to the six terms within equat{6r®), the

two-level third-rank response tensor is generatiyressible as a sum of 12 separate
contributions. Further simplification ensues besgaa number of these terms, when

r=0 and/or s=a, are precluded by the conditions of perturbatioeoty. The

two-state form o y;¢ (£) thus re-emerges as:

& (af -a;2) h el h2eo) (5.4

It may be observed that the second and third tenmhe right in equation (5.4)
exhibit an antisymmetry with respect to interchargfethe indicesi and j.

However, in the physical observable delivered byatign (5.1), this tensor is
index-contracted with ai,j-symmetric product of polarisation vectors.

Consequently, since only thg-symmetric part of equation (5.4) can contribute to

the fluorescence signal, it is expedient to replagl (£), without further

approximation, by an index-symmetrised for}m‘;k (5) that is defined as follows:
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R Ny " 2 B (&) K7 (§)HT (&
X(ﬂ‘)k(f)=_()(ifk (5)+Xﬁk (f))zﬁ ( ()wz _(Cd)z) ( ) (5.5)

It is notable that the result of the above expoesss in fact fully index-symmetric,
meaning symmetric with respect to interchange of pair of indices. 1t is
therefore noted that the two-level model deliveresult that is consistent with the
adoption of Kleinman symmetry, even though theetattondition has not been
artificially imposed. Furthermore, there is a #iigant physical consequence, as it
emerges that the physical mechanism for the |lasetr@led emission depends only
on transition dipoles, and not on the static momentn passing it should be
observed that a low-frequenay, — 0, limit of the above analysis requires caution,
because in this limit some of the intermediate esysstates, allowed for a finitg,
become identifiable with the initial or final statéthe process, and are necessarily
removed from the sum over states. However, thaiegsesult is of little interest
since it represents only a correction to the mooenment response, which arises in

second order perturbation theory, as noted earlier.

5.2.1 Two-level Quantum Dot Systems

Applicable to a diverse range of applications, quandots are exploited as highly
efficient chromophores, typically possessing excgll quantum vyields and
photostability as well as size-tunable and theeefbighly selectable optical

properties’®3* The ease with which such systems can now be raetunéd,
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chemically manipulated and structurally orderedywal as their relative simplicity,
also makes quantum dots the ideal prototype medisvhich to observe new
nonlinear optical processes. Amongst the wideirangnvestigations into such
materials, a number of recent studies have focusedrET, nonlinear optical
response and all-optical switchifif’® Addressing quantum dots within the
established theory requires further assessmenteoffully symmetric, third-rank
response tensor presented as equation (5.5). eMpisession can be re-defined

relative to the energy difference between the goaimd excited states through the

relationshipE?® =add , such that:

=2 M (oo ) 1 (40) M (€00)

Aife (o) na? -(E°°)

: (5.6)

where &, represents the molecular label for any fluorescem-level quantum

dot media. Exploiting a unique property of quantawots, the same energy

difference is itself dependent on particle sizetigh the following expressidh:
E”=E°+K(R?), (5.7)

where E{° represents the difference in energy between ekeitel ground states of

the bulk semi-conductor materiaé. on scales outside the quantum size regime,
where the energy gap becomes insensitive to parsidle. The second term in

equation (5.7) represents a correction term higkilng the well-known blue-shift in
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emission wavelength with decreasing quantum dousa® By substitution of

equation (5.7) into the right hand side of equa({®6):

X (En) = 2407 (0o ) 4 (&) K7 (€o) (5.8)
2 -1 5.8
ey (e -2 () (=)

As a correction term, it can generally be assunfeat K'(R‘Z) is small in
comparison to botI(ha)+ Ego) and (ha)— EgO), and therefore by extension, the

K (R“‘) term within equation (5.8) represents an insigaift contribution that is

subsequently discarded. Moreover, following a ®aeries expansion, the two-

level, third-rank response tensor can be presentadinal form as:

-1

i (o) =20 5o 7 5047 (20) (0 (7))

S (5.9)
+2K'Eg°(R-2)((hw)2-( EgO)Z) }

Essentially, the first term in equation (5.9) isialgto equation (5.5) and represents
the nonlinear response to any bulk material undeggfiuorescence decay, whilst

subject to an input of non-resonant light. Unitueuantum dots, the second term

represents a lead correction displaying a deperden®& ™.
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5.3 Fluorescence Anisotropy

As is well established, there is a great deal gfartant information, highly relevant
to speciation and structure determination, whiah lsa derived from fluorescence
anisotropy. Specifically, the anisotropy paranetsignify the degree to which
fluorescence retains a directionality of polarisatirom the initial excitatiot> The
associated experimental measurements can also minfon excited state
photophysical processes such as internal conversimational diffusion and
intramolecular energy transfer etc. Each of tha®eeesses represents one of the
means by which the character of fluorescent emsesan differ from that of the
preceding absorption, quite apart from the Stokaft $n wavelength that is
normally apparent. The former processes all pewituations in which the
emission dipole moment need not be parallel to dheorption moment. To
accommodate such features in the present the@ynitiel absorption must now be
incorporated into our analysis. Since the prolabes only delivered to the system

after the initial excitation, we have:
2
(T (@) (Man () MO (E)+ M Q) (5.10)

where the subscripabs denotes the single-photon absorption mechanisns A
before, the angular brackets denote an orientdtiamarage accounting for the
molecular transition moments associated with altsorpand emission (the latter

duly modified by the probe), that although correthivithin the molecular frame,
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are together randomly oriented relative to the inmoepagation. The structure of

equation (5.10) provides for the excitation andssioin processes to be separable in

time. In more detail, the quantum amplituwgbs(f) corresponding to the initial
absorption is proportional te, (p,) k"’ (&), where g, (p,) represents the input
polarisation vector aligned in ttzedirection by definition, an415“> designates the

state initially populated by the excitation. Adglicated above, the latter may or
may not be the same as the electronic state fromshwsubsequently emission
occurs, depending on factors such as the posgilofitintervening relaxation or

intramolecular energy transfer.

Identical to the method utilized in Chapter 4, therescence anisotropy is now

determined from the general expressior (<I|'|>—<I’D>)/(<Il'|>+2<I’D>). In the

present context, this requires the detailed exatomaof the tensor contractions
within equation (5.1) following the inclusion oféfinitial excitation parameters and

the performance of necessary orientational averages

5.3.1 First-order Correction

After the inclusion ofe, (p,) and #*° (&) factors into equation (5.1), the first term

represents single-photon induced fluorescence,lasieterm corresponds to the
process modified by the off-resonant laser througlapd the second term, the lead

correction, signifies a quantum interference ofsthéwo processes. For present
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purposes it is assumed that the third term undesethconditions represents a
comparatively small contribution to be considerad. The most computationally
effective procedure for implementing the necessargntational averages is now
well established. The leading term associated withventional fluorescence
requires only a fourth-rank tensor average, whh&t lead correction requires a

sixth-rank average. On completion, the followiegult emerges:

<|'qu (Q')> :%[ﬂfﬂ (300§ Y- :D—]]T( cosgp- )2
I

e G

+'I'i(ij)k'fjk(—120039 cog cog+ 11cb8+ 4cégs+ Atps ) 5

+2'I'i(”y'l_'kj(9cos9 cog cog- 3cdé- 3cas- 3tps ) 2

+T(”)'I_](k(—120039 cog cop+ 4cdE+ Acgs+ 1ltps ) 5

J.'Tkk(90039 cop cog- 3cdd- 3las- 3tgs )

+Ti(jj)kfk(80089 cog cog- 5cé¥- 5cas- Slégs ) 8
+T

(jk)j'fk(—12cos9 cop cop+ 4cdE+ 11égs+ 4Atps ))}5

(5.11)

whereE(IO,a)O) is a constant of proportionality incorporating thiial excitation

beam irradiance,l,, and its corresponding optical frequeney, noting that

overbars again denote complex conjugation. Inath@/e expression, the first two
terms are essentially identical to equation (4&%) as before, signify the expected
response for one-photon fluorescence, whilst swlesgdgerms represent the leading

corrections produced by the probe. The equatiexicitly cast in terms of the
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three distinct angles between each pair of pokwisaectors, for the incident, off-

resonant probe and emitted light: &=cos™ (eO (po) &( p)) ,

¢ =cos*(e(p)®(p)) and p=cos™(e,(p,)&(p)). To describe the products
of molecular transition moments, the result utBizesimilar shorthand notation to

that established in Chapter 4, where for exanflerepresentsy”® (&) 1™ (€),

whilst T, corresponds tqzi"o(f))(((i}‘;j (€), noting that the first index of eadh

tensor is associated with the initial molecularietion. It is worth highlighting
that the third-rank response tensor in this an@rdluing expressions, relates to the
form of equation (5.5). The equivalent quantum @sponse tensor presented as
equation (5.9) represents a significant and relexesult, but its inclusion for now

would significantly complicate the analysis to @oil.

As shown in the previous Section, taking the tweeleform of the nonlinear

response tensors has the effect of introducingnidlen symmetry in each of the
optically nonlinear response tensor contributioltsemerges that the six nonlinear
response tensor products that feature in equabahl) are no longer linearly
independent under such conditions, and the reaultbe recast in a simpler form

involving just three such products:
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(. (n'»:M[ 1.7, (3008 9~ 4T T ( cote-

(,(m) (60089 cog cog- 2cO6F- 2Cup+ 5&;5_)

+T 0 Ti (60056' cog cog+ 5cO8- 2cus- 208qs ) 1
+Ti(”k)f( —-4cosd cogp cop- cOéF¥+ 6Cog- Cast ))}3 ,

(5.12)

where the following have been applied,Ti(ij)kak+T(J.ja =2 o

Ti(”.)k ik T”)(L 2Ty T and T, T +T]k =2Tx) T - In deriving specific
results for independent polarisation componentshén simplification can now be
achieved by writing each of the above moleculaisten explicitly in terms of

components of the two transition dipole moments, photo-selectedl”o(f), the
emissionu® (£) and the angle between these two momehtsAssuming that the

initial excitation has plane polarisation and rerbenng that it is arbitrarily aligned
in the zdirection, the resulting fluorescence is now resdl for polarisations

/

€ (p,) and € ( p,)respectively. Utilizing equation (5.12), the résuihere

@=0,¢ =71/2,0 =7 2, define the probe input alignment in the x-direatiand are

as follows:

9| ‘Ian (5)2 (COSz,B+ 2) (5.13)

|
Tceh® (w2 - w’z)

x| 2cos’ [+ 1+
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and for p=77/2,¢=0,6 =11 2:

(1 ) = =)
21‘;40” (f)‘z (9 -6co0g ,B)

Tce h? (w2 - w’z)

ﬂvo (5)‘

(5.14)

x| 2-cos’fB +

Hence, upon substitution of equations (5.13) anti4(5into the general anisotropy

expression, the following is determined:

- 3cos’ -1+ KI‘,uO” (E)‘z (cosz,B—l)
5+ KI|u" (¢)[" (20- 11c084)/ 7

(5.15)

where K = 2(c50h2 (a)z —cdz))_l. In the limiting case wheré =0, the well-known

expressionr:%(3cosz,8—1) is recovered. Generally, however, a change in

fluorescence anisotropy can be seen to result ft@minteraction with the probe
beam, although it is to be re-emphasized that thte ©of the latter beam is

unaffected.

5.3.2 Inclusion of Higher-order Correction

Up to this point, the third term in equation (5.@ladratically dependent on probe

laser intensity, has not been considered in degails contribution to the overall
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fluorescence intensity is generally expected tanegligible. Nevertheless, there
can be circumstances in which the third term alpnevides the fluorescence
response, typically when the first and second dautions are null. Addressing
this case requires the theory to progress beyoedtwo-level approximation.

Consider for example a system where following @btexcitation, population is

efficiently transferred to a stat‘ef"> that mightnormally decay non-radiatively,

transitions from

E"> to ‘E°> being weak or entirely precluded, for example as a

result of inherent geometric or symmetry constminterms in equation (5.1) that

feature u°® (&) will no longer contribute to the observed emissishich instead is

activated solely in response to the off-resonartughput. Clearly, such a two-
level model would also predict a vanishing respdrs@ the probe laser, due to the
associated structure of the third-rank responssoteportrayed as equation (5.5).
However, the more general analysis accommodatigbehienergy levels in the
sum over states, allows the possibility of a det@aysition that is symmetry

allowed by three-photon selection rules.

An outline for an all-optical switch based on lasentrolled fluorescence may be
described as follows: (i) an individual moleculeinslirectly excited to a “dark”
state,.e. one whose direct dipolar excitation from the gibgiate is forbidden; (ii)
precluded by the one-photon dipole selection rulesrescence occurs from this
“dark” state through optical nonlinear activatiamyg (iii) this activation arises due
to the presence of the intense non-resonant laskt, the relevant molecular

transitions are therefore assumed three-photonweatlp but single-photon
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forbidden. Whilst specific systems described ia ititroduction of Chapter 3 may
be suitable, more general examples are affordeexbifed states of, symmetry,

in molecules ofC,, or C3, symmetry, or states &, symmetry inD,, species. In

such cases, the switching action is enabled simeghroughput or absence of the
laser input will cause activation or deactivationtlee fluorescence, respectively.
Clearly it is necessary for the radiation to bewdeed in a pulse whose duration
and delay, both with respect to the initial exaiat are sufficiently short that it can
engage with the system before there is significenm-radiative dissipation of the

excited state.

The result for this case is secured on completioa mtational-average requiring

the eighth-rank isotropic tensor average. Theutalion leads to the result:

I 2

<I'ﬂu(Q')>=E(IO,%)(W][3Ti(M) i (3co§9 cod¢p - coF- cog
+coszqa)+6|' )'I_'J(k”)(Gcoﬁ cop cgs CoB- 28gs 2ups
+1) + 300 Ty L © (co$ 6 codp— 4caB cgs ops 5t6s ‘s
+4cos ¢- 3+ ) Ty (— cos6 cdgp-4cosd cop cog+ O
+5c08 ¢+ codp- )1+le, ) (— cd¥ cép+ 4cBs s ¢o

-5c08 8+ coég - 4cdp+ )ﬂ
(5.16)

Here, theT tensors accommodate sums over products of transitionenterthat

specifically excludeu® (£), on the basis of the decay transition being symmetry-
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forbidden under electric dipole selection rulesyaweer for simplicity we retain the

assumption of Kleinman index symmetry in the emleeidg®™ ({) tensors.

5.3.3 Complete Result for a Two-level System

For completeness, although the above expression appéy to emission from an
indirectly excited state, one can adopt the cooedmg result for a case of E1-
allowed emission and thereby provide a completelgegal result for the probe-
modified fluorescence anisotropy, accommodatingoélthe terms arising from
equation (5.1). Taking once again the two-levedeidor the emission, we then

have:

3cos’ f-1+KI|u" (é)[ (cos?B-1) + (Kzlz\”o" () / 84)(15c052,8— 19
. 5+(1<1\,4°”(5)\2 /7)(20— 11co§ﬁ)+(1<212\”°”(5)\4 / s)n( 43 305°B)

I

r

(5.17)

In a case where the absorption and transition mtsreme parallel, we secure the

very simple result:

. 2- 2(K212\,40” G 84)
5+ 9(1<1\ n (&) /7) - 13(1<212\ u(&)/ 84) |

(5.18)
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showing that with increasing intensity of the prdisam, the first departures from

the probe-free result; = 0.4, can be anticipated in the linear-respoageme

5.4 Conclusion

Developing earlier pioneering work by Bradshaw amdirews, the theory of laser-
modified molecular fluorescence has been develapedder to elicit a number of
features of particular experimental significai¢®. Use of the two-level emission
model is widely valid for systems including thodeatt incorporate common
fluorescent markers, such as quantum dots, andithgreves to offer succinct and
experimentally tractable results of broad appliligbi whose simplified form
without further approximation is consistent withetradoption of Kleinman
symmetry. Whilst commonly adopted, the casualramt@angeability of indices
within nonlinear polarisability tensors, such aghose described above, should be
cautioned. A number of recent reports highlighe tfeneral failure of Kleinman
symmetry when applied to practical nonlinear syst&f* The method still proves
valid in multiple applications, for example in thase of SHG, provided there is no
significant dispersion in the nonlinear responserdkie entire range of frequencies
involved. Consequently, many will consider the dfés afforded by the simplicity

of the theory greatly outweigh the potential fotoer

Equations have been derived for the anisotropyuoféscence that can be expected

from a system responding to the passage of offa@sdight, its leading correction
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being linearly dependent on the probe irradian@kraanifest as a reduction of the
measured anisotropy. It has also been shown fibrasome electronic states that
normally decay non-radiatively, it is possible tgtioally switch fluorescent
emission using the off-resonance probe. In alhsespects, the capacity to engage
with and to optically control the fluorescence msg offers significant new

grounds for the interrogation of fluorescent materi
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