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Rougquier blocks for Ariki-Koike algebras
Sinéad Lyle

Abstract. The Rouquier blocks, also known as the RoCK blocks, are important blocks of the sym-
metric groups algebras and the Hecke algebras of type A, with the partitions labelling the Specht
modules that belong to these blocks having a particular abacus configuration. We generalise the
definition of Rouquier blocks to the Ariki-Koike algebras, where the Specht modules are indexed by
multipartitions, and explore the properties of these blocks.

1. Introduction

Suppose there is a conjecture that you believe to be true for all finite groups. If no general
method of attack suggests itself, perhaps you begin by proving it for specific families
of groups. You might start with the abelian groups, or try to work your way through
the simple groups, but fairly soon it is likely you will want to consider the symmetric
groups S,. One may easily see examples of this approach. In representation theory, con-
jectures for which partial proofs exist include Alperin’s weight conjecture (conjectured
in 1987 [1] and proved for symmetric groups in 1990 [3]), Donovan’s conjecture (con-
jectured in 1980 [2, Conjecture M] and proved for symmetric groups in 1991 [41]) and
Broué’s abelian defect group conjecture (conjectured in 1988 and proved for symmetric
groups in 2008 [10, 12]). All of these conjectures are still open in general.

Now suppose you want to prove a theorem about the representations of the symmetric
groups. Again, if no general approach is obvious, you may think about proving the result
for specific blocks. A classic example of a proof following this method is the proof of
Broué’s abelian defect group conjecture for symmetric groups. Chuang and Kessar [10]
took certain blocks defined by Rouquier [40] and proved that Broué’s conjecture holds
for these blocks by showing that any such block of weight w < p is Morita equivalent to
the principal block of &, ¢ ©,,. Subsequently Chuang and Rouquier extended the proof
of Broué’s conjecture to all blocks [12] by showing that any two blocks of weight w are
derived equivalent.

The blocks defined by Rouquier are now known as Rouquier blocks or RoCK blocks
(the RoCK standing for Rouquier or Chuang-Kessar) and have become ubiquitous in the
study of the modular representations of the symmetric groups and the Hecke algebras of
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type A. Working over a field of characteristic p > 0, there is an elegant closed formula
for the decomposition numbers of the Rouquier blocks when p = 0 or when the weight
of the block is less than p [13,27,31]. When the weight is greater than or equal to p,
Turner [44] shows how to compute the decomposition numbers in terms of (unknown)
decomposition numbers for smaller Hecke algebras. In addition to their role in the proof
of Broué’s conjecture, the Rouquier blocks have appeared in the proofs of various results
about the Hecke algebras.

e The first examples of homomorphism spaces between Specht modules of dimension
> 1 over fields of characteristic p > 5 were discovered in Rouquier blocks [18].

e The proof thatif ¢ # —1 and A is an (e, p)-irreducible partition then the Specht module
S% is irreducible was completed after the proof was reduced to the case that A is a
Rougquier partition [20,27].

* The Rouquier blocks formed the base case in the proof that the decomposition numbers
of blocks of weight 3 are at most 1 over fields of characteristic p > 5 [21].

e James’ conjecture holds for Rouquier blocks. It was proved for blocks of weight 3 using
the result above and proved for blocks of weight 4 taking the Rouquier blocks as the
base case in an inductive argument [22]. Unfortunately, James’ conjecture has since
been shown to be false [47], demonstrating one of the drawbacks with the approach of
proving conjectures in specific cases!

Given these results, it is not surprising that Rouquier blocks (or RoCK blocks) have
been defined for other algebras, with the definition often motivated by Broué’s conjecture.
Examples of groups for which Rouquier blocks have been defined are the finite general
linear groups [36,43], certain other finite classical groups [32], the Chevalley groups of
type E [37] and the double covers of symmetric groups [30].

In this paper we consider Rouquier blocks of the Ariki-Koike algebras H, ,,. A few
months after the first draft of this paper appeared on the arXiv, Webster [46] defined the
notion of a RoCK block for any categorical module over an affine Lie algebra and dom-
inant weight in its support. Webster’s definition was inspired by the work in this paper;
in the case of the Ariki-Koike algebra, his RoCK blocks form a Scopes equivalence class
which contains our Rouquier blocks [46, Theorem B]. (We discuss Scopes equivalence in
Section 3.3.) Webster’s work also proved Conjecture 1 of the first version of this paper,
showing that Scopes equivalence gives a Morita equivalence. Thus where the first version
of our paper referred to certain blocks being ‘decomposition equivalent,” we have now
used Webster’s paper to add that they are also Morita equivalent.

The Ariki-Koike algebras were defined by Ariki and Koike [4] as simultaneous gen-
eralisations of the Hecke algebras of type A (when r = 1) and type B (when r = 2). They
also appear as the cyclotomic Hecke algebras of type G (r, 1, n) [7] and have been shown
to be isomorphic to the cyclotomic Khovanov-Lauda-Rouquier algebras of type A [8]. The
combinatorics which controls the representation theory of H, ,, is a generalisation of the
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combinatorics we see in the representation theory of the Hecke algebras H,, = Hj ,. In
particular, there is an important class of H, ,,-modules called Specht modules which are
indexed by r-multipartitions of n; when r = 1, these Specht modules are simply indexed by
partitions. All composition factors of a Specht module lie in the same block and so we talk
about a multipartition (or partition) lying in a block of H,. , (or H,,) if the corresponding
Specht module does.

Given a partition A4 and an integer s, we define a corresponding abacus configuration.
The Rouquier blocks of H,, are best described using abacuses; they are blocks in which the
partitions have particular abacus configurations. It is natural to ask whether we can come
up with a sensible definition of Rouquier blocks for Ariki-Koike algebras using r-tuples
of abacus configurations to represent multipartitions. An obvious construction would be
to define them so that if 2 = (1", A1, 1)) lies in a Rouquier block then 1%) is a
Rouquier partition for 1 < k < r, and in fact this is the definition we give; we will see that
our definition of an abacus configuration ensures that this definition does depend on the
multicharge associated with H,,. However on its own, this definition is not satisfactory.
For one thing, without writing down all the multipartitions in the block, it seems hard to
decide whether a block is Rouquier. For another, although it is a combinatorially sound
generalisation of the Rouquier blocks, we would like our blocks to have interesting algeb-
raic properties. We address these questions in the paper.

In Sections 2.1 and 2.2, we define the Ariki-Koike algebras and the combinatorical
objects that we will use. In particular, we introduce 27, the set of r-tuples of abacus
configurations with e runners, and define an equivalence relation ~, on <7, which cor-
responds to partitioning the multipartitions into blocks. In Section 2.3, we introduce a
map defined by Uglov which induces a bijection ¥, : &7 — ., between r-tuples of aba-
cus configurations and abacus configurations. We show that the map ¥, preserves blocks
while its inverse @, splits up a block according to the r-residue set of the e-quotients of
its elements. Thus we obtain a bijection between a block of 7] and a block of .7¢.

We see Uglov’s bijection again in Section 3 where we define our Rouquier blocks. We
show that if R is an r-Rouquier block in <7, then @, (R) is a union of Rouquier blocks
in o7, thus giving us a way of generating Rouquier blocks for H, ,. Not every Rouquier
block shows up as an image under ®,, but this is not problematic as we consider equi-
valences of blocks. When r = 1, we may use Scopes equivalence [28,41] to show that
all Rouquier blocks of the same weight are both ‘decomposition equivalent’ and Morita
equivalent. Similarly, when » > 1, Dell’Arciprete [14] gives a combinatorial description of
Scopes equivalence and shows that blocks which are Scopes equivalent are decomposition
equivalent. Work of Webster [46] shows further that Scopes equivalent also implies Mor-
ita equivalent. We describe how we may ‘stretch’ a block and show that any sufficiently
stretched block is a Rouquier block with the property that its image under ¥, lies in an
r-Rouquier block. Moreover, if we stretch a Rouquier block we obtain a Rouquier block
which is both decomposition and Morita equivalent to the original block.

There are some obvious questions to ask about our Rouquier blocks. We would like
to know whether the RoCK blocks are Morita equivalent to some kind of ‘local object’,



4 S. Lyle

analogous to the work of Chuang and Kessar. We have not given serious thought as to
what such an object might be and we would welcome any results in this direction.

A second question is whether there is a closed formula for the decomposition numbers
of the Rouquier blocks, say when p = 0 or the weight of the block is sufficiently small.
We have given such a formula when p = 0 and the two multipartitions have a common
multicore [33]. By work of Muth, Speyer and Sutton [38], these decomposition numbers
should be related to decomposition numbers for cell modules in the cyclotomic wreath-
zigzag algebra. Our data when e = r = 2 and p = 0 indicates that in this case there is
probably a closed formula but that the formula is likely to be somewhat complicated.
More generally, we note that the core blocks are Scopes equivalent to Rouquier blocks and
for r > 3 there is no known formula for the decomposition numbers of core blocks.

2. Definitions

2.1. The Ariki-Koike algebra

For more information on the Ariki-Koike algebras, we refer the reader to the survey paper
by Mathas [35]. Let r > 1 and n > 0 and let F be a field. Choose g € F\ {0} and Q =
(Q1,...,0Q,) € F'. The Ariki-Koike algebra H, ,, = H, »(q, Q) is the unital associative

F-algebra with generators Ty, . . ., T,,— and relations
(i+q)(T;-1) = 0, forl <i<n-1,
T, = T;T;, forO<i,j<n-1]i-j|>1,
TiTinT; = TinTiTi, forl<i<n-2,
(To-01)...(To-Qr) = 0,
ToToT, = TiToTiTo.

Define e to be minimal such that 1 + g + - -+ g¢~' = 0, or set e = oo if no such value
exists. Throughout this paper we shall assume that e is finite and we shall refer to e as
the quantum characteristic. Set I = {0, 1,...,e — 1}. We say two parameters Qy and Q;
are g-connected if Qx = ¢g“Q; for some a € I. A result of Dipper and Mathas [17] states
that each Ariki-Koike algebra H, ,, is Morita equivalent to a direct sum of tensor products
of smaller algebras whose parameters are all g-connected. In view of this result, we will
further assume that all our parameters are g-connected, in fact, that they are all powers of
g where g # 1, so that ¢ is a primitive ™ root of unity in F. Hence there exists a unique
a=(ay,ay,...,a,) € I" suchthat Oy = g% forall 1 <k <r.

If r = 1 the cyclotomic relation collapses to 7y = Q| € F and we obtain the Hecke
algebra of type A which is independent of a. We shall write H,, for Hj ,,.

The algebra H,. , is a cellular algebra according to the definition of Graham and
Lehrer [24]. We use the cellular basis described in [16] so that the cell modules are
indexed by r-multipartitions of n. We recall the definition of r-multipartitions. A partition
of n is a sequence A = (41, A2, ...) of non-negative integers such that 1; > 1, > ... and
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2.i>1 i =n. We write |1| = n. For convenience, we will often omit the terms equal to 0 in
the partition and we will use exponent notation to gather together equal terms, for example
we write (4,4,3,2,1,1,1,0,0,...) = (4%,3,2,1%). Let A, denote the set of partitions of n
and A = |J,,»0 A, denote the set of all partitions. We write @ to denote the unique partition
of 0.

An r-multipartition, usually called a multipartition, of # is an r-tuple of partitions A =
AW A@ A1) such that et [AK)| = n; we write |A| = n. Write A,(,r) to denote the set
of r-multipartitions of n and A" = Unso0 Ay) to denote the set of all r-multipartitions.
For each multipartition A € Af,r) we define a H, ,-module S* called a Specht module;
these modules are the cell modules given by the cellular basis of H,. , [16]. When H, ,, is
semisimple, the Specht modules form a complete set of non-isomorphic irreducible H; ,,-
modules. However, we are mainly interested in the case when H, ,, is not semisimple. By
the general theory of cellular algebras, each Specht module S* comes equipped with an
H, n-invariant bilinear form. Let rad(S?) be the radical of S* with respect to this form
and set DA = S4/rad(S*). Define Kflr)(a) ={1e A | D* # {0}} and define A (a) =
Unso X;r) (a). Then {D* | A € Kflr) (@)} is a complete set of non-isomorphic irreducible
‘H, n-modules. A combinatorial description of the set Kir) (@) can be found in [35, Defin-
ition 2.23].

Ifde Af,r) and u € Xflr) (a),letdy, = [S* : D*] denote the multiplicity of the simple
module D¥ as a composition factor of the Specht module S*. The matrix D = (d ) is
called the decomposition matrix of H,. , and determining its entries is one of the most
important open problems in the representation theory of the Ariki-Koike algebras. Again
using the general theory of cellular algebras, it is known that all of the composition factors
of a Specht module S* belong to the same block; consequently we can talk about a Specht
module belonging to a specific block. Whether or not S* and S* lie in the same block
depends only on the tuple @ € I” and so we define an equivalence relation ~, 4, on A" by
saying that A ~, , u if and only if there exists n > 0 such that |A| = || = n and S* and S¥
belong to the same block of H; ,,.

2.2. Blocks and abacus configurations

In this section we fix r > 1. Take ¢ € F\ {0, 1} such that 1 + g+ ...+ ¢/ ! =0 for

some f € Z and let e > 2 be minimal with this property. Set / = {0,1,...,e—1}.If a =

(ar,az,...,a;) € I" andn > 0 we set H, ,, = H, (g, Q) where Q = (¢*',g*,...,q%).
Suppose that A € A") and a € I". The Young diagram of A is the set

[A] = {(x,y, k) € Zoog X Zog X {1,2,...,r} |y < AF}.

If » = 1, we may omit the third component. To each node (x, y, k) € [1] we associate its
residue resq (x, y, k) = ax +y —x mod e. We draw the residue diagram of A by replacing
each node in the Young diagram by its residue, with components of the diagram written
from left to right.
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Example. Suppose that ¢ = 3 and @ = (0, 1,0). Let 2 = ((4,3, 1), (3%), (1?)) and u =
((13),(3%), (1)) sothat A, u € Ai?. Then the residue diagrams of A and y are respectively
given by

o[1[2]o] [1]2]o] [o] ana [o] [1]2]0] [0].

2/0]1 o[1]2] |2] 2] |o]1]2

1] 1] [2]0]1
1[2]0

For A € A", define the residue set of A to be the multiset Resq (1) = {resq(n) | n €

[4]}.

Proposition 2.1 ([34], Theorem 2.11). Suppose that A, p € A7) anda € I". Then A ~, 4 p
if and only if Resq (1) = Resg ().

Example. Continuing the example above, we see that
Resg (4) = Resq (1) = {0,0,0,0,0,0,1,1,1,1,1,2,2,2,2,2}.

Hence A ~. 4 u and so S* and S* lie in the same block of ;3 14(g, Q) where ¢ satisfies
l+g+q¢*=0andQ = (¢°.¢'.¢°) = (1,4, 1).

If r = 1, it is obvious that the relations ~, (4) and ~, (4 agree for any a,a’ € Z. In
this case, we will omit the second subscript and write A ~, u if there exists n such that
|| = |u| = n and S and S¥ lie in the same block of H,,. For r > 1, it will be convenient
later to talk about a relation ~, ¢ for any s € Z". We define this relation in the natural way:
If s € Z" then there is aunique @ € I” with sy =ax mod e forall 1 <k <r.Set~, s=~¢ 4.

From the definition of the equivalence relation ~, 4, it is clear that if u € Kf,r)(a)
and A € Aflr) then dj, = 0 unless p ~, 4 A. Conversely (using the properties of a cellular
basis) if u, A € Aff) and gt ~, 4 A then there exists multipartitions 2 = 1, A1 2 =
HE Af,r) such that for all 0 < z < ¢ the Specht modules 51" and §4°*" have a common
composition factor.

The abacus was first introduced by James [26] as a way to represent partitions. In this
paper, we will use abacus configurations extensively. We say that an e-abacus configura-
tion, or simply an abacus configuration, consists of an abacus with e runners which are
infinite in both directions indexed from left to right by the elements of /, in order from
0 to e — 1, where the possible bead positions are indexed by the elements of Z such that
bead position b on the abacus is in row m of runner i where b =me +iand0 <i <e -1,
and where there is some row of the abacus such that all higher rows are full of beads and
some row of the abacus such that all lower rows do not contain any beads. Let <7, denote
the set of all e-abacus configurations.

We say that a 8-set is a subset B C Z such that for all z < 0 we have z € B and for all
z> 0 we have z ¢ B. Given a -set B we define the abacus configuration of B to be the
abacus configuration which has a bead at position b for each b € B. When we draw abacus
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configurations we will draw only a finite part of the runners and we will assume that
above this point the runners are full of beads and below this point there are no beads. In
our examples, we will draw a line between the strictly negative and the positive positions.

From now on, we will identify S-sets with abacus configurations. Now suppose that
A= (A1,43,...) € Aand s € Z. Define the B-set

By(D) = {li—i+s|i>1).

The following result has been used many times in the literature; we give a proof since
understanding the abacus will be helpful in understanding the results in this paper.

Lemma 2.2. Let B be a B-set. Then there is a unique pair (A,s) € A X Z such that B =
B () and we may find this pair as follows. Suppose that B = {by, by, ...} where b; >
by > ... Fori>1,setd; =#{c <b;|céB}, then A= (11,1,...). To find s, repeatedly
choose b € B such that there exists ¢ < b with ¢ ¢ B and replace b with c until this is no
longer possible. Then s is minimal such that s ¢ B.

Proof. Suppose that (1, s) € A X Z has the property that B;(1) = B and that
A=, A,...,2,,0,0,...)
where A; > 0. Then
Bs(1) ={b1,by,...... Y={li+s-1LA+s=-2,..., 4+s—-Ls—-1-1,s=-1-2,...}.

We draw the beads on the integer line:
- 900 [ ] “ .. ] [ o ] o
b b biy1 b; by by
For1 <i <, we have

#{C<bl‘|C¢B}=bi—b1+1—1—(l—i)Z(/li+S—i)—(S—l—1)—]—l+i=/1i

and for i > [, we have #{c < b; | ¢ ¢ B} =0 = A;. Hence A = (11, 42, ...) is uniquely
determined by the property that A; = {¢ < b; | ¢ ¢ B}. Now bearing in mind that s =
bis1 + 1 + 1, we can see that s is indeed determined as in the lemma.

We have shown that if (1, s) € A X Z is such that B;(1) = B then (4, s) does indeed
satisfy the properties above. Conversely, set A; = #{c < b; | ¢ ¢ B} foralli > 1. Choose [
maximal such that A; > O and set s = by +[+ 1. Then for all 1 <i <[ we have

Adi+s—i=#{c<bi|cg¢B}+b+l+1—-i=bi—bi—1-(U-))+b+l+1-i=b;
and fori > [wehave A; +s—i=b;, +1+1—i=0b;. [

Intuitively we can think of finding s by pushing the beads on the abacus to smaller
positions until there are no gaps between the beads.
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Corollary 2.3. The map sending (1,s) € A X Z to Bs(Q) € <7, defines a bijection between
AXZ and <.

We now have an explicit bijection between A X Z and <7, and in future we will identify
the two. Now suppose that » > 1. We extend the definition above to a bijection between
A" x 7" and @ :

AW 22 AN X (51,52, .., 50) B (B, (A1), By, (1P), ..., By, (A7),

Using the identification above, if we have an abacus configuration corresponding to
(1, 5) € A X Z then we will simply refer to it as an abacus configuration (4, s) € <7;
similarly if (A,s) € A7) x Z" we will say that (4, s) € 27"

We define an equivalence relation on 27)" by saying that (4, s) =, (i, s’) if and only
if s =5"and A ~. 5 pu. Let Z be a ~,-equivalence class of <7). Then there exist n > 0
and s € Z" such that each element of & has the form (A, s) where A € A,([) .Let Q =
(¢*',q%,...,q*) and let H = H, ,(q, Q). Then the Specht modules S* for (4,s) € #
all belong to the same block of H. We will denote this block by %. We will also refer to
the ~.-equivalence classes as blocks.

Example. As before, let e =3 and A = ((4, 3, 1), (32), (12)), u = ((13), (3%), (1)). Let
s = (0, 1,0). Then the abacus configurations of (4, s) and (u, s) are respectively given by

%ﬁ ‘Iﬁ ﬁ% " %ﬁ ﬁ% ﬁ% |
We have seen previously that A ~. ¢ u so (4,s) =, (i, s).
We would now like to describe the relation =, in terms of abacus configurations. If
A € A, define the rim of [1] to be the set of nodes {(i, j) € [A] | i+ 1,7+ 1) ¢ [1]}. Let

h > 0. Then a h-rim hook of [1] is a connected set of 4 nodes from the rim of [1] such
that removing these nodes from [A1] leaves the Young diagram of a partition.

Lemma 2.4. Suppose that (A, s) € <, corresponds to the 3-set B. Suppose that b,c € Z
are such that ¢ < b and b € B and ¢ ¢ B. Let B’ be the B-set obtained by replacing b with
¢. Then B’ corresponds to (u, s) € <, where [u] is obtained from [A] by removing one
(b — ¢)-rim hook.

Proof. Itis well-known that decreasing a S-number by % corresponds to removing a A-rim
hook from [A]. It follows from Lemma 2.2 that moving a bead in an abacus configuration
does not change the value of s. ]

Suppose 4 € A. Choose s € Z and draw the abacus configuration for (4, s). Define
the e-core A of A so that (4, 5) is the abacus configuration obtained by repeatedly taking
a bead on the abacus with a gap immediately above it and moving the bead into this gap
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until this is no longer possible; this corresponds to removing e-rim hooks from A. (In fact,
the e-core is independent of the choice of s since changing s only shifts the residues in the
Young diagram, but we would like to use the abacus to describe it and so we must pick
an s.) We define the weight of A, wt(1), to be the number of times we moved a bead up
one position to get from A to A; equivalently wt(d) = (|A| — |1])/e. We can now state the
(so-called) Nakayama Conjecture.

Proposition 2.5 ([5,39]). Suppose that A, u € A. Then A ~, u if and only if wt(1) = wt(u)
and A = fi.

In order to describe the ~.-equivalence classes of .7, we introduce a little more nota-
tion. Suppose that (4, s) € <7, corresponds to a 8-set B. Fori € I, let

Bi={beB|b=i mod e}, Ci={(b-i)/e| b € B;}.

Then each C; is a B-set and hence corresponds to a pair (p;,1;) € A X Z. Define a map

n: A, — A x Z¢ by setting (4, 5) = (p,£) = ((00, P15 - - > Pe=1)s (£0s 115+ - - s e—1)).
In James’s notation, p is the e-quotient of A and ¢ determines the e-core. Note that
knowledge of (4, s) is equivalent to knowledge of 7(4, s); also that wt(1) = |p|.

Lemma 2.6. Suppose that (A,s), (u,s’) € &, are such that n(A4,s) = (p,t) and n(u,s’) =
(p’,t"). Then (A,s) ~, (u,s’) ifand only if t =t" and |p| = |p’|.

Proof. We have (4, s) =, (u,s’) if and only if s = 5" and A ~, u; so by Proposition 2.5,
(4, 5) % (u,s") if and only if s = s/, wt(1) = wt(u) and A = 2. Now if s = s’ then

wt(d) = wt(u) & |p|=|p/| and A=ji & t="¢.
n

Example. Let s = 6 and set 1 = (4,2%) and u = (4,3,2, 1). Then the abacus configurations
of (4, s) and (u, s) are respectively given by

n(4,5) = ((1%), 2, (1)), (3,2, 1)), n(u,s) = (((1), (1), (1)), (3,2,1)),

so that

and (4, s) =, (u, s). The mutual core 1 = ji can be determined by noting that 17(4, s) =
n(d,s) = ((2,2,2),(3,2,1)) and has abacus configuration
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obtained by pushing the beads up on the abacus configuration of (4, s) (and (y, s)). Thus
A=ag=(1).

Ift = (tg,t1,...,tc—1) € Z° and w > 0, define the ~.-equivalence class

R(to, 11, - s te13w) = R(E;w) = {(/l, s) € A, | n(d,s) =(p,t) and |p| = w}.

When r > 1 it is more complicated to describe the relation =, using abacus configur-
ations but it will be useful to be able to do so. Let (4, s), (i, s) € 7.

(1) We say that (4, s) 5 (u, s) if we can obtain (y, s) from (4, s) by decreasing a
B-number by e in component k| and increasing a S-number by e in component k,
forsome 1 < ky,ky <.

(2) We say that (4, s) 5, (u,s) if we can obtain (u, s) from (4, s) as follows. Suppose
that there exist 1 < ki, ky < r, by, by € Z and h > 0 such that
e by =by; mode;

* by €By (A%)and by +h ¢ By, (1);
© by By (A%)and by +h € By, (A%).
Form (u, s) € 27, to be the configuration where the 8-numbers in each component
agree with those of (4, s), except that we replace b in By, (A% with by + h and
we replace by + h in By, (1)) with b,.

Say that (4, 5) — (u, 8)if (1,5) >, (g, ) for z € {1,2}.

Note that the operation described by the relation (4, s) iz (u, s) corresponds to

removing a h-rim hook from component k; of [A] and adding a A-rim hook to com-

ponent k| of [A]. The condition b; = b, mod e ensures that if @ € I” with aq; = s; for
0 <i < e —1then Res, (i) = Resy(Ad). We may see this in the example below.

Example. Take (A, s) to be the abacus configuration on the left and (u, s) the abacus
configuration on the right. Take ky =2 and k, = 1. Let by = -1, b, =3 and & = 1. Then

(4, 5) 57 (1, 9).
—2
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Proposition 2.7 ([23] Proposition 3.7). Let A, u € A") and s € Z". Then (A, 5) ~. (p,s)
if and only if there exists a sequence

(A,5) = (A0,8) > (A1,8) > ... 5 (A, 5) = (. 5).

Proposition 2.7 shows that we may generate the ~, 4-equivalence class of A (that is,
find the Specht modules S# which lie in the same block as S*) by repeatedly adding and
removing rim hooks from [A] such that Res, () is preserved at each stage. In practical
terms, this can be slow. In the next section we use a map defined by Uglov [45] which can
sometimes make this process much quicker. We will also use Uglov’s map in Section 3.

2.3. Uglov’s map

In this section we continue with the assumptions from Section 2.2, namely that r, ¢ and
e are fixed, and given n > 0 and a € I” we define an algebra H, ,,. For 1 < k < r, we
define a map ¢ : Z — Z as follows. For x € Z, write x = me +i where 0 < i < e. Then
Ur(x)=((m+Dr—k)e+i.

The next result follows immediately from this definition.

Lemma 2.8. Suppose 1 < k < r and x € Z; write x = me + i where 0 < i < e. Suppose
h € Zwith h >0 and write h =m’e + i’ where 0 < i’ < e. Then

Ur(x)+m're+1, i+i' <e,

Yi(x+h) ={

Yr(x)+m're+i’+(r—1e, i+i’ >e.

Now let (4,s) € 7. For each 1 < k < r we have the S-set By, (1K), Set B =
70 (A%))); note that this is a disjoint union since if k # &’ then Imy, N Imyy =
0. If z € Z then there exist unique integers m, k and i such that z = ((m + 1)r — k)e +i
and if z is sufficiently small then, since By, (1)) is a B-set, we have me +i € By, (200
so that z € B; similarly if z is sufficiently large then me +i ¢ By, (1¥)) and so z ¢ B. Thus
B itself is a 8-set and so corresponds to some (4, §) € .7,. We define ¥, : .7/ — 7, by
setting ¥, (4, s) = (4, ).

The map ¥, was originally defined by Uglov [45, § 4.1]. It appears in [25], and indeed,
our understanding of the map came from this paper. The easiest way to understand it (in
our opinion) is to look at the abacus configurations. Draw the e-abacus configurations for
(4, 5). Create a new e-abacus by going from right to left and from top to bottom across
these configurations, repeatedly taking a row of an abacus and adding it to the new abacus.
By considering the map ¥, in this way, it is clear that it is a bijection from .27 to <7.. We
let ®, =¥, !.

If » = 1 then ¥, and @, are simply the identity maps.

Example. We can see this procedure in the example below. Each 3 X 3 block on the right
corresponds to 3 rows of length 3 on the left.
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Jacon and Lecouvey [25, Corollary 2.27] show that if we make certain assumptions on
s, the maps ¥, and @, both preserve blocks. Without their assumptions, one direction of
this result still holds.

Proposition 2.9. Lets € Z". Suppose that A, g € A7) and (A,5) = (p,5). Then ¥, (A, 5) =,
‘Pr (I’l’ S)'

Proof. Using Proposition 2.7, it is sufficient to show that the result is true if (4, §) 5 1
(u,s)or (4,s) 5, (u, s). Suppose that (4, s) i>Z (u, s) for z € {1,2}. Since we obtain
(u, s) from (4, s) by moving beads around in the abacus configurations, Lemma 2.2 tells
us that ¥, (4, s) = (4, s) and ¥, (u, s) = (u, s) for some A, u € A and s € Z. It remains to
show that A ~, u.

Suppose (4, s) 5 (u,s). Note that by Lemma 2.8, if b € Z then for 1 < k < r we have
Uir(b+e) =yr(b)+re. So if we form g by removing an e-rim hook from component &
of A and adding an e-rim hook to component k;, of A then we form (y, s) from (4, s) by
removing r e-rim hooks and adding r e-rim hooks. Hence A ~, u.

Now suppose (4, §) i>2 (p, s), where we use the notation given in the definition.
Suppose b; = me +i and h = m’e +i’. First suppose that i + i’ < e. Then we form (y, s)
from (4, s) by first moving a bead up m’re + i’ positions so that it moves from runner i to
runner { + i’ and then moving a bead down m’re + i’ positions so that it moves from runner
i + i’ to runner i. Since we move the beads the same distance, A and u are partitions of the
same integer and since we end up with the number of beads on each runner unchanged,
they have the same e-core.

The argument is similar if i +i’ > e. ]

The natural converse to Proposition 2.9 is false as we see below.

Example. Let s = 16 and suppose that (4, s) and (u, s) have abacus configurations given
respectively by



Rouquier blocks for Ariki-Koike algebras 13

so that A ~, u. Then their images under @, are
So @5(2,5) = (((2%,12), (3, 1°)),(7,9)) and 5 (u, 5) = (((3,1%), (2%, 1%)),(9,7)) and
q>2(/17 S) ?‘ée q)Z(:uv S)'

Proposition 2.9 does immediately give us the following result.

Corollary 2.10. Suppose that R is a ~.-equivalence class of <f,. Then ®,(R) is the
disjoint union of =.-equivalence classes in ,%(r).

In fact, it is not difficult to describe when the full converse to Proposition 2.9 holds.
Recall the map 77 : o7, — A'®) x Z¢ that we introduced in Section 2.2. If » = 1, the maps
¥, and @, are just the identity maps, so for the remainder of this section, we assume that
r>2.

Lemma 2.11. Suppose that A, u € A and that A ~, u. Let s € Z. Thenn(A, s) 5 n(u, s)
if and only if @, (4, s) in D, (u, s).

Proof. We have n(4, s) 5 n(u, s) if and only if there exist O < ky, ko < e such that (u, s)
is formed from (4, s) by moving a bead on runner k; up by r positions and moving a
bead on runner k, down by r positions. By Lemma 2.8, this occurs if and only if @, (u, s)
is formed from @, (4, s) by moving a bead on runner k; of some component up by one
position and moving a bead on runner k, of some component down by one position, that
is, if and only if @, (4, 5) i)] D, (u, s). [

Lemma 2.12. Suppose that A, u € A and that A ~, u. Let s € Z. Thenn(A, s) 5, n(u, s)
if and only if @, (4, 5) =2 @y (1. 5).
Before reading the proof, it might be helpful to consider the following example.

Example. Let e = 4 and r = 3 and suppose that (4, s), (i, s) € <7 have abacus diagrams
respectively given by
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so that (A4, ) 5, n(u, s). Then @, (4, s) and D, (u, s) are respectively given by
and we can see that @, (4, s) 5, @, (u, s). The condition that n(A, s) 5, n(u, s) ensures

that in the second set of pictures if the red bead jumps from component x to component y
then the green bead jumps from component y to component x.

Proof of Lemma 2.12. Suppose n(4, s) 5, n(u,s). Then there exist 0 < k1, kr < e, by,by €
Z and h > O such that b} = b, mod r and (g, ) is formed from (4, s) by moving the bead
atz; = bje+kj to (by + h)e + k| and the bead at (b, + h)e + ky to zp = bye + ky. Write
by =mir+tand by =myr +t where 0 <t < r. Suppose that h = h*r + " where 0 < b’ < r.
So,—(mie+ ki) =zy and ¢, (mpe + kp) = zp. Suppose that 4” + ¢ < r so that

z1+ he = (b1 +h)e + k;
=(mir+t+h'r+h’)e+k
=((m +h)r+t+h)e+k
=Yr—-w((m1 +h)e + k1)

and this combined with other computations gives us

zi+he =y, ((mi+h")e+ky), 21 =Y (mie+ky),

2 +he =y, ((my+h*)e+ky), 20 = Yr_s(mae + k»).

Then @, (u, s) is formed from @, (4, s) by moving the bead of S-number m ;e + k|
on component r — ¢ to position (m| + h*)e + k| of component r — ¢ — 4’ and moving the
bead at (my + h*)e + kp on component r — t — h’ to position mye + k, on component r — ¢.
Or, to put it another way, on abacus r — t we replace a bead at me + k1 with a bead at
mye + ky and on abacus r —t — h’ we replace a bead at (my + h*)e + k, with a bead at
(my+h*)e +ky. Thus @, (4, s) i>2 @, (u, s). The argument is almost identical if &’ +1 > r.

If ®,(4,s) 5, @, (u, s) then reversing the argument above shows that 7(4, s) 5,
n(4,s). [

Theorem 2.13. Suppose that A, € A and that A ~, . Let s € Z. Then (4, s) =, n(u, s)
if and only if @, (4, s) =, O (u, s).
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Proof. Using Proposition 2.7,Theorem 2.13 follows immediately from Lemma 2.11 and
Lemma 2.12. ]

Proposition 2.9 shows that the map ¥, sends a block into a single block while its
inverse @, splits a block into a disjoint union of blocks, with this disjoint union determined
by Theorem 2.13.

Example. Letr =2 and e = 3. Take s = 16 and consider (4, s) € 74 given by

The ~3-equivalence class of A is in bijection with A?) via the map 7:
A~y u & (u,5) =3 (4,5) & n(u,s)=(p,(3,6,7)) for some p € AS).

We consider the ~> (3 ¢ 7)-equivalence classes, or (equivalently) the ~> (1,0,1)-€quivalence
classes of A;S); since we are looking at multipartitions of 2, it is easy to write down the
two classes using their residue diagrams:

1]0]2 2, @@, 2[0[1]e, 2[0]o,
{ 0]

oolilol  oofil. [Eo @@},
o]

(w3}

Below we give the abacus configuration of each (u, s) ~3 (4, s) followed by its image
under @,.



()
—

T e R
!

Thus we have listed the elements of two of the ~3-equivalence classes of .272; equi-
valently we’ve generated all the multipartitions corresponding to Specht modules in two
blocks, the first for the algebra #.14(q, Q) where 1 + ¢ +¢* =0and Q = (¢’,4¢°) = (¢, 1);
and the second for the algebra H>.11(¢q, Q) where 1 + g +¢*>=0and Q= (¢°,¢") = (1,¢).

Corollary 2.14. Let (A,s) € o7). Then the map n o ®, : o] — <7 is a bijection between
the ~.-equivalence class of (4, s) and the ~,-equivalence class of n(®, (4, s)).

This gives a natural bijection between Specht modules indexed by r-multipartitions
in a block of one Ariki-Koike algebra (which has quantum characteristic ¢) and Specht
modules indexed by e-multipartitions in a block of another Ariki-Koike algebra (which
has quantum characteristic r). In general, there is no algebraic equivalence between the
blocks.

Example. Lete =r =3 and a = (0,0,0). Let Z be the ~3-equivalence class of 42{33 con-
sisting of the multipartitions

(1), 2,9)),a), ((2,(1),2),a) (2,2, (1)), a).
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Applying the map 77 o @3 to each of the elements of % respectively gives a ~3-equivalence
class %’ consisting of the multipartitions

(((2)’®’®))7(170’_1))’ (((1)’®7(1))5(1’0’_1)) ((®7®7(12))7(150’_1))'

Following the notation of Section 2.2, we let % and %’ denote the blocks of the respective
Ariki-Koike algebras corresponding to % and %’. Then (up to isomorphism) there is one
simple module lying in the block Z, but two simple modules lying in the block Z#”. (To
see how to determine which multipartitions index simple modules, we refer the reader
to [35, Definition 2.23].)

It would be interesting to consider when some kind of algebraic equivalence does
occur. In particular, we would like to know how our bijection relates to the level-rank
duality proposed by Chuang and Miyachi [11] and studied in [42, Section 6.3]. From a
computational point of view, our bijection can come in useful when trying to generate the
multipartitions in a block.

Example. Take e =3 and r =2 and let A = ((22,12), (3,1°)) and @ = (1,0). Suppose that
we want to generate the ~, 4-equivalence class of A. Choose s = (7,9) so that (4, s) has

abacus configuration

As we have seen above, n(®,((4,s))) = ((2), @, @), (3,6,7)) and there is a bijection
between the multipartitions in the block of (((2, @, @)) with quantum characteristic 2
and multicharge (1,0, 1) and the multipartitions in the block we are trying to generate.
. . .. . 3) . . . . - .
However, generating multipartitions in A is easier than generating multipartitions in

)
AR

3. Rouquier multipartitions

3.1. Rouquier multipartitions and Uglov’s map
Suppose that (4, ) € 7, and that
n(a,5) = ((po p1 - - -, pe-1), (to, 11, - - s Te-1)).
We say that (4, s) is a Rouquier partition if
wt(d) <ty —t;+1 forall 0<i<e-1.

Intuitively, we can think of (4, s) as being a Rouquier partition if the abacus config-
uration of its core (with respect to s) has the property that the difference between the
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number of beads on runner i + 1 and runner i is at least wt(1) — 1. However this is not
well-defined, since our convention is to have infinitely many beads on each runner. We say
that (4, s) € </ is a Rouquier multipartition if each component (21X, s;) is a Rouquier
partition for 1 < k < r. Say that a ~,.-equivalence class #Z C &7 is a Rouquier block if
(4, s) is a Rouquier multipartition for all (4, s) € Z.

On one hand, this is a perfectly reasonable definition. On the other hand, it is not so
satisfactory because without writing out all the elements of & it seems difficult to tell
whether or not it is a Rouquier block.

Example. Suppose that (4, s) and (u, s) have abacus configurations respectively given by

Then (A, s) =4 (u,s). (One may see this by comparing the e-residue diagrams.) However
(4, s) is a Rouquier multipartition while (g, s) is not.

We note a slight disparity between the cases that 7 =1 and r > 1. If r = 1 and (4, 5) =,
(u, s) then (4, s) is a Rouquier partition if and only if (y, s) is a Rouquier partition.
However as we have seen above, if » > 1 then it is perfectly possible to have (4,s) =, (u,s)
where (4, s) is a Rouquier multipartition but (u, §) is not.

In fact, it is easier than we first believed to check if a ~.-equivalence class & is a
Rouquier block. For A € #, leth(2) = 3} _, wt(1K)) and let h(#) = max{h(2) | 1 € Z}.
Let #° = {1 € Z | h(2) = h(Z)}. In [23], Fayers defines a core block of the Ariki-Koike
algebra to be a block in which none of the associated multipartitions have a removable
e-rim hook. To each block % C .27] there is an associated core block %, and the subset
Z° is precisely the set of multipartitions obtained by adding h(Z) e-rim hooks to any of
the multipartitions in €.

Lemma 3.1 ([14] Theorem 5.2). Suppose that % is a ~.-equivalence class of %. Then %
is a Rouquier block if and only if every multipartition A € %Z° is a Rouquier multipartition.

Thus to see if a block is a Rouquier block, we just need to look at the associated core
block. To further investigate Rouquier blocks, we use the map @, introduced in the last
section. We begin with one more definition. If (4, s) € <7, is such that (4, s) = (p, ¢) then
we say that (4, s) is an r-Rouquier partition if

wt(d) < tjy1 —t;+r forall 0<i<e-1.

In this case, every (u, s) € <, with (u, s) =, (4, s) is also an r-Rouquier partition and we
say that the ~.-equivalence class of (4, s) is an r-Rouquier block.
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Lemma 3.2. Suppose that (A,s) € & is not a Rouquier multipartition. Then ¥, (A, s) €
A, is not an r-Rouquier partition.

Proof. Suppose that (4, s) is not a Rouquier multipartition. Then there exists 1 < k < r
such that (14X s;) is not a Rouquier partition. Write 1K) = 1. If we suppose that (4, s ) =
((p0s P15+ Pe=1), (to, 1, ..., te—1)) then there exists 0 < i < e — 1 such that wt(1) >
ti+1 —t; + 1. Take pu ~, A to be the partition with

n(u,sx) =(9,...,2,(wWt(1), 2, ...,2), (to, t1, ..., te-1))

where (wt(1)) occurs in position i. Let u be the multipartition obtained from A by repla-
cing A with p in component k. Then ¥, (4, s) =, ¥, (g, s) by Proposition 2.9 so ¥, (4, s)
is an r-Rouquier partition if and only if ¥, (u, s) is an r-Rouquier partition.

Our aim then is to show that ¥, (u, s) is not an r-Rouquier partition. Set wt(1) = @
and ;41 — t; = d so that by assumption & > d + 1. Suppose that

T](\Pr(ﬂ,s)) = ((0—0’ 0—15 . "0—6—1)9 (r()? rl’ e »re—l))~

Let w = |oy| + |o4+1| and d = ri41 — r; so that wt(W, (g, s)) > w. We will show that w >
d+r.

Let B be the B-set corresponding to W, (u, s). Let M be maximal such that M = r — k
mod r and Me +i € B. Note that the condition @ > d + 1 implies that (M — r)e +i +
I,Me+i+1¢B.LetZ'" % ={meZ|m#r-k mod r}. Define

S={mez'" ™ |me+i¢gBandme+i+1¢€ B},
T={meZ'" ™  |me+icBandme+i+1¢B},
U={meZ'" ™ | me+icBandme+i+1¢eB},

V={meZ' " |me+i¢ Bandme+i+1¢ B).
Now set
si=#{meS|m<M-r}, so=#{meS|M-r<m<M}, s3=#{meS|M<m},

and define #y, 12, 13, up, u3, vy and v, analogously. Although the sets U and V are infinite,
us, uz, v; and v, all measure finite subsets and we do not define u; or v3. Now
d=#{meZ|me+i¢Bandme+i+1 e B} —#{meZ|me+ic Bandme+i+1¢ B}
#{mez2' " |me+i¢ Bandme+i+1 € B}

—#{meZ'" M | me+icBandme+i+1¢ B}

+#{m=r—k modr|me+i¢ Bandme+i+1 € B}

—#{m=r—-k modr|me+icBandme+i+1¢ B}

ST+ 82 +853—1 —t2—2‘3+d_
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so that

d+r=S1+S2+S3—t1—lz—t3+d_+}’
=851 +52+853 -1 —lz—t3+d_+S2+t2+u2+Uz+1
<si+so+s3+d+sa+ur+uv+1
< S1+Sr+Ss3+wW+ 852+ Uy + 0.

Now we give a lower bound for w = || + |07+1]|. Recalling the way in which we chose M,
we have

|oi| = #{(m,mp) € ZXZ | m; <myandmie+i ¢ B, mye +i € B}
> (t3+us+1)(sy+s2+v;+vp+m) + (82 +up) (0 + 51 +01),
|ois1| =#{(m1,my) € ZXZ | my <mpandmie+i+1¢ B, mpe+i+1¢€ B}

> (S3 +u3)(2+t1 +tH+v + Uz) + (SQ +u2)(1 + 1 +1)1).

Hence
w>(t3+uz+1)(sy+sy+0v;+02+w)+ (tr +u) (W + 51 +07)
+ (S3 +u3)(2+t1 +1+v + 02) + (S2 +u2)(1 + 1 +l)1)
S+t +wW+s3+sy+up
so that w > d + r as required. ]

Lemma 3.2 shows that if (4, 5) € @7 is an r-Rouquier partition then @, (1,s) € &7 isa
Rouquier multipartition. Since all elements in the same block as (4, s) are also r-Rouquier
partitions, the next result follows by applying Corollary 2.10.

Corollary 3.3. Suppose that R C <, is an r-Rouquier block. Then ®,(R) C 7] is a
disjoint union of Rouquier blocks.

We can therefore generate blocks of Rouquier multipartitions by applying the map @,
to an r-Rouquier block. Unfortunately it is not true that every such block can be generated
in this way.

Example. Suppose that r =2 and e = 6. Let s = (30, 30). Then the block containing the
multipartition (4, s) below is a Rouquier block. However, there does not exist s’ € 72 such
that s, =57 mod 6 for k = 1,2 and ¥,-(4, s”) lies in a 2-Rouquier block.
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To see this, note that if s’ € Z? is such that Sk = s]'( mod 6 for k = 1, 2 then

n(¥Pr(A,5") = ((00, 01, . . ., Te-1), (10 + 3,10 + 5,10 + T, 10 + 13,10 + 15,10 + 17))
for some ty € Z. So for ¥, (4, s”) to lie in a 2-Rouquier block, we need wt(¥, (4,s”)) < 4.
However if s > s/ then |oo| > 3 and |o7[, |o2| > 1 and if s} < s/ then |op| > 2 and
|03, |04, |o5| > 1, so that in both cases wt(¥,(4,s’)) = Z?:O |oi| = 5.

If r = e = 2, we have a converse to Corollary 3.3. We do not give a proof here as we
hope to return to Rouquier blocks for the case that e = r = 2 in a later paper.

Lemma 3.4. Suppose that e = r = 2 and that (A, 5) € %2 lies in a Rouquier block. Then
there exists s’ € Z* with s; = s! fori=1,2 such that ¥»(A,s’) lies in a 2-Rougquier block.

We will obtain a general converse to Corollary 3.3 as follows. First we introduce the
notion of a ‘stretched block’ and we show that all sufficiently stretched blocks % C <7,
have the property that ¥, (%) lies in an r-Rouquier block. Secondly we show that when
we stretch a Rouquier block, we obtain a block which is in some sense equivalent to the
original block.

3.2. Stretching
LetM = (Mo, My,...,M._1) € Zs, - Suppose that (A, 5) € o, where

n(A,5) = ((P0s P15+ s Pe=1)s (10, 115 - -+ s Te—1))-
Define Str((4, s); M) to be the abacus configuration in 7, such that

n(Str((A,5); M)) = ((p0, P15+ » Pe-1), (to + Moty + My, ... te1 + Me_1)).

In other words, the intuitive idea is that when we stretch (4, s), the e-quotient remains
the same but we change the number of beads on each runner. We extend the definition
of stretching to tuples of abacuses in the natural way. Suppose that (4, s) € 7 and that
M= (My,My,...,M,_;) € ZEZO' Then

Str((A,8): M) = (Y, 1@, 1), (7,85 80)

where (1, s7) = Str((A%), 5); M) for 1 < k < r.

The definition of Str((A4,s); M) could apply to any M € Z¢. For our purpose, it is easier
to consider only M € Z¢ ; so that the stretching operation preserves certain properties of
the Rouquier blocks. To emphasise this, we restrict the definition to M € Z‘;O.

Example. Let M = (0, 1,3). If we take the abacus configuration (4, s) on the left and apply
the stretching operation, we obtain the abacus configuration Str((4, s); M) on the right.
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We now notice that the stretching operation preserves blocks, hence if % is a block of
o/, we may consider the block Str(%; M).

Lemma 3.5. Let M = (Mo, My, ..., M.1) € Z%,. Suppose that (A,s), (p,s’) € ;. Then
(A,8) = (u,8") if and only if Str((A, s); M) =, Str((u,s”); M).

Proof. This follows from Proposition 2.7. ]

We now show that if we take an arbitrary block % C 7] and stretch it sufficiently then
we obtain a block &%’ with the property that ¥, (%’) lies in an r-Rouquier block. From
Corollary 3.3, it follows immediately that %’ is itself a Rouquier block.

Lemma 3.6. Let M > 0 and set M = (0, M, ..., (e — 1)M) € Z¢. Let Z be a ~.-

equivalence class of 7). Then ¥, (Str(%; M)) lies in a Rouquier block, and hence in
an r-Rouquier block.

Proof. Suppose that (4, s) € Z. First note that if

n(qu(/l’s)) = ((,00,,01, s ape—l)’ (to’tls s ’te—l))

then

Tl(lPr(Str((/Ls),M))) = ((PO’PI’ .. 'spe—l)’ (to’tl +rM,... sle—1 + (e - l)VM))

Set T =max{t; —t;+1 |0 <i <e—1} and choose M suchthatrM >T + |p|. If0<i<e—1
then
i+ + DrM = (t;+irM) =rM — (t; —t;y1) 2 rM =T > |p|

so that W, (Str((4, s); M)) is a Rouquier partition, and hence an r-Rouquier partition.
Applying this argument to every configuration in the block, we obtain the result. ]

3.3. Equivalences

So far, our stretching operation has just defined a bijection between ~,-equivalence classes.
For this to be of interest, we require that this bijection preserves some algebraic structure.
Below, we recall Scopes’ theorem on equivalences between blocks of the Hecke algebras
of type A. One of the strengths of Scopes equivalence is that as well as showing cer-
tain blocks are Morita equivalent by defining functors between the module categories, it
describes an explicit and very natural bijection between the Specht modules in each block
which corresponds to the action of the functors. The notion of Scopes equivalence can be
extended to Ariki-Koike algebras in a natural way.

Before discussing Scopes equivalence, we introduce the notion of ‘decomposition
equivalence’. Suppose that % and %’ are =.-equivalence classes in 27, with Z ablock of
7 and %’ a block of H'. Then there exist 5,8’ € Z" such that Z consists only of elements
of the form (A, s) and %’ consists only of elements of the form (', s’). Let a (resp. a’)
€ I" be such that a; = si (resp. a; =s;) mod e for 1 <k <r. Ifl1: % — %’ and
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(A,5) € Z with T1(A4, s) = (A, s"), set TI(A) = A’. Using the notation above, we say that #
and #’ are decomposition equivalent if there is a bijection IT : #Z — %’ such that for all
(u,s),(A,s) € Z we have

e e K(r) (@) if and only if IT(u) € K(r) (a”),

e Ttuen" (a)then [S1: DMy = [STW) : DI,

We call the bijection IT a decomposition equivalence map; essentially, it is set up so that it
preserves block decomposition matrices.

We now restrict our attention to H,. Let 0 < i < ¢ — 1. We define a bijective map
Y; : o, — o, as follows. Suppose (4, s) € 7, and suppose that

7(4,5) = ((P0, P15+ > Pe-1) (205 115 - - - s Leo1)).

Define Y;(4, s) to be the abacus configuration (u, s) such that n(u, s) is obtained from
n(4, s) by swapping p; and p;; and swapping ¢; and #;1.

Using Proposition 2.5 it is easy to see that if R is a ~,-equivalence class of 7, then
Y;(R) is also a =~.-equivalence class of 27,.

Example. The bijection Y, swaps these two abacus configurations. The effect of Y, is
simply that it interchanges runners 2 and 3.

We now describe Scopes’ theorem. These results were initially proved by Scopes for
the symmetric group algebras [41, Lemma 2.4 and Theorem 4.2] and then generalised to
H, [28].

Theorem 3.7 (Scopes Equivalence). Suppose that R = R(t; w) is a ~.-equivalence class
of o,. Let 0 < i < e — | and suppose that tiy) — t; > w.
e The map Y; restricts to a decomposition equivalence map on R.
e The blocks R and Y;(R) are Morita equivalent.

We note that decomposition equivalence and Morita equivalence are independent. We
now look at a more trivial equivalence (in fact an equality). We define an invertible map

v A, — o,. Suppose (4, s5) € o7, and that (A, 5) = ((00, P1»- - -» Pe—1)> (20,115« - sTe—1))-
Define v(4,s) = (4, s + 1) so that

TI(/LS-'- 1) = (pe—l»p()vpl’ e »Pe—Z)’ (te—l + 1»t0, tl’ .. »te—2))-

Note that the Hecke algebra H,, = Hi ,(q, ¢q°) is independent of the choice of s. The
following result then follows by definition.
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Lemma 3.8. Suppose that R is a ~.-equivalence class of <,. Then R = v(R).

This puts us in a position to reprove the well-known result that when r = 1, any two
Rouquier blocks of the same weight are both Morita equivalent and decomposition equi-
valent. We give a proof since we will use similar techniques to study the case that r > 1.

Lemma 3.9. Let t = (to,11,...,t.—1) and suppose that R = R(t;w) is a Rouquier block in
A, where w > 1. Suppose that 0 <i < e—1andsett’ = (to,...,ti—1,t; +1,...,te_1 +1)
and R’ = R(t'; w). Then the blocks R and R’ are Morita equivalent. Furthermore, the
map I1: R — R’ which sends (4, s) € R withn(4,s) = (p,t) to (', s +e —i) € R' where
n(A’,s+e—1i) = (p,t') is a decomposition equivalence map.

Proof. Write R <> R’ to indicate that Morita and decomposition equivalence both hold.
Then we have

R(l‘o,...,l‘i_l,l‘i,...,l‘g_l;w) o R(Ii+1,...,l‘e_1 + 1,[0,...,ti_1;w)
repeatedly applying Lemma 3.8
HR(lo,...,li_l,li+1,...,16_1+1;w)

repeatedly applying Theorem 3.7.

Composing the decomposition maps completes the proof. Note that the condition for R to
be a Rouquier block allows us to use Theorem 3.7. ]

Corollary 3.10. Suppose that R = R(t;w) and R’ = R(t’; w) are Rouquier blocks in <7,
of weight w. Then there exist s, s’ € Z such that

R ={(1,5) € & | n(A,5) = (p,t) where |p| = w},
R ={(A.s") € e | n(A,s") = (p,t') where | p| = w}.

Define Il : R — R’ so that I1(p, t) = (p, t’) for (p,t) € R. Then the blocks R and R’ are
Morita equivalent and the map 11 is a decomposition equivalence map.

Proof. Any two blocks of weight 0 in 7, are Morita equivalent and decomposition equi-
valent (either apply Scopes equivalence or notice that a block of weight zero contains
exactly one simple module) so suppose that w > 1. Applying Lemma 3.9 repeatedly, we
see any Rouquier block of weight w is both Morita equivalent and decomposition equi-
valent to the Rouquier block R(w — 1,2(w — 1), ..., e(w — 1); w) with the decomposition
equivalence map acting as described on the Specht modules. The result follows. ]

It is natural to ask to what extent the Scopes equivalences can be extended to H; ,,.
We generalise the map Y, : ., — <% to amap Y, : /) — </ in the natural way so
that if (4, s) € &7 is thought of as a tuple of abacuses then Y; acts as before on each
component. We add a map Y,._; which acts on runners 0 and e — 1 in the natural way (by
swapping the runners and then adding an extra bead to runner 0). Now suppose that #
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is an ~,-equivalence class in @7 and 0 < i < e — 1 (resp. i = e — 1) such that if (4, s) €
Z with n(A%), s) = ((p&, p*, ... pk ), (k,ek ootk ) then [pK| < £k | =t for all
1 <k <r(resp. |p¥| < t(’)‘ - ti‘_l + 1 forall 1 <k <r). We say that Z and Y;(%#) are
related by a Scopes move and we define an equivalence relation, Scopes equivalence, on
the ~,-equivalence classes of .27] to be the relation generated by Scopes moves. Webster
refers to a block that is Scopes equivalent to a Rouquier block as a RoCK block (see [46,
Theorem B]).

The following is a result of Dell’Arciprete.

Theorem 3.11 ([14] Theorem 5.7). Let 0 < i < e. Suppose that Z is an ~.-equivalence
class in o7) such that Y is a Scopes move. Then Y; restricts to a decomposition equival-
ence map from Z to Y ;(X%).

In fact, Dell’Arciprete has a nicer combinatorial condition on the block than the one we
give above; the current form (which does not introduce additional notation) is sufficient
for our needs. The following theorem appeared as Conjecture 1 in the first draft of this
paper and was subsequently proved by Webster.

Theorem 3.12. [46] Let 0 <i < e. Suppose that % is an ~.-equivalence class in 7, such
that Y; is a Scopes move. Then % and X ; (%) are Morita equivalent.

Now recall the map v : @, — 7. We generalise it to a map v : & — 7] in the
natural way by acting on each component. Suppose that s = (51, 52,...,5,) € Z . Let Q =
(@*',q%,...,q¢)and Q" = (¢*'*', ¢!, ..., ¢**!). For n > 0, the algebras H, ,,(q, Q)
and H, (g, Q’) are isomorphic. Hence we have an immediate analogue of Lemma 3.8.

Lemma 3.13. Suppose that % is a ~.-equivalence class of <. Then R = v(X).

Our next step is to prove that if we stretch a Rouquier block then the block we obtain
is decomposition and Morita equivalent. The proof of Corollary 3.10 split into two parts
depending on whether or not the block had weight 0. Our proof splits up similarly, depend-
ing of whether or not the block is a core block.

Recall that Fayers [23] defined a core block to be a block % C 27 such that if (4, s) €
Z then no component of A has any e-rim hooks. The following observation follows from
the definition of a Rouquier block.

Lemma 3.14. Suppose that Z is a Rouquier block in o7) and that (A,s) € % has an e-rim
hook. If n(A%%), s1) = (p*, t%) for 1 < k < r then [1{(+1 - t{‘ >0foralll <k <randall
O0<i<e-1

Proof. For each 1 < k < r, there is a multipartition (g, s) with (4, s) 5 (u,s) and
wt(u®) > 1; moreover n(u'®), sz) = (0%, t) for some o € A©. Since (u, s) is also a
Rouquier multipartition, the result follows. |



26 S. Lyle

Lemma 3.15. Suppose that Z is a Rouquier block in 7] which is not a core block. Let
(A,5) € Z and for 1 < k < r, suppose that n(A'%), s;) = (p*, t*). Then

r r
k k
S-S0
k=1 k=1

forall0<i<e-1.

Proof. First note that if (u,s) € % and n(u'®, si) = (o, r¥) for 1 < k < r, then by

Proposition 2.7,
r r
k _ k
>it= 3
k=1 k=1

forall 0 <i < e — 1. So we may assume that A has an e-rim hook. By Lemma 3.14, tlﬁrl > tf
forall1 <k <randall0 <i < e — 1. The result follows. |

Lemma 3.16. Suppose that Z is a Rouquier block in 7] which is not a core block. Let
(A,8) € Z and for 1 < k < r, suppose that (A1) s;) = (p, t). Suppose 1 < k < r and
0<i<i’<e—1 Thents—1F>-1

Proof. If A has an e-rim hook, the result follows from Lemma 3.14 so assume that A has
no e-rim hooks. Suppose that there exist &, i, 1" as above which contradict the lemma. By

Lemma 3.15 , .
Dl =Ydz0
=1 =1

so in particular there exists 1 < k” < r with t!i/ > t!‘/. We now define a configuration
(u,s) € Z. We do so by describing n(u", s;) = (!, r!) for 1 <1 < r.Set o' = p’ and
rl =t forl # k,k’. Set

k _  k . Y] k _ L,k _ 4k k _

rj—tjfor];&l,l, rp=t; =1, rp=t;+1, o"=(2,0,...,0)

Y o oK C e K

ri =t forj#i,i’, rf =t; +1, rp =t; -1 o° =(2,...,0,(w),2,...,0)

. .. . ’
where (w) occurs in position i of % and

_ 4k k K’ K’ K’ K’
w=t; —ty+ty —t; =221, —t; >0.

By construction (4, §) 5, (u,s) so (u,s) € Z and hence is a Rouquier multipartition.
Because (g, s) has an e-rim hook, Lemma 3.14 implies that

Kk’ Kk’ kK’
Fir 2Fp_1 2 ... 2T

SO

thl{f —tf :rl{‘, —rl{‘ +2>r

k(

&
i+1 T +2

contradicting the assumption that (u, s) is a Rouquier multipartition. ]
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Suppose that 0 < i < e — 1. Define M (i) € Z, by setting M; =0for0 < j <i-1
and M; =1fori<j<e-1

Lemma 3.17. Let 0 <i < e — 1. Suppose that Z is a Rouquier block in o7 such that for
every (A,5) € Z if n(A%0), s51) = (p*, t5) for 1 < k < r then

B+l —1k >k

forall 0 <x <i—1landalli<y<e-1, where w* = |pk|. Set M = M(i) and let
R =Str(%Z; M). Define Il : Z# — %' by I1(A,5) = Str((A,5); M) for (A,s) € Z. Then #
and Z' are Morita equivalent and 11 is a decomposition equivalence map between % and

X'
Proof. The proof follows very similar lines to the proof of Lemma 3.9. We have
IMM=Ypo0...0Ye ;20 Y ;jov,

so to prove the result we need to show that each map Y ; above is a decomposition equi-
valence map. Let (4, s) € % and for each 1 < k < r, define (p¥, t*) and w* as in the
statement of the lemma. Then each Y ; is a decomposition equivalence map provided that
t’y‘+1—t§ >wkforall 1 <k<r,0<x<i-1landi<y<e—1 which is the con-
dition we assumed in the lemma. Morita equivalence follows from Theorem 3.12 and
Lemma 3.13. ]

Proposition 3.18. Let 0 < i < e — 1. Suppose that Z is a Rouquier block in <7 which is
not a core block. Let M = M (i) and %’ = Str(%; M). Define 11 : Z — %’ by 11(4, s) =
Str((4,s); M) for (A,s) € Z. Then Z’ is a Rouquier block which is Morita equivalent to
X and 11 is a decomposition equivalence map between % and %’ .

Proof. Tt follows from the definitions that %’ is a Rouquier block. By Lemma 3.17, it is
then sufficient to show that if (4, s) € Z with (1), s;) = (p*, t¥) for 1 < k < r and
wi = |p¥| then 2§ +1 -5 > wh forall 1 <k <r,0<x<i-landi<y<e-11If
wk > 1 then by Lemma 3.14

k

e—1

k k

I IR el I L T

as required. If w* = 0 then by Lemma 3.16

k k _ .,k
fy+l-1y20=w

and we are done. [

We now look at core blocks. We first state a result of Fayers [23, Theorem 3.1].

Lemma 3.19. Suppose that Z is a core block. Then there exists b = (bg,b1,...,b._1) €Z°
such that if (A, 5) € Z and n(A%), si) = (p*, %) for 1 < k < r then tf = b; + 0; k where
0ik €{0,1}, forO<i<e—1land1 < k <r. The tuple b is called a base tuple.
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We say that a block % C &7 is a staircase block if Z is a core block such that each
(4,5) ek.% satisfies the condition that if (1%, s3) = (p*, ) for 1 < k < r then t]()‘ < ti‘ <
R G S

= Te-1

Lemma 3.20. Suppose that Z is a staircase block in of) . Let 0 <i < e —1. Let M = M (i)
and #' = Str(#; M). Define 11 : # — %' by 11(4,s) =Str((A,s); M) for (A,s) € Z. Then
X' is also a staircase block which is Morita equivalent to % and 11 is a decomposition
equivalence map between % and %#’.

Proof. That %’ is a staircase block follows from the definition. We can apply Lemma 3.17
to Z since a staircase block satisfies the conditions of that lemma. ]

Lemma 3.21. Suppose that Z is a core block in &/ which is not a staircase block. Then
Z is decomposition and Morita equivalent to a staircase block.

Proof. Suppose that b = (bg, by, ...,b._1) is a base tuple for Z. Let (4, s) € Z and sup-
pose that (1%, s;) = (p¥, %) for 1 < k <r. Suppose that b; > b;, forsome 0 <i <e — 1.
Then tf > tfﬂ forall 1 < k < r,soby Theorem 3.11, Y; is a decomposition equivalence
map. So we may assume that by < b; < ... < b._1. Suppose that there exists 1 < k < r and
1 <i < e—1suchthat tlk_l > tf‘. Then b;_; = b; and so t{‘ +1> tf_l for all k. Furthermore
ifOSxSi—landiSySe—lthenbxsbyandsot]y‘+1Zt’;forlSkSr.By
Lemma 3.17, we get that & is decomposition equivalent to Str(Z; M (i)). Repeating the
argument as necessary, we obtain a staircase block &’ which is decomposition equivalent

to Z. [

Theorem 3.22. Suppose that # C <7 is a core block or a Rouquier block. Then X is
decomposition and Morita equivalent to a Rouquier block Z' which has the property that
Y, (%£’) lies in an r-Rouquier block.

Proof. Suppose that Z is a core block. By Lemma 3.21, & is decomposition equivalent
to a staircase block. Appying Lemma 3.20 multiple times, we see that any staircase block
is decomposition equivalent to a block which satisfies the conditions of Lemma 3.6.

Now suppose that & is a Rouquier block which is not a core block. Then applying
Proposition 3.18 multiple times, we see that & is decomposition equivalent to a block
which satisfies the conditions of Lemma 3.6.

That % itself is Rouquier follows from Lemma 3.2. ]

We end by noting some equivalences between Rouquier blocks.

Theorem 3.23. Suppose that % and %' are Rouquier blocks such that %’ = Str(%; M)
for some M € Z¢. Define 11 : Z — %’ by T1(4, s) = Str((4, s); M) for (A,s) € %Z. Then
X and X' are Morita equivalent and 11 is a decomposition equivalence map between %
and X#'.
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We note that technically speaking the stretching operator may not give a Scopes equi-

valence as it may shift the multicharge, and as such we have avoided using that terminology
above. If r = 1 then for each w > 0 there is a unique Rouquier block (up to Scopes equi-
valence). We would like some way of indexing the Rouquier blocks when r > 2 up to
equivalence.
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