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ABSTRACT: The development of swell under a cross sea was investigated because four drifting

wave buoys in the marginal ice zone near the Chukchi Sea measured a wave event contrary to the

waves expected following the fetch law. The expected sea state at the ice edge under southeasterly

winds of 10–15 ms−1 was 2–3 m waves with a 6–7 s period from the southeast. However, the

dominant buoy-measured wave was almost 90 degrees off the wind from the southwest with 2

m wave height and 9 s period. Since the phase speed was 14 ms−1 and the oblique wind speed

was 10-15 ms−1, the wave age of the measured waves was >> 1. A hindcast model using the

discrete interaction approximation (DIA) method, surprisingly, reproduced the buoy-measured

swell including the direction. An analysis of the source terms revealed that the swell evolved

over hundreds of kilometers across the ice-free ocean, and central to the swell development

was the nonlinear coupling of wind energy input and the swell spectral peak via the nonlinear

interactions source term. The implications of using the DIA were evaluated through idealized

cross-sea simulations using the EXACT-NL model. The EXACT-NL simulations were qualitatively

consistent with the DIA results and corroborated the hindcast finding. Moreover, the EXACT-NL

simulations provided additional insights into the mechanisms of nonlinear energy transfer, which

were found to align with the Masson (1993) theory of nonlinear coupling between swell and wind

waves.
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SIGNIFICANCE STATEMENT: Realistic formulations of physical processes occurring near the

ocean surface are essential for the accuracy of ocean wave forecasts that we use for a wide range

of recreational and engineering applications. To evaluate whether a model can reproduce complex

sea conditions, validation against observations is important. We investigated a complex cross-sea

condition using drifting wave buoy observations and wave model results and revealed a mechanism

that allowed swell waves to grow over hundreds of kilometers when the wind was blowing from

oblique directions. The cross sea is a well-known hazard for shipping, and our study presented a

new insight into the swell evolution under a cross sea.

1. Introduction

Ocean waves grow due to the effect of wind stress over the ocean surface (Jones and Toba 2001).

Idealized wind wave growth can be estimated based on the fetch law also known as Kitaigorodskii’s

scaling. The core assumption here is the wind waves develop under steady wind from a straight

shoreline. The non-dimensional energy 𝜖 = 𝜎2𝑔2/𝑈4 and frequency 𝜈 = 𝑓𝑝𝑈/𝑔 are a function of

the non-dimensional fetch 𝜒 = 𝑥𝑔/𝑈2. 𝜎 is the surface elevation variance, 𝑓𝑝 is the peak frequency

of a wave spectrum, 𝑥 is the fetch distance, 𝑔 is the gravitational acceleration, and 𝑈 is the wind

speed. 𝜖 = 𝑓 (𝜒) and 𝜈 = 𝑓 (𝜒) can be used to estimate sea states under various idealized growth

cases.

When we deployed drifting wave buoys in the marginal ice zone (MIZ) during the 2020 Arctic

Ocean expedition by R/V Mirai1, a wave event was observed that was contrary to the waves expected

following the typical fetch growth. When moderate to strong southeasterly winds of 10–15 ms−1

developed over the ice-free ocean (as depicted in a series of wind fields in Figure 1), estimated wind

waves at the ice edge along the wind direction would be approximately 2–3 m significant wave

height and 6–7 s peak period adopting the Donelan et al. (1985) scaling of the fetch law over the

300 km distance. The drifting wave buoys in the MIZ, however, measured swell with a significant

wave height of 2 m and a peak period of 9 s with a direction from the southwest: the wave age

was >> 1, and this swell was contrary to the expected waves following the fetch law. The wave

age here was calculated as 𝐶𝑝

𝑈𝑐𝑜𝑠(𝜃−𝜙) where 𝐶𝑝 is the wave phase speed, and 𝜃 and 𝜙 are the wave

and wind directions, respectively. After contemplating various scenarios of wave origin including

the slanting fetch effect (Donelan et al. 1985; Walsh et al. 1989; Ardhuin et al. 2007; Pettersson

1https://www.jamstec.go.jp/iace/e/report/pdf/2020.MR20-05.pdf
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Fig. 1: The wind (color) and ice (contours) conditions (from the hindcast model) at 12:00 on (a)
14 Oct, (b) 15 Oct, and (c) 16 Oct during which the southwesterly swell evolved. The wave buoy
trajectories and their positions are also shown in dotted lines and markers. The great circle path
with 225-degree heading from the Spotters at 80 km spacing is shown in green markers. The figure
is also annotated with wind-sea and swell arrows. The dotted-wind-sea outlines depict wind-sea
inhibition (as will be discussed in Sections 5b and 6) and the swell arrow length is scaled to the
cross-sea region, i.e., the region of swell presence, estimated from Figure 5 (described in Section
4b).

et al. 2010; Tamura et al. 2021), we were unable to explain how the measured swell developed

using only the buoy data. As such, we conducted a wave hindcast of the swell event for further

insights. The hindcast model, surprisingly, reproduced bulk statistics including the wave direction;

swell tracking of the modeled directional spectra revealed that southwesterly energy first appeared

near coastal waters of the Siberian coast, located hundreds of kilometers away from the buoys.

These waves somehow evolved as southwesterly swell (referred to herein as ”crossing swell”) and

propagated to the MIZ drifting buoys located north of the Chukchi Sea.

The hindcast was conducted using a third-generation spectral wave model, WAVEWATCH III.

The wave evolution in time and space 𝑆( 𝑓 , 𝜃) is described (neglecting currents) by a differential

equation
𝜕𝑁

𝜕𝑡
+∇ · ®𝑐𝑁 = 𝑠in + 𝑠ds + 𝑠nl, (1)

where 𝑁 is the action density spectrum and ®𝑐 is the wave propagation in time and space. 𝑓 denotes

frequency and 𝜃 is the wave direction. The cornerstone of the third-generation spectral wave model

is the explicit treatment of the nonlinear interactions source term 𝑠nl. The well-known Hasselmann

(1962) expression describing the net energy transfer within the action density spectrum at k4 due
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to all quadruplet interactions involving k4 is

𝜕𝑁 (k4)
𝜕𝑡

=

∭
𝐺𝛿(k1 +k2 −k3 −k4)𝛿(𝜔1 +𝜔2 −𝜔3 −𝜔4) (2)

× [𝑁1𝑁2(𝑁3 +𝑁4) −𝑁3𝑛4(𝑁1 +𝑁2)] 𝑑k1𝑑k2𝑑k3.

Here, 𝜔 and 𝑘 are the radian frequency and wavenumber, 𝐺 is a coupling coefficient, and the delta

functions ensure nonlinear interactions only occur for the quadruplets satisfying the exact resonant

conditions therein. Nonlinear interactions play an important role in the wind-wave spectral energy

balance, and their implementation in spectral wave models has enhanced the predictability of ocean

wave forecasts. Numerical computation of the nonlinear interactions is based on the symmetric

integration technique of the Hasselmann integral (Hasselmann and Hasselmann 1985), which is

suitable for modeling idealized cases (e.g., Young et al. (1987); Young and Van Vledder (1993);

van Vledder and Holthuijsen (1993)), and parameterizations developed from the idealized cases.

For the latter, a parameterization known as the discrete interaction approximation (DIA) method

(Hasselmann et al. 1985) is computationally efficient for large-scale models, and thus often adopted

in operational wave models.

Directional responses of two wave systems and the role of 𝑠nl were investigated by Young et al.

(1987); van Vledder and Holthuijsen (1993) in the context of a sudden wind shift for duration-

limited wave growth: 𝜕𝑁
𝜕𝑡

= 𝑠tot. The total source term 𝑠tot is the summation of the wind energy

input 𝑠in, the energy dissipation term 𝑠ds, and 𝑠nl. While van Vledder and Holthuijsen (1993)

used only the EXACT-NL model, Young et al. (1987) used both the EXACT-NL and DIA models

and evaluated the directional responses for both models. Young et al. (1987) simulated wind shift

angles from 30 to 150 degrees at 30-degree increments. For wind shift angles of 30 and 60 degrees,

they found the wind sea rotates to the new wind direction via the 𝑠nl coupling of the wind input

peak and the existing spectral peak. At wind shift angles of 90 degrees and more, a secondary

peak in the new wind direction developed as the coupling between the wind input energy and the

existing spectral peak becomes weak, and the old spectral peak decays slowly. van Vledder and

Holthuijsen (1993) investigated sudden wind shifts of 30 and 90 degrees, and they found that a new

wind-sea peak appeared for both cases. The old existing and new secondary peaks merged quickly

for 30 degrees while the peaks for the 90-degree case remained separated and the old spectral
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peak dissipated in time. In contrast to Young et al. (1987), van Vledder and Holthuijsen (1993)

attributed the merging of the peaks to the effect of 𝑠in, that wind input region was directionally

spread over the old spectral peak for the 30-degree wind shift.

The shape of the positive part of 𝑠nl for a 90-degree wind shift (Figure 8 of van Vledder and

Holthuijsen (1993)) is directionally spread over 90 degrees, which is interesting because Young

et al. (1987) found that the 𝑠nl coupling of old and new peaks for wind shifts larger than 60 degrees

was weak. The 𝑠nl shape of van Vledder and Holthuijsen (1993) is a mechanism that redistributes

energy from the oblique wind input to the old spectral peak at relatively large angles. Steering of the

peak wave direction obliquely to the wind due to wave-wave nonlinear interactions under slanting

fetch was also described in Pettersson et al. (2010) for a narrow bay and Ardhuin et al. (2007)

for a coastal area, although the interactions between wind and waves for their studies occurred

for wind-sea conditions (i.e., wave age < 1.). There is also a theory that describes the transfer of

wind-sea energy to swell. Masson (1993) studied swell decay under a bimodal wind-wave and

swell sea state, in which the swell spectrum was assumed to be very narrow (a delta function)

with a stationary wind-sea spectrum. When the swell spectral peak is just below the wind-sea

peak frequency, there is a region in the frequency-direction space where there is a negative swell

decay rate; nonlinear coupling between swell and wind sea causes swell to grow at the expense

of the wind sea. Masson (1993) estimated the peak swell growth occurs when the wind-sea and

swell directions are 35 degrees oblique to each other. Tamura et al. (2009) showed evidence of the

Masson (1993) theory at work in the Pacific Ocean under rapidly increasing winds during a cold

front passage event.

Because of the model and observation agreement during the measured wave event (as described

in Section 3b), the hindcast model was considered to be a tool to investigate the southwesterly

crossing swell evolution along its propagation path. The use of the DIA parameterization for 𝑠nl is

a notable contrast to the exact computations used in the literature discussed above. Accordingly,

the implications of using the DIA method was evaluated against the full Boltzmann computation of

Eq. 2, known as the EXACT-NL model, in idealized cross-sea scenarios, which will be thoroughly

discussed in Section 6.

6

Accepted for publication in Journal of Physical Oceanography. DOI 10.1175/JPO-D-24-0251.1.
Brought to you by UNIVERSITY OF EAST ANGLIA | Unauthenticated | Downloaded 09/24/25 10:59 AM UTC



2. Methods

a. Wave buoy observation

Wave observations were made using Sofar Ocean’s Spotter buoys. They were deployed from R/V

Mirai during the MR20-05C Arctic Ocean expedition in October 2020. The Spotter buoy measures

waves based on the ocean surface displacements with a vertical displacement accuracy of around

±2 cm. The details of wave statistics that are obtained from a Spotter are provided in Sofar Ocean’s

technical reference manual2. Significant wave heights 𝐻𝑠 and peak periods 𝑇𝑝 were estimated from

the surface elevation variance density spectrum 𝑆( 𝑓 ). Instead of Sofar’s mean period, we used

−1-moment period, which was calculated as 𝑇0𝑚1 = 𝑚−1/𝑚0. Directional information including

spreading was estimated using the directional moments.

Four Spotter buoys, named SPOT-0752, SPOT-0753, SPOT-0754, and SPOT-0758 were deployed

between 00:58 and 06:58 on 13 Oct spread over a distance of approximately 50 km from the ice

edge near 114° W, 75° N (the buoy locations and ice edge are shown in Figure 1). We also deployed

another Spotter buoy named SPOT-0759 in the open water at 19:27 on 17 Oct. The aim was to

measure open-water wave conditions adjacent to the ice edge; we planned to deploy it just before

the predicted wave event, but it was deployed after the storm when the sea state became calm

enough for the R/V Mirai crew to safely deploy the buoy. Although it missed the storm peak, the

SPOT-0759 buoy data were still included in this study.

b. Spectral wave model

The origin of the measured southwesterly swell was not easily identified from the synoptic condi-

tion (as the ice-free ocean wind directions were southeasterly); as such, spectral wave modeling of

the Arctic Ocean was conducted to gain insights into the buoy-measured waves. The spectral wave

model used for this study was based on the WAVEWATCH III wave model that has been developed

under the community modeling framework (WW3DG 2019); we will label our wave model as

TodaiWW3-ArCS from herein. TodaiWW3-ArCS has been developed and used to provide short-

range wave forecasts to support the annual Arctic Ocean expedition by R/V Mirai, which usually

takes place sometime between Aug and Oct. The forecast model setup, such as spatial resolutions,

was determined to meet the forecast time constraints, and this setup was adopted for the hindcast.

2https://content.sofarocean.com/hubfs/Spotter%20product%20documentation%20page/Sofar%20-%20Technical Reference Manual.pdf
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TodaiWW3-ArCS adopts a nested system in which the large-scale model covers the pan-Arctic

domain with a 16-km horizontal resolution, and a nested model covers the R/V Mirai planned

track at a finer 8-km horizontal resolution. The large-scale model was previously introduced in the

Nose et al. (2018) study. The spectral grid was configured with 36 directional and 35 frequency

bins with the latter ranging from 0.041 to 1.052 Hz. The spatial grid was based on the curvilinear

grid implemented by Rogers and Campbell (2009) with a polar stereographic projection of 75° N

latitude (produced by Mathworks Matlab’s polarstereo inv function). The geographical grid was

defined using the International Bathymetry Chart of the Arctic Ocean (Jakobsson et al. 2012)

and the Global Self-consistent, Hierarchical, High-resolution Geography shoreline data (Wessel

and Smith 1996). The nested model corner points are as follows: upper right; −112.7510° W,

77.7974° N, upper left; 158.9625° E, 84.9287° N, lower right; −154.9073° W, 63.8152° N, and

lower left; 175.6807° E, 66.1494° N.

TodaiWW3-ArCS included additional source terms, so the right-hand side of (1) is

𝑠tot = (1− 𝑐𝑖) (𝑠in + 𝑠ds) + 𝑐𝑖𝑠ice + 𝑠nl + 𝑠bot, (3)

in which relative contributions of the physical processes are scaled by the sea ice concentration 𝑐𝑖.

We are aware that Herman and Bradtke (2024); Herman (2024) revealed limitations of the default

scaling to reproduce sea states in frazil ice under severe winds; since the core of our analysis took

place in the ice-free water, the study outcome is unlikely to be affected by the 𝑐𝑖 scaling issues or

the 𝑐𝑖 uncertainty, e.g., Nose et al. (2020). To simulate the physical processes of the ocean waves,

various physics packages for the respective source terms are available within the WAVEWATCH III

source codes (WW3DG 2019). For the essential wind energy input 𝑠in and wave dissipation 𝑠ds

source terms, we selected the so-called ”ST6” physics parameterizations (Rogers et al. 2012; Zieger

et al. 2015; Liu et al. 2019); ”ST6” was also selected in our previous Arctic Ocean modeling study

in Nose et al. (2020). The DIA method labeled as ”NL1” in the name list was selected for the

nonlinear interactions source term. Wave dissipation due to seabed is necessary for water depths

relevant to the wavelength length scale, which was the case over a shoal along the crossing swell

path: here, we used the JONSWAP package ”BT1” (Hasselmann et al. 1973) for 𝑠bot. Finally,

wave-ice interaction parameterization was needed because the drifting buoys were located in the

MIZ. Because of the heterogeneity of the ice conditions, we consider the viscoelastic model of
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Wang and Shen (2010) labeled as ”IC3” in the WAVEWATCH III framework to be practical in the

MIZ. This modeling approach was developed to simulate the aggregated effect of wave attenuation

due to sea ice including the attenuation within the ice layer for example.

The surface and lateral boundary conditions were as follows. The ECMWF Reanalysis (ERA5) 10

m surface winds (Hersbach et al. 2023) were used for the wind forcing, and the Regional Ice-Ocean

Prediction System (RIOPS) (Smith et al. 2021) produced by Environment and Climate Change

Canada was used for the ice forcing. The wind forcing has a spatial resolution of 0.25 degrees. The

RIOPS ice forcing formed the lateral boundary condition and included sea ice concentration and

thickness, which is produced at the spatial resolution of nominal 1/12𝑡ℎ degrees. For the RIOPS

ice forcing, 0–23 hour lead time forecasts were collated during the simulation period.

The same wave statistics as described in the preceding subsection a were produced at each model

grid point with a temporal resolution of 3-hour intervals. We also output the wave directional

spectra and source terms along the southwesterly swell ray. The output points were produced at

40-km spatial intervals along the southwesterly great circle path from the SPOT-0752 position

(shown as green markers in Figure 1).

3. Results

a. Wave buoy observations

The wave statistics and wind conditions at the buoy locations are presented in Figure 2a. The

Spotter buoys’ wave statistics shown in Figure 2b indicate calm seas, i.e,. 𝐻𝑠 less than 1 m, until

16 Oct; in the ice-free ocean, however, moderate–strong southeasterly wind conditions developed

in the Russian Arctic as a low-pressure system moving northward from Siberia was blocked by

high-pressure system over the central Arctic Ocean, generating sustained southeasterly winds of

10–15 ms−1 in the Chukchi and East Siberian seas from late 14 Oct (see the wind fields in Figure

1). The 𝐻𝑠 in the adjacent ice-free ocean exceeded 4 m based on the hindcast model results.

The Spotter buoys began detecting the arrival of swell energy on 16 Oct, and SPOT-0752, located

farthest from the ice edge, measured 0.5 m 𝐻𝑠 while SPOT-0758 located closest to the ice edge

measured 𝐻𝑠 up to 2 m. The mean and peak wave periods during this wave event (from 06:00

16 Oct) was around 9 s. The −1-moment wave period for SPOT-0758 was lower; the 𝑇0𝑚1 wave

periods below 6 s just before the swell arrived indicates that wind sea was measured by SPOT-0758.
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Fig. 2: (a) Time series of Spotter measured peak wave directional vectors scaled by wave height
𝐻𝑠, and ERA5 wind vectors at SPOT-0754 positions between 16 and 18 Oct. (b) Time series of
Spotter measured wave heights, periods, directions by the Spotter wave buoys between 15 and 18
Oct (bottom panel).

Wave directions were primarily southwest, but with a slight tendency to shift more west farther

into the ice cover, which is analogous to the numerical evidence that the direction turns orthogonal

to the ice edge (Alberello et al. 2024). Peak wave directions 𝐷 𝑝 and their spreading, and mean

wave directions 𝐷𝑚 are shown in the bottom panel of Figure 2b. Since 𝐷 𝑝 and 𝐷𝑚 have similar

values, we can interpret that the buoys’ directional spreading was small, i.e., waves were mostly

coming from one direction. Note that the SPOT-0752 wave directions were noisy until 17 Oct, so

we need to extrapolate the wave directions from the down-wave buoys and assume they were also

primarily from the southwest. Around 00:00 on 17 Oct, there is a jump in the SPOT-0752 𝐻𝑠; the

wave directions for all buoys also veered towards southerly directions with the buoys closer to the
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ice edge showing more southerly tendency. Perhaps waves from a different origin arrived at the

buoy locations at this time, implying the dominant southwesterly waves were observed mostly on

16 Oct by the buoys.

Peak wave directional vectors and the ERA5 wind vectors at the SPOT-0754 buoy position are

depicted in Figure 2a. The data clearly show that waves were coming from different directions

to that of the wind. Moreover, the wave age was well over one, and as such, we interpreted the

crossing swell was likely generated at and arrived from the far field sea.

b. Hindcast validation against the buoy observations

Hindcast wave statistics were compared with the Spotter data between 15 and 18 Oct 2020.

The time series plots as shown in Figure 3 depict qualitative model-observation agreements for

wave heights, periods, and wave directions especially once the swell arrived on 16 Oct. Notable

discrepancies are a slight underestimation of mean wave period 𝑇0𝑚1 for SPOT-0753 and -0754 on

15 Oct, while the model seemingly could not capture the measured wind sea for SPOT-0758 before

the swell arrived on 16 Oct (the model did not reproduce the buoy measured 𝑇0𝑚1 and 𝐷𝑚). These

discrepancies imply that TodaiWW3-ArCS was unable to reproduce the wind-sea conditions in or

near the ice cover, which could be due to the 𝑐𝑖 scaling limitations of the wind energy input source

term 𝑠in as described in Herman (2024). Regarding SPOT-0752, the model 𝑇0𝑚1 was generally

underestimated and the jump in 𝐻𝑠 around 00:00 on 17 Oct was also not reproduced. Wave heights

deviated for SPOT-0753,-0758, and -0759 on 18 Oct as the wave energy tapered off. The mean

wave directions also differed for SPOT-0752 until 12:00 on 16 Oct, but this is likely because of

the observational error. Time series comparing the peak wave period and directions 𝑇𝑝 and 𝐷 𝑝 for

TodaiWW3-ArCS and Spotter data, which showed analogous trends, are provided in Appendix A

for reference.

Despite these model deviations at the detailed level, it seems reasonable to interpret that the

TodaiWW3-ArCS hindcast qualitatively simulated the general features of the swell propagation

in the ice-free ocean and into the MIZ; the buoy measured southwesterly swell at the MIZ was

likely a realistic condition. Therefore, TodaiWW3-ArCS source term outputs were used as a tool

to investigate the onset of the crossing swell and how the it evolved before arriving at the Spotter

buoys in the MIZ.
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Fig. 3: Comparison of TodaiWW3-ArCS and Spotter buoy wave statistics during the wave event:
(a) significant wave height 𝐻𝑠, (b) mean wave period 𝑇0𝑚1, and (c) mean wave direction 𝐷𝑚.

12

Accepted for publication in Journal of Physical Oceanography. DOI 10.1175/JPO-D-24-0251.1.
Brought to you by UNIVERSITY OF EAST ANGLIA | Unauthenticated | Downloaded 09/24/25 10:59 AM UTC



4. Analysis of crossing swell

a. Wind field and the wave generation

As introduced in Section 1, the wind field (speed and normalized vectors of the TodaiWW3-ArCS

forcing) at 12:00 on (a) 14 Oct, (b) 15 Oct, and (c) 16 Oct over the Chukchi and East Siberian

seas are shown in Figure 1. The panels show the development of moderate–strong southeasterly

winds over the ice-free ocean from a calm condition. The southeasterly winds first grew as turning

winds between 12:00 on14 Oct and 12:00 on 15 Oct near the Siberian coast. The southeasterly

winds gradually migrated northward and the southeast became the dominant wind condition in the

ice-free ocean (e.g., Figure 1c).

Swell tracking was conducted to identify the origin of the swell. TodaiWW3-ArCS was unable

to utilize the WAVEWATCH III wave system tracking output because it uses a non-regular geo-

graphical grid (i.e., swell tracking output is only available for regular grid); as such, we manually

traced the crossing swell by inspecting directional spectra along the great circle path with 225

degrees heading from the SPOT-0752 position on 16 Oct (referred to as the gc225 path herein),

which extended to around 1,000 km at the Siberian coast (the bearing at the Siberian coast is

about 210 degrees because the path is geodesic). If we were to assume the swell origin was as

far away as the Siberian coast, we estimated that the crossing swell developed sometime in the

second half of 14 Oct (taking 𝑐𝑔 of 9 s wave as ≈25 km/hr). Indeed, the directional spectrum

at gc225 24 on 12:00 14 Oct was the first sign of southwesterly energy that appeared along the

gc225 path in TodaiWW3-ArCS. As the moderate winds were developing at 12:00 on 14 Oct,

there was a time when the wind was from the south but with a slight west to it. During this time,

energy was distributed symmetrically about the wind direction via the wind input 𝑠in and nonlinear

interactions 𝑠nl source terms including some energy into the southwest sector (see 𝑠nl in Figure 4a).

The frequency-directional spectrum at gc225 24 for 12:00 on 14 Oct was the initial energy being

generated in the southwesterly directions and shown in Appendix B. The 𝑠nl directional features

shown in Figure 4a reflect the spectral energy balance as described in Young and Van Vledder

(1993); energy from the 𝑓

𝑓𝑝
> 1 frequency region is redistributed to the 𝑓

𝑓𝑝
≤ 1 space. Nonlinear

interactions tend to directionally broaden the energy in the former region while the 𝑓

𝑓𝑝
≤ 1 space

in the spectrum is narrower (but still spread over 90 degrees).
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Fig. 4: Nonlinear interactions source term 𝑠nl is shown at the gc225 24 position when the south-
westerly energy first appeared at (a) 12:00 and (b) 15:00 on 14 Oct. The black arrows indicate the
wind vector.

By 15:00, the wind was still southerly but shifted slightly to the east. At this time, the nonlinear

interactions source term became skewed; the energy being spread from 𝑓

𝑓𝑝
> 1 to 𝑓

𝑓𝑝
≤ 1 was no

longer symmetrical to the wind input direction as shown in Figure 4b. The nonlinear interactions

redistributed more energy to the southwest and south-southwest space rather than to the 𝑓

𝑓𝑝
≤ 1

space aligned with the wind direction. In other words, energy from the wind input direction was

taken away to the spectral peak in the previous wind direction. After this time, we can track the

southwesterly energy along the gc225 path (as described in the following subsection b).

b. Crossing swell propagation

Figure 5 shows the directionally discretized wave energy 𝑆∗( 𝑓 ) between 202.5–247.5 degrees

(
∫ 247.5

202.5 𝑆( 𝑓 , 𝜃)𝑑𝜃) along the gc225 path. The x-axis represents distances, i.e., 26 spectra at the

model output points, but also the spectral frequencies within each grid. The y-axis is spectral

density, but each line interval also represents the time of 3 hours. The figure shows wave energy

evolution in time and space; the wave energy propagated from generation near the Siberian coast

and traveled to the MIZ north of the Chukchi Sea.

The evolution of the southwesterly wave energy from 14 to 16 Oct along the gc225 path is

clear. After the onset of the crossing swell, southwesterly energy continued for several hours.
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Fig. 5: Crossing swell evolution based on the southwesterly discretized power spectral density (i.e.,
𝑆∗( 𝑓 ) =

∫ 247.5
202.5 𝑆( 𝑓 , 𝜃)𝑑𝜃) along the gc225 points between 14 and 17 Oct. The x-axis represents

distances with 40 km spacing between adjacent points, and within each grid, it is also spectral
frequencies. The y-axis is variance density, but each horizontal line represents time of 3-hourly
intervals.

These waves initially grew for approximately 200 km. The southwesterly waves stopped growing

and partially dissipated over a shallow shoal at gc225 18. The remained wave energy continued

to propagate, but the growth stagnated. By late 15 and on 16 Oct, the winds over the ice-free

ocean strengthened to 10–15 ms−1 (see Figure 1); the southwesterly waves appeared to regrow near

gc225 12. The waves eventually propagated to the MIZ where the waves attenuated due to the

ice-to-wave effects. The swell presence relative to the wind field is also illustrated in Figure 1.

The propagation of the crossing southwesterly waves is intriguing because these waves continued

to propagate hundreds of kilometers without experiencing southwesterly winds after its generation
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(i.e., the winds were from the wrong direction). The evolution of the crossing swell directional

spectra is described in the following subsection.

c. The evolution of crossing swell directional spectra

The directional wave spectra were tracked from generation to approaching the MIZ. The swell

was manually tracked by assuming the following wave propagation speed approximations based on

the spectral peak energy.

- Between gc225 24 and 20, we take the group speed 𝑐𝑔 of 5 s wave period to be ≈4.0 ms−1,

which travels roughly 40 km in 3 hours (i.e., 1 gc225 interval in 3 hours).

- Between gc225 20 and 08, we take the 𝑐𝑔 of 7 s wave period to be ≈5.5 ms−1, which travels

roughly 120 km in 6 hours (i.e., 2 gc225 intervals in 6 hours).

- From gc225 08 onward, we take the 𝑐𝑔 of 9 s wave period to be ≈7.0 ms−1, which travels

roughly 75 km in 3 hours (i.e., 2 gc225 intervals in 3 hours).

A series of directional spectra were extracted based on the above traveling speeds and shown in

Figure 6. The respective wind vector was also shown in each directional spectrum. Consistent with

the energy propagation shown in Figure 5, the propagation of the southwesterly energy is apparent.

The spectra also show that the crossing swell evolved without direct input from the winds after the

generation.

Figure 6a is a directional spectrum 6 hours after the generation. A directionally broad spectral

peak was spread in the space between south and southwest directions, while the wind was obliquely

blowing at roughly 45 degrees off the main wave direction. By b, the southwesterly energy grew

despite the wind becoming more southeast, and the peak energy shifted more southwesterly. The

directional spread was larger with energy spread between the southwest and southeast sectors.

Figure 6c is a directional spectrum at gc225 17, which is near a shoal, and the reduction in energy

is apparent (energy dissipation in the 𝑠bot was confirmed at gc225 18, not shown here). By the time

the crossing swell reached gc225 14 and 11, at 12:00 and 18:00 on 15 Oct, southeasterly winds

strengthened as shown in d and e. By this time, the re-growth of the crossing swell peak is also

apparent. Interestingly, the directional spectrum was unimodal in Figure 6f in the crossing swell

direction, and the wind speed was noticeably lower; the magnitude of 𝑠in, 𝑠ds, and 𝑠nl source terms
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Fig. 6: Swell tracking of the crossing swell energy from the generation on 14 Oct to the MIZ arrival
on 16 Oct. TodaiWW3-ArCS frequency-directional spectra 𝑆( 𝑓 , 𝜃) are shown at (a) gc225 22 on
18:00 14 Oct, (b) gc225 20 on 00:00 15 Oct, (c) gc225 17 on 06:00 15 Oct, (d) gc225 14 on 12:00
15 Oct, (e) gc225 11 on 18:00 15 Oct, (f) gc225 08 on 00:00 16 Oct, (g) gc225 06 on 03:00 16
Oct, and (h) gc225 04 on 06:00 16 Oct. The higher gc225 # numbers are located farther from the
MIZ (i.e.,near the Siberian coast). The black arrows indicate the wind vector at each output point.

were the lowest at this time compared to the other directional spectra shown in Figure 6. By g and

h, the spectra were bimodal with the distinct wind-sea and swell peaks; the crossing swell slowly

decayed and narrowed as the waves approached and entered the MIZ.

5. The role of the nonlinear interactions source term

a. Weak interactions between wind input and crossing swell

The propagation of the southwesterly energy as crossing swell under the southeasterly winds in

the hindcast model seems robust. Since these waves were oblique to the wind directions, they could

not grow under the direct influence of wind input, but they grew due to nonlinear interactions. The

source terms were examined to elucidate the role of 𝑠nl in the swell evolution over a long distance.

The directional features of 𝑠nl corresponding to Figure 6 can be grouped in either nonlinear

growth of the crossing swell due to wind or weak interactions between wind input and swell. The

shape of 𝑠nl is markedly different for the two cases, and the presence of a wind-sea peak may be
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Fig. 7: TodaiWW3-ArCS source terms (a) 𝑠net, and (b) 𝑠nl, and (c) the frequency-directional
spectrum 𝑆( 𝑓 , 𝜃) are shown at gc225 14 on 12:00 15 Oct. The black arrows indicate the wind
vector. Note that 𝑆( 𝑓 , 𝜃) is the same as Fig 6d.

a key factor: 𝑠nl for Figures 6d and g shows weak interactions between the wind and the crossing

swell spectral peak when there is a distinct wind-sea peak. We first discuss this case because its

shape is analogous to the 𝑠nl shape as described in Young and Van Vledder (1993).

Source terms were split into the net source term energy 𝑠net (𝑠in+𝑠ds+𝑠bot) and 𝑠nl because 𝑠net

represents the energy that was generated and dissipated while 𝑠nl acts to redistribute energy among

spectral components. The source terms and the directional spectrum at gc225 14 (corresponding

to Figure 6d) are shown in Figure 7. 𝑠net here is primarily a balance between 𝑠in and 𝑠ds, and

most of the action resides in the frequency space 𝑓

𝑓w
> 1 where 𝑓w is the peak of wind-sea energy.

The difference between the 𝑠in and 𝑠ds directional spreading determines the shape of 𝑠net; 𝑠in acts

approximately within ±30 degrees to the wind direction whereas 𝑠ds acts over a much broader

region (e.g., >90 degrees). The magnitude of 𝑠in was larger than that of 𝑠ds, and as such, 𝑠net

around the wind vector has positive net energy. There is frequency space that has net energy loss

at 𝑓 > 0.5 Hz over the directional sector of net energy in, meaning 𝑠ds acts at higher frequencies

than 𝑠in. 𝑠in and 𝑠ds are bimodal along the frequency space with a peak at the wind-sea spectral

peak and another at a higher frequency of 𝑓 ≈ 0.35 Hz. At the crossing swell spectral peak 𝑓s, the

energy decays due to 𝑠ds (and therefore 𝑠net).

The role of 𝑠nl in the 𝑓

𝑓w
> 1 frequency space is clear and practically a reciprocal of 𝑠net. The

energy input from 𝑠in is almost completely redistributed to other regions of the spectrum. Some

energy was moved to fill the net energy loss in the 𝑓

𝑓w
> 1 space, such as the lobes on either sides

of 𝑠in, and as a result, this frequency space primarily consists of 𝑠tot ≈ 0 (not shown here). 𝑠nl
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Fig. 8: TodaiWW3-ArCS source terms (a) 𝑠net, and (b) 𝑠nl, and (c) the frequency-directional
spectrum 𝑆( 𝑓 , 𝜃) are shown at gc225 20 on 00:00 15 Oct. The black arrows indicate the wind
vector. Note that 𝑆( 𝑓 , 𝜃) is the same as Figure 6b.

on its own appears to be forcing the spectrum to be directionally broader, but its total effect is

balanced among the source terms; as described in Young et al. (1987), this implies that this part of

the spectrum is in quasi-equilibrium and is responsible for the fetch or duration independent shape

of the high-frequency tail of the spectrum.

In the frequency space 𝑓

𝑓w
≤ 1, the net energy input from the wind is being transferred to the lower

frequencies with a directional spread of±45 degrees to the wind direction. The redistributed energy

acts to downshift the wind-sea spectral peak frequency, while its frequency width is narrowest along

the wind direction and broader at the oblique angles.

b. Nonlinear growth of the crossing swell

The second group of the 𝑠nl shapes corresponding to Figure 6 frequency-directional spectra is

nonlinear growth of the crossing swell due to wind; this is the process by which the crossing swell

evolved and propagated to the MIZ buoys and occurs when there is nonlinear coupling between

the wind input energy and the crossing swell spectral peak. Two cases of directional spectra for

nonlinear growth are shown. The first case is at gc225 20 where the crossing swell began to grow

as shown in Figure 8.

𝑠net is similar to that of Figure 7 because the shape of 𝑠in and 𝑠ds were also similar. 𝑠in was

directionally narrower than 𝑠ds, resulting in similar net energy distributions. The subtle difference

is that the bimodality in the frequency space was less clear, perhaps because the wind-sea peak was

ambiguous. Although the primary role of 𝑠nl is still the same (i.e., redistributing net energy to the
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Fig. 9: TodaiWW3-ArCS source terms (a) 𝑠net, and (b) 𝑠nl, and (c) the frequency-directional
spectrum 𝑆( 𝑓 , 𝜃) are shown at gc225 11 on 18:00 15 Oct. The black arrows indicate the wind
vector. Note that 𝑆( 𝑓 , 𝜃) is the same as Figure 6e.

lower frequency space of the spectrum), the shape of 𝑠nl in the frequency space 𝑓

𝑓𝑝
≤ 1 is markedly

different to that of Figure 7. 𝑠nl redistributes energy over a broad angle of more than 135 degrees

near 𝑓 ≈ 𝑓𝑝 and the energy distribution is skewed towards the crossing swell direction. In fact,

more energy was moved to the crossing swell spectral peak rather than along the wind direction.

Since the redistributed energy was greater than that of the net energy loss, the crossing swell grew

as a result of the nonlinear coupling of the wind input energy and the old spectral peak. While 𝑠nl

still redistributes energy to the wind-sea sector of the spectrum, the nonlinear growth of the old

spectral peak inhibits the wind-sea growth.

Another case is shown at gc225 11 in Figure 9, which has similar characteristics in general to

Figure 8, but the directional spectrum now has two peaks that are not aligned to the wind direction.

One was the southwesterly crossing swell, and the other was southerly energy. The traits of 𝑠net

and 𝑠nl remained similar, but 𝑠nl was not as directionally spread as in the previous case, and more

energy was redistributed to the direction in between the swell peak and wind direction. Within

the next couple of model output time steps of 6 hours, the spectrum became unimodal with a peak

more aligned to the wind direction, perhaps because the transient wave systems (the southerly and

southwesterly waves) passed this location.

6. Idealized cross-sea simulations using the DIA and EXACT-NL models

We have presented hindcast evidence that waves measured by the drifting wave buoys in the MIZ

were crossing swell that traveled hundreds of kilometers and evolved due to nonlinear interactions.
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To consolidate the findings, we conducted numerical simulations of idealized cross-sea cases to

ensure the hindcast evidence is reproduced using the same DIA parameterization, but also using

the full Boltzmann model of Hasselmann’s integral (Eq. 2). The EXACT-NL model, as an

implementation of the full Boltzmann integral in WAVEWATCH III (the NL2 switch (WW3DG

2019)), requires 103 to 104 times more computational resources than the DIA method. While

synoptic scale simulations using the EXACT-NL model have been performed experimentally

(Ponce de León et al. 2018; Liu et al. 2021), its use for synoptic scale simulations is still considered

too cumbersome and most operational models adopt the DIA method for the nonlinear interactions

source term. Therefore, EXACT-NL was used in the idealized cross-sea simulations to verify that

the effect of the 𝑠nl as seen in the hindcast using the DIA method is valid compared to the full

Boltzmann computation. The idealized simulation setup adopted one of the WAVEWATCH III

Regression Tests named ”ww3 ts2”.

The model domain has 24 grids in the zonal orientation with a spatial resolution of 25 km (the

model domain extends 600 km). Lateral boundary conditions were imposed at the westernmost

grid (i.e., X= 0), so there were 23 active grids and 1 boundary grid. Westerly swell was imposed

at the boundary grid to resemble the results of the crossing swell propagation. Winds at various

oblique directions were forced, and the shape of 𝑠nl was analyzed. The swell boundary conditions

were produced in a separate run, in which the model domain was extended westward to X= −300

km and the simulation start time was −3 days. Steady 8 ms−1 westerly wind was forced and the

wave spectra at the boundary grid X= 0 formed the swell lateral boundary conditions. A series of

idealized cross-sea simulations (i.e., swell+wind cases) were conducted for various wind directions,

and wave spectra and source terms were obtained at each active grid.

The wave growth for identical conditions between the DIA and EXACT-NL differed in the

idealized simulations. The peak and mean periods for the EXACT-NL model were higher than that

of the DIA periods; as such, the propagation of the waves across the model domain was changed.

This meant that spectral evolution was compared at different time steps and locations. Figure 10 is

a comparison of 𝑠nl at the similar stages of directional spectrum developments (i.e., the wind-sea

and swell frequencies are close to each other) for DIA and EXACT-NL results. Under the idealized

cross-sea condition at 80 degree angle between constant wind and the swell propagating into the

computational domain from the western boundary, both 𝑠nl computations were consistent with the
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Fig. 10: Idealized cross-sea simulations in which westerly swell was imposed at the boundary
and oblique wind at 190 degrees was forced with wind speed of 8 m/s. Simulations for the DIA
method (t=4 hr, x=100 km) (a) and the EXACT-NL model (t=8 hr, x=100 km) (b) were conducted
to compare the effects of the different nonlinear interactions source terms. The left panels show
the directional spectrum and the right side is 𝑠nl. Yellow ”plus” and cyan ”X” markers indicate the
𝑠nl maxima and minima, respectively. The black arrow is a wind vector from 190 degrees.

hindcast results, reproducing the wind-sea growth rate inhibition along the wind direction and

transfer of energy towards the oblique swell direction. An apparent difference between the DIA

method compared to the EXACT-NL model is that peaks and troughs appear to split whereas the

EXACT-NL shows smoother energy distribution. It is also noted that, although the redistribution

of wind input energy reaches the westerly swell components, the peak steering of the wind sea

appears to be 40 and 50 degrees oblique to the wind direction as shown by the ”plus” and ”X”

markers indicating the 𝑠nl maxima and minima, respectively (see the right panels of Figure 10).

The steering is more oblique than Masson (1993) estimated, and it also implies the swell direction

is slowly changing due to oblique wind. Another interpretation is that a new wave system develops

between the swell and wind direction. Under the steady wind conditions, the wind-sea peak will

eventually evolve and becomes the dominant energy.
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Fig. 11: Idealized cross-sea simulations based on the EXACT-NL model. a) the wind sea and swell
do not interact directly because of the frequency separation is too large ( 𝑓w = 0.27 Hz and 𝑓s = 0.15
Hz, so 𝑓s

𝑓w
= 0.56), although the wind-sea direction is still steered towards the swell direction. The

time was t=2 hr and x=50 km. b) when the 𝐸w becomes dominant, the nonlinear transfer of energy
to the swell becomes weak. For this condition the time was t=8 hr and x=50 km. The black arrow
is a wind vector, which was 8 ms−1 from 190 degrees.

The previous paragraph confirmed the nonlinear coupling between the swell and wind sea for

oblique angles using both the DIA and EXACT-NL models under certain conditions. Using the

EXACT-NL results, we further present insights into how the balance between wind-sea and swell

energy (𝐸s and 𝐸w) affects their interactions. At the outset of the wind-sea growth, 𝐸w << 𝐸s &

𝑓w > 𝑓s, the shape of 𝑠nl is distinctly different from that of 𝑠nl we have discussed thus far. The

nonlinear interactions are not directly coupled as shown in Figure 11a; more specifically, the wind

sea is interacting with the higher frequency spectral components than the peak of the swell system,

and the swell has its own nonlinear interactions response. Once the 𝑓w and 𝑓s are close to each other

(e.g., 𝑓s
𝑓w
> 0.6 as will be described below), but 𝐸w < 𝐸s, swell grows via the nonlinear coupling of

the waves as discussed in the previous paragraph and Section 5b. As the wind sea develops and
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𝐸w > 𝐸s, the interactions appear to become weak (see Figure 11b), which is consistent with the

case from the hindcast as discussed in Section 5a.

The nonlinear interactions behavior observed in the idealized simulations bears analogy with the

Masson (1993) theory. The Masson (1993) expression of the Hasselmann integral (Eq. 2) using

the energy density instead of the action density is as follows:

𝜕𝑆(𝜔4, 𝜃4)
𝜕𝑡

= 𝜔11
𝑝 𝜔̂4

∭
𝐺′𝛿(k̂1 + k̂2 − k̂3 − k̂4)𝛿(𝜔̂1 + 𝜔̂2 − 𝜔̂3 − 𝜔̂4) (4)

×
[
𝑆1𝑆2(𝜔̂4

4𝑆3 + 𝜔̂4
3𝑆4) − 𝑆3𝑆4(𝜔̂4

2𝑆1 + 𝜔̂4
1𝑆2)

]
𝑑𝜔̂1,2,3𝑑𝜃1,2,3.

The ” ˆ( ) ” denotes the normalized frequency and wavenumber, e.g., 𝜔̂ = 𝜔/𝜔𝑝 where 𝜔𝑝 is
the frequency of the spectral peak. Following Hasselmann (1963) and Masson (1993), the time
derivative of swell variance 𝐸𝑠 can be obtained using 𝑆𝑠 = 𝐸𝑠𝛿(𝜔−𝜔𝑠, 𝜃 − 𝜃𝑠), i.e., assuming a
narrow swell system distinctly separated from the wind-sea spectrum. Replacing 𝑆4 and 𝜔4 in Eq.
4 with the narrow swell and after integration in the neighborhood of the swell, the rate of change
of 𝐸𝑠,

𝑑𝐸𝑠

𝑑𝑡
=

∭
𝜔11
𝑝 𝜔̂𝑠𝐺

′𝛿(k̂1 + k̂2 − k̂3 − k̂𝑠)𝛿(𝜔̂1 + 𝜔̂2 − 𝜔̂3 − 𝜔̂𝑠) ×
[
𝑆1𝑆2𝑆3𝜔̂

4
𝑠

]
𝑑𝜔̂1,2,3𝑑𝜃1,2,3 (5)

−𝐸𝑠

∭
𝜔11
𝑝 𝜔̂𝑠𝐺

′𝛿(k̂1 + k̂2 − k̂3 − k̂𝑠)𝛿(𝜔̂1 + 𝜔̂2 − 𝜔̂3 − 𝜔̂𝑠) ×
[
−𝑆1𝑆2𝜔̂

4
3 + 𝑆3𝑆1𝜔̂

4
2 + 𝑆2𝑆3𝜔̂

4
1

]
𝑑𝜔̂1,2,3𝑑𝜃1,2,3,

is derived. For 𝐸𝑠 > 𝐸𝑤 and assuming the wind-sea spectrum to be stationary, we can neglect

the first term in Eq. 5 and arrive at the same exponential decay rate of 𝐸𝑠 as Eq. 7 in Masson

(1993). As described in Introduction, Masson (1993) found that for bimodal wind-sea and swell

sea states, there is a region in the frequency-direction space where the decay rate is negative

when the swell frequency approaches the wind-sea spectral peak 𝜔𝑠

𝜔𝑤
> 0.6; indeed, Masson (1993)

showed that swell grows at the expense of short waves due to nonlinear interactions transferring

wind-sea energy to the swell. Beyond the highly idealized representation of the swell as a delta

function, we may consider a narrow banded swell energy defined as 𝐸𝑠 = ⟨𝑆4⟩Ω𝑠
=
∬
Ω𝑠

𝑆4 𝑑𝜔4 𝑑𝜃4

or ⟨𝑆4⟩Ω𝑠
=
∬
Ω𝑠

𝑆4 J(κ′) 𝑑κ′ in the neighborhood of (𝜔𝑠, 𝜃𝑠) where J is the Jacobian. The swell is

assumed to be contained within k̂𝑠 +κ′ and (𝜔̂𝑠 +𝜔′)2 = 𝑔 |k̂𝑠 +κ′|, and k̂𝑠 >> κ′. An extension of

Masson’s theory may be expressed as
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𝑑𝐸𝑠

𝑑𝑡
= −

〈
𝑆4(k̂𝑠 +κ′)

∭
Ω−Ω𝑠

𝜔11
𝑝 (𝜔̂𝑠 +𝜔′)𝐺′ 𝛿(k̂1 + k̂2 − k̂3 − (k̂𝑠 +κ′))

𝛿(𝜔̂1 + 𝜔̂2 − 𝜔̂3 − (𝜔̂𝑠 +𝜔′)) ×
[
−𝑆1𝑆2𝜔̂

4
3 + 𝑆3𝑆1𝜔̂

4
2 + 𝑆2𝑆3𝜔̂

4
1
]
𝑑𝜔̂1,2,3 𝑑𝜃1,2,3

〉
. (6)

From Eq. 6, it is not apparent whether the swell energy grows exponentially. The numerical

experiment discussed in this section showed that the swell energy grew, extracting energy from the

wind sea, and suggests that Eq. 5 is a good approximation to Eq. 6.

A careful consideration of Eqs. 5 and 6 and the assumptions therein suggest Masson (1993)’s

theory appears to be valid only at the very initial stage of the swell and wind-sea interaction because

when the swell starts to grow by extracting the wind-sea energy, the assumption of the wind-sea

spectrum being stationary fails. However, our idealized simulations included the presence of wind,

so the wind input may compensate for the loss of wind-sea energy and allow the swell to continue

growing. Moreover, the large difference in the wind and swell propagation directions assures that

the direct wind energy input to swell is negligible. Another observation of the simulation results

is that the wind input cannot be arbitrary because the balance between 𝑠in and 𝑠nl appears to be

important: as the wind sea grows, the transfer to the swell slows down and becomes negligible when

the wind-sea spectrum becomes dominant. This point is important to translate the interpretation of

the idealized case results to the hindcast finding. It is our conjecture that the southwesterly swell

grew by extracting wind input energy, which still played an important role for swell growth when

the difference angle between the swell and the wind was more oblique than the optimum angle

for maximum energy exchange. What may be remarkable is that the southwesterly swell survived

through the southeasterly wind-sea field under the right balance of wind-sea and swell energy and

spectral peaks ( 𝜔𝑠

𝜔𝑤
> 0.6) over hundreds of kilometers (i.e., spatial evolution of the wind sea was in

balance with the transient swell such that it grew). It should be emphasized that we are not claiming

high accuracy of wind forcing and model physics as we are unable to validate the swell growth

all along its propagation path; but rather, the hindcast using the DIA method and the idealized

cross-sea simulations using both the DIA and EXACT-NL models provide robust evidence that the

nonlinear coupling of the wind sea and the swell was central to the evolution of the southwesterly

swell measured by the Spotters in the MIZ.
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7. Conclusions

A spectral wave model, named TodaiWW3-ArCS using the Discrete Interaction Approximation

(DIA) method as its nonlinear interactions source term 𝑠nl, simulated swell evolution under the

cross-sea condition over hundreds of kilometers in the ice-free Arctic Ocean. Central to the swell

development was the nonlinear coupling of wind energy input and swell energy via 𝑠nl. In our

hindcast model, the southwesterly swell energy first developed near the Siberian coast. The wind

turned southeast, but the swell energy continued to propagate towards the marginal ice zone (MIZ)

located north of the Chukchi Sea. The southwesterly swell continued to grow because the wind

input energy was redistributed to the swell part of the spectrum, i.e., the wind input energy was

taken away to the swell energy. The nonlinear coupling between wind input and swell was found

to occur for difference angles up to 90 degrees.

The swell evolution under a cross sea was investigated because four drifting wave buoys located

in the MIZ measured southwesterly waves while the local wind was southeasterly. Swell tracking

of the southwesterly waves led us to find that the southwesterly swell originated from the Siberian

coast where the south-southwest wind generated a broad wind-sea peak that included energy in the

southwest direction. Following the onset of the southwesterly energy, the wind was consistently

southeast but the southwesterly swell continued to propagate in the ice-free ocean and eventually

into the MIZ. The buoy-measured wave heights, periods, and directions agreed qualitatively with

the hindcast model results, justifying the use of TodaiWW3-ArCS for our study. The cross sea is

a well-known shipping hazard (Toffoli et al. 2005), and as such, it presents a potential shipping

hazard in the Arctic Ocean. The southwesterly swell signal in the buoy data was conspicuous,

perhaps because the wind-sea energy was mostly suppressed by the presence of the sea ice. This

demonstrates wave observations and results therein in the ice-covered seas can cross over to findings

in the general ocean wave physics.

Our results suggest that the swell can grow by extracting wind input energy from oblique wind

directions via the nonlinear interactions source term. Because the DIA method used for 𝑠nl in the

hindcast model is an approximation that only considers limited quadruplet interactions, the hindcast

finding needed to be corroborated against a more complete 𝑠nl computation. Accordingly, idealized

cross-sea simulations were conducted using the EXACT-NL model, a full Boltzmann model of

Hasselmann’s integral, and its results were compared to the results using the DIA. The idealized
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cross-sea simulation comprised of westerly swell was imposed at the westernmost grid point in the

model domain that extended 600 km along the zonal orientation. Results were discussed for the

case when the wind was forced with the difference angle of 80 degrees.

The EXACT-NL simulations were consistent with the hindcast results using the DIA method:

both models reproduced the inhibition of wind-sea growth rate and energy redistribution from the

wind input region to the swell space. The full Boltzmann computation results were analyzed further

to investigate mechanisms of the wind energy transfer to the swell. We observed the peak steering

of the wind energy towards the swell can be as oblique as 50 degrees and the balance between the

wind-sea and swell spectral peaks, e.g., 𝑓s
𝑓w
> 0.6, was key for nonlinear swell growth by wind under

a cross-sea condition. The nonlinear interactions behavior was found to be consistent with Masson

(1993) who showed that a narrow swell system grows exponentially due to nonlinear coupling

of swell and wind sea for a given condition when the swell spectral peak frequency approaches

that of the wind sea. Based on the derivation of the exponential swell decay/growth rate, the

Masson (1993) theory appears to be valid only at the very initial stage of the swell and wind-sea

interaction because the assumption of a stationary wind-sea spectrum fails as soon as the swell

starts to grow exponentially. In the idealized simulations under the presence of wind, swell growth

may persist longer because the wind input can compensate for the loss of wind-sea energy due to

nonlinear transfer; however, the wind input cannot be arbitrary because the balance between 𝑠in

and 𝑠nl appears to be important and when the 𝐸s > 𝐸w condition breaks down, the wind sea no

longer interacts with the swell. The Masson (1993) expression of the swell decay rate for swell

with a finite spectral bandwidth was also derived. The numerical experiment results suggest the

exponential decay rate assuming swell to be a delta function is a good approximation to the narrow

banded swell system. Moreover, the idea that wind input can compensate for the wind-sea spectrum

no longer being stationary may be a hypothesis that extends the Masson (1993) theory under the

presence of wind. These ideas, however, warrant further investigations. A striking feature of the

hindcast results was that the model simulated the swell propagation in the right balance with the

southeasterly wind-sea field, such that the swell grew over hundreds of kilometers in the ice-free

ocean. The modeled swell then propagated into the MIZ, and, remarkably, agreed well with the

buoy-measured waves.
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APPENDIX A

TodaiWW3-ArCS and Spotter data comparison

The wave model outputs used in this study were compared with the Spotter buoy measurements in

the main text in Section 3a. In Figure 3, wave height 𝐻𝑠, mean period, 𝑇0𝑚1 and mean direction

𝐷𝑚 comparisons were shown. To complement Figure 3, the comparisons for the peak period 𝑇𝑝

and the peak direction 𝐷 𝑝 are shown in Figure A1, which also shows similar trends as described

in the main text.

(a) Peak wave period 𝑇𝑝 . (b) Mean wave direction 𝐷 𝑝 .

Fig. A1: Comparison of TodaiWW3-ArCS and Spotter buoy wave statistics during the wave event:
(a) peak period 𝑇𝑝 and (b) peak wave direction 𝐷 𝑝.
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APPENDIX B

The onset of southweterly swell energy

We discussed in Section 4a that the initial southwesterly swell energy was generated near the

Siberian coast along the southwesterly propagation path at gc225 24 on 12:00 14 Oct 2020. The

nonlinear interactions source term is shown in the main text in Figure 4a, and the frequency-

directional spectrum is shown here in Figure B1 to demonstrate that the energy resides in the

southwest directional space.

Fig. B1: Frequency-directional spectrum at gc225 24 on 12:00 14 Oct 2020 when the onset of
southwesterly wave energy was identified.
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